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We report progress toward measurements of the electric dipole (E1) transition moments between hyperfine
components of the ground state of atomic cesium. This transition is weakly E1 allowed due to weak interactions
between nucleons within the nucleus, which lead to a parity-odd current distribution and its associated anapole
moment. In this paper, we discuss the experimental geometry of our measurement scheme, explore the effects of
extraneous fields that can obscure the signal, present initial measurements, analyze the sources and magnitudes
of measurement noise, and suggest improvements to the current apparatus.
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I. INTRODUCTION

Parity-nonconserving (PNC) weak force interactions be-
tween nucleons can lead to a parity-odd, time-reversal-
conserving current distribution within the nucleus, generating
an anapole moment [1]. In 1984, Flambaum, Khriplovich,
and Sushkov [2] derived an approximate expression for the
nuclear anapole moment, and determined a dimensionless
anapole moment coefficient κa for 133Cs, 203,205Tl, 209Bi, and
207Pb. The only significant observation of an anapole moment
in any atomic species was carried out in atomic cesium by
the Boulder group in 1997 (see Wood et al. [3]). In that
work, the investigators measured the PNC moments of the
6s 2S1/2F → 7s 2S1/2F ′ transitions, where F and F ′= 3 or
4 are the total angular momenta of the atom (electronic J plus
nuclear spin I) in the initial and final states respectively. Hax-
ton and Wieman [4] later extracted the anapole moment from
the nuclear-spin-dependent (NSD) component of the PNC
moments, i.e., the difference between the F = 3 → F ′ = 4
and the F = 4 → F ′ = 3 transitions. However, this result is in
conflict with meson coupling constants derived from a number
of nuclear scattering experiments, as listed in Ref. [4], and
there has long been a need for a new determination of the
anapole moment of any atomic species as a means of either
confirming the Boulder results or providing a new value. (See
Ref. [5] for a comprehensive review of atomic parity viola-
tion and other searches for new physics in atoms.) We report
progress on such a measurement in the present paper.

The weak force interaction between constituents of an
atom, mediated through exchange of the Z0 boson, can be
observed through precision measurements of transitions for-
bidden by selection rules for normal [i.e., electric dipole (E1),
magnetic dipole (M1), electric quadrupole (E2), etc.] optical
transitions. The dominant PNC interaction is typically nuclear
spin independent (NSI) and is a result of the nucleon vector
current coupling to the electron axial-vector current (VnAe). A
precision measurement of this interaction produces a value of

the weak charge Qw of the nucleus. For example in cesium, the
Boulder group’s measurement [3] led to Qw = −73.66 (34)
(using the atomic structure calculation result of Refs. [6,7])
or Qw = −73.07 (43) (using the atomic structure calculation
of Ref. [8]), as reported in Ref. [9]. This is the most precise
NSI measurement of this type, and is in agreement with the
standard model value QSM

w = −73.23 (1) [10].
Alternatively, the NSD contribution to the PNC amplitude

is due to three different effects: the nuclear anapole moment,
as introduced above; the axial-vector nucleon and vector elec-
tron currents (AnVe); and the combination of hyperfine mixing
and the (VnAe) interaction current. These interactions can be
written in the form [11]

H (i) = G√
2
κiα · Iρ(r), (1)

where G � 1.166 × 10−5 GeV−2 is the Fermi constant, α is
the Dirac spin matrix, I is the nuclear spin, and ρ(r) is the
nuclear density. The subscript i, where i ∈ {a, 2, hf}, indicates
the interaction type. a is the anapole moment, 2 is the (AnVe)
currents, and hf is the combined hyperfine interaction with the
(VnAe) current. The κi coefficients characterize the strength
of these NSD interactions. It was also shown in Ref. [11]
that, while Eq. (1) is not strictly correct for the combined
hyperfine (VnAe) contribution, their more rigorous calculations
showed only a small difference, and they derived an effective
coefficient κhf for this interaction. Thus the total effective
NSD coefficient is

κ = κa + κ2 + κhf . (2)

Johnson, Safronova, and Safronova [11] also calculated
κhf , including correlation corrections, and found κhf =
0.0049, a value that was 40% smaller than that calculated
previously [12]. When κ2 = 0.0140 [11] and κhf are sub-
tracted from the total spin-dependent moment κ = 0.117 (16)
determined from the measurement by Wood et al. [3], this
leads to a larger value for κa = 0.098 (16), increasing the
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discrepancy between this measurement and the value obtained
from meson coupling constants [4,11,13].

Johnson, Safronova, and Safronova [11] also calculated the
PNC electric dipole transition moment

EPNC = i〈6s1/2 F ′ = 4||er||6s1/2 F = 3〉 (3)

between the hyperfine components of the 6s1/2 state in atomic
cesium, EPNC = iκ 1.724 × 10−11ea0, where e is the elemen-
tary charge and a0 is the Bohr radius. (We use the short-hand
spectroscopic n� j notation in place of n� 2LJ .) In a more
recent work [8], Dzuba and Flambaum included Brueckner-
type correlations, increasing this quantity by 6%, EPNC =
iκ 1.82 × 10−11ea0.

Measurements (or plans for measurements) of nuclear
anapole moments in various other atomic or molecular species
have been reported in several earlier works [14–17]. The Fort-
son group reported (see Vetter et al. [14]) a 1σ determination
of the anapole moment of thallium derived from the NSD
parity-violation amplitude EPNC for an optical transition in
that heavy element. Bouchiat [15] considered the effect of the
anapole moment in cesium, and showed theoretically that this
effect would lead to a linear dc Stark shift of the transition
frequency between hyperfine components of the ground state,
which she calculated as ≈7 µHz for a dc electric-field strength
of 100 kV/cm and an optical power of 1 kW. Investigations of
the anapole moment of the francium nucleus were proposed
in Ref. [16]. Francium has no stable isotopes, necessitating
studies at facilities such as the Isotope Separator and Accel-
erator at TRIUMF in Vancouver, Canada. These investigators
plan to use a technique similar in some respects to that used
in our paper; they plan to prepare the atoms in a superposition
state using an optical Raman interaction, and measure EPNC

for an E1 transition between hyperfine components of the
ground state using a microwave field (frequency ≈ 45 GHz,
with a wavelength of 0.7 cm). Several isotopes of francium
are produced at their facility, allowing studies as a function
of neutron number N . They plan to minimize M1 interactions
by confining the microwave field within an open microwave
Fabry-Pérot resonator, and trapping the atoms at a magnetic-
field node of the standing-wave pattern. The anapole moment
of francium is expected to be larger than that in cesium by a
factor of ≈ 11. Finally, NSD parity-violation measurements
have been pursued in BaF [17]. In this molecule, the inves-
tigators take advantage of the small energy spacing between
rotational states of the molecule, which they Zeeman tune into
degeneracy. They observe population transfer between molec-
ular states when the molecule is driven by a time-dependent
electric field, using Stark interference as a means of cali-
brating the measurement. While even isotopes of Ba such as
138Ba, which is the isotope of their measurements completed
to this point, have nuclear spin I = 0, and therefore do not
have an anapole moment, this work serves as a check on the
sensitivity of a future measurement with a Ba isotope that does
have nuclear spin and an anapole moment, such as 137Ba. They
report a measurement sensitivity about a factor of 10 smaller
than the expected signal size.

We have been working toward a measurement of EPNC in
atomic cesium. In the present paper, we discuss our progress
toward this goal. The measurement is carried out in an atomic
beam system, in which we prepare the atoms in a 50 : 50

FIG. 1. Partial energy-level diagram and the interaction transi-
tions (not to scale). The Raman transition VR is used to prepare the
atoms in a superposition state before they enter the rf cavity. The
strong magnetic dipole transition Vm must be suppressed to allow the
measurement of VPNC. � is the detuning of the Raman lasers from
direct excitation of the 6p3/2 state.

superposition state before interacting with an intense 9.2-GHz
electric field confined to a cylindrical radio frequency (rf) cav-
ity. In Sec. II of the paper we discuss the various interactions
of the rf field with the ground-state atoms that are possible
in our setup. We then explore in detail how we control these
interactions in an rf cavity in Sec. III, and the experimental
geometry used in Sec. IV. Next up are the experimental results
that we have obtained to date, and the likely source of signal
that currently obscures the signature of the anapole contribu-
tion in Secs. V and VI. Finally we discuss future plans, which
we expect will allow a successful measurement of the anapole
moment, in Sec. VII and conclude in Sec. VIII.

II. RF INTERACTIONS

Our goal is to measure EPNC as defined in Eq. (3).
Figure 1 is a partial energy-level diagram showing the low-
lying energy levels of cesium and the relevant interactions.
The ground-state E1 transition is weakly allowed due to per-
turbations caused by the weak force between the quarks of the
nucleus. A measurement of EPNC will allow us to determine
the coefficient κ of Eq. (2), which quantifies the strength of
the weak interaction. The specific transitions chosen for these
measurements are ψg = 6s1/2 F = 3, m → ψe = 6s1/2 F ′ =
4, m, where m = 3 or −3 is the magnetic sublevel of the
state of total angular momentum F . The primary challenge
in this measurement is to reduce other electromagnetic-field
components that could drive competing parity-conserving in-
teractions between the same initial and final states.

We use the electric field erf of the TM010 mode of a
cylindrical rf cavity, as shown in Fig. 2(a). (In this paper,
lowercase characters represent oscillating field amplitudes,
while uppercase characters are used for static fields.) This
field erf = erf

z (ρ)ẑ is directed in the axial direction (which we
label the z axis), with magnitude erf

z (ρ) = erf
0 J0(p0,1ρ/a). erf

0
is the field amplitude on the axis of the cavity, ρ is the radial
distance from the axis, p0,1 = 2.4048 is the first zero of the
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FIG. 2. (a) Simplified diagram of the cylindrical rf cavity, showing the axial electric field erf and the azimuthal magnetic field hrf of the
TM010 mode. The dimensions of the cavity are a = 1.241 cm and d = 1.25 cm. (b) Plots of erf

z and hrf
ϕ vs the radial distance ρ. (c) Results of

numerical simulations (dashed orange) of erf
z (z) vs z (along the atom beam) compared to erf

z (z) for a perfect cavity with no holes (blue).

zeroth-order Bessel function, and a = 1.241 cm is the radius
of the cavity. A plot of this field amplitude vs the radius ρ

is shown in Fig. 2(b) as the blue line. The atoms pass through
the cavity along the z axis, and experience a relatively uniform
field magnitude while inside the cavity. The field amplitude vs
z is shown in Fig. 2(c), both for an ideal cavity with no holes or
perturbations (blue line), and for our specific cavity geometry
(dashed orange line), as computed numerically (COMSOL MUL-
TIPHYSICS). The length of the cavity is d = 1.25 cm. The rf
magnetic field of this mode is azimuthal, hrf = hrf

φ (ρ)φ̂, where

hrf
φ (ρ) = (i

√
ε0
μ0

)erf
0 J1(p0,1ρ/a), and J1 is the first-order Bessel

function. We show plots of erf
z (ρ) and hrf

φ (ρ) vs ρ in Fig. 2(b).
Note that at the location of the atomic beam (ρ 
 a), the
electric field of this cavity mode is near its maximum value,
while the magnetic field is minimal.

We treat the atom as a two-level system, where the state of
the atoms is

ψ = cg(t )ψge−iωgt + ce(t )ψee−iωet . (4)

cg(t ) [ce(t )] is the time-varying state amplitude of the ground
(excited) state. The state amplitudes change due to interac-
tions Vm and VPNC (defined explicitly below) with the applied
rf fields in the cavity, or VR with the pair of Raman laser
fields which intersect the atom beam before the rf cavity.
VR prepares the system in a 50 : 50 mixture of ψg and ψe.
The equations of motion of the amplitudes cg(t ) and ce(t ), as
derived from the Schrödinger equation, are [18,19]

dce(t )

dt
= cg(t )

(
− i

h̄
Vei�ωt

)
(5)

and

dcg(t )

dt
= ce(t )

(
− i

h̄
(V )∗e−i�ωt

)
, (6)

where

V = VR + Vm + VPNC (7)

and �ω = ωe − ωg. When the Raman and rf interactions are
coherent and the relative phase between VR and Vm or VPNC

changes, the final values of the state amplitudes after the
interaction vary. If the phase change is linear in time, the
population in the excited state (|ce(t )|2) varies sinusoidally,

and the amplitude of the sinusoidal modulation is a function of
the size of Vm or VPNC. The amplitude of this sinusoidal mod-
ulation is therefore the basis of the measurement technique
described in this paper.

The interaction potential for the E1 transition between hy-
perfine components of the ground state is

VPNC = −EPNC · erf . (8)

Since erf is oriented along the z axis parallel to a dc mag-
netic field, this interaction drives a �m = 0 transition. We
determine the strength of the interaction by measuring the
change in population |ce(t )|2 of the ground-state F = 4 hy-
perfine level. This interaction is quite small, however, and in
the presence of other interactions (primarily magnetic dipole
interactions, as shown in Fig. 1), its measurement can be
extremely difficult. In this section, we describe the other in-
teractions that must be minimized if the PNC term is to be
successfully measured.

The first unwanted interaction that we consider is the mag-
netic dipole interaction,

Vm = −μ · brf , (9)

where brf is the magnetic-flux density of the rf mode. The
magnetic moment μ in terms of orbital, electron spin, and
nuclear angular momenta, L, S, and I, respectively, is

μ = −μB(L + gsS) + gIμN I, (10)

where μB = 9.274 × 10−24 J/T is the Bohr magneton and
μN = 5.051 × 10−27 J/T is the nuclear magneton. gs ≈ 2
(gI ≈ 2.582) is the electron (nuclear) gyromagnetic ratio.
L = 0 for the ground S state, the spin angular momentum
operator is S = (h̄/2)σ, where σ are the Pauli spin matrices,
and μN 
 μB, allowing us to ignore the nuclear spin term.
Therefore the magnetic interaction can be written as

Vm = 1
2 gsμBμ0 σ · hrf . (11)

hrf = brf/μ0 is the rf magnetic field and μ0 is the magnetic
constant. The immediate inference of Eq. (11), then, is that
the rf magnetic-field component hrf

z must be minimized, as
this component drives a �m = 0 transition that could easily
mask the electric dipole signal that we wish to measure. One
important benefit of confining the rf field to the TM010 mode
of a cylindrical cavity, and propagating the atoms along the
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axis of this cavity, is that hrf
z is highly suppressed. We note that

the holes in the final machined rf cavity, which are necessary
for transmission of the rf power or atoms, can potentially
induce hrf

z , which we will discuss in Secs. VI and VII.
We apply a modest (≈7 G) static magnetic-flux density B

to the interaction region to Zeeman split the magnetic sub-
states of both hyperfine components of the ground state and
to adjust the transition frequency of the ψg → ψe line to the
resonance of the rf cavity. If B is not perfectly aligned with
the axis of the cavity, then the transverse components of the
magnetic field Bx and By can mix magnetic substates. As a
result, nominally �m = ±1 transitions driven by hrf

x or hrf
y

components can lead effectively to �m = 0 transitions, which
can mask VPNC and cause an unwanted background. The net
magnetic dipole transition amplitude, including the effect of
hrf

z and the transverse static fields, can be shown to be

Vm = −
√

16 − m2

8
gsμBμ0

{
hrf

z +
(

hrf
x Bx + hrf

y By

Bz

)}
. (12)

We will return to these M1 contributions to the signal in
Sec. III.

We also consider possible interference to the signal
from �m = 1 transitions. The full width at half maximum
(FWHM) of the ground-state transition is ≈30 kHz and the
frequency of the 6s1/2 F = 3, m = 3 → 6s1/2 F = 4, m = 4
transition is detuned by ≈2.5 MHz, or about 100 linewidths,
from the rf frequency when Bz = 7 G. In addition, the spectral
intensity of the rf signal 2.5 MHz from line center is about
−100 dB c/

√
Hz, as specified for our signal generator and

amplifiers. These figures indicate that the rate of this �m = 1
transition is exceptionally low. In addition, these transitions,
when they do occur, are expected to only add to the dc atomic
signal, not to the sinusoidal modulation. (That is, this signal
cannot depend on the phase difference �φ between the rf field
and the Raman beams as the primary signal does.) This argu-
ment is relaxed somewhat in the event that the Raman beams
also excite any �m = 1 transitions, but these transitions are
also extremely rare, as the spectral density in the wings of the
beat signal is −50 dB c/

√
Hz. For these reasons, we expect

the interference from �m = 1 transitions to be negligible.
Next we consider the magnitude of Stark-induced transi-

tions (that is, transitions allowed due to the presence of a
static electric field E0 in the interaction region), and show
that these are inconsequential relative to VPNC. On a �F = ±1
transition, such as the transition considered in this paper, the
strength of the Stark transition is quantified by the vector
polarizability β. A sum over states expression for β can be
found in Refs. [20,21]. Retaining only the 6p1/2 and 6p3/2

intermediate states, this polarizability reduces to

β ≈ −1

6

[
|〈6p1/2||r||6s1/2〉|2(

E6s1/2 − E6p1/2

)2 + 1

2

|〈6p3/2||r||6s1/2〉|2(
E6s1/2 − E6p3/2

)2

]

× �E6s1/2,hfs, (13)

where 〈6pj ||r||6s1/2〉 are the reduced E1 matrix elements for
the 6s1/2 → 6p j transitions, E6s1/2 and E6p j are the state ener-
gies, and �E6s1/2,hfs is the hyperfine splitting of the 6s1/2 state.
Using this expression, we estimate that the Stark polarizability
for the hyperfine transition is β = −0.0035 a3

0, a factor of

≈104 smaller than β for the 6s1/2 → 7s1/2 transition. Using
a very pessimistic value of 0.1 V/cm for the static electric
field E0 inside the rf cavity, the ratio of the Stark amplitude to
the PNC amplitude is at most

βE0

EPNC
≈ 0.033. (14)

Thus the Stark-induced transition is not expected to be observ-
able in the measurement of EPNC.

We close this section with an estimate of the magnitude of
an electric quadrupole (E2) transition between ground-state
hyperfine components. When the effect of hyperfine mixing
is ignored, the E2 transition is forbidden since the triangle
inequality (J + J ′ must be greater than or equal to 2) is not
satisfied. However, hyperfine mixing can weakly allow this in-
teraction [22]. Derevianko [23] has calculated the permanent
electric quadrupole moment for each ground-state hyperfine
component and reported QHFI

F=3 = 8.4 × 10−6 ea2
0 and QHFI

F=4 =
−1.6 × 10−5 ea2

0. Estimating the transition quadrupole mo-
ment to be of this order, Q ≈ 1 × 10−5 ea2

0, leads to

AE2

APNC
∼ Q

(
∂erf

z

/
∂z

)
EPNCerf

∼ Q

EPNC�z
≈ 0.3 (15)

where �z ≈ 1 mm is the distance over which the cavity
field erf

z (z) turns on as the atoms enter or leave the cavity,
as illustrated in Fig. 2(c). Furthermore, the E2 interaction
is active only over this short interval �z, whereas the PNC
interaction is applied over the entire d = 1.25 cm width of
the cavity. Finally, the E2 contribution changes sign when re-
versing m = 3 → m = −3, whereas the E1 PNC contribution
does not [24]. Therefore, any residual E2 contributions can be
eliminated by measuring the PNC signal on both m states and
using the average value.

Based on these analyses, we conclude that the primary
challenge to a measurement of EPNC is the potentially large
magnetic dipole contribution to the transition, and that taming
these contributions will require extremely fine and precise
tuning of the static magnetic-flux density throughout the in-
teraction region.

III. THE CYLINDRICAL RF CAVITY AND ITS TM010 MODE

The entire rf cavity consists of a main cylindrical chamber
located between two adjacent excitation chambers, designed
to transfer rf power to the cylindrical chamber. The entire
cavity was machined from a single block of aluminum with
a separate removable lid. A photograph of the open cavity
and lid is shown in Fig. 3. The excitation chambers are not
visible in this image. The main cylindrical chamber (shown)
was machined to a tolerance of 0.001 in. while the rest of
the cavity was allowed a greater tolerance of 0.005 in. The
main cylindrical chamber is designed to resonate on the TM010

mode at about 9.2 GHz. We will henceforth call this chamber
the science chamber. The atoms enter the science chamber
via the central atom hole (1.5-mm diameter) seen in the lid
on the left of Fig. 3, travel along the axis of the cylinder,
and exit through a second on-axis atom hole in the body
of the science chamber shown on the right in Fig. 3. On
the outside, we recessed both atom holes to help ease the
machining of the rf cavity assembly and to reduce the length
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FIG. 3. Photograph of the machined base of the rf cavity as-
sembly (right) and lid (left) that, when bolted over the base, forms
the finished cavity. Atoms entering the science chamber through the
recessed 1.5-mm-diameter hole in the lid travel along the cavity
axis, and exit through a similar hole in the base (red arrows). The
adjacent excitation chambers cannot be seen in this view, but two
of the coupling channels to the excitation chamber are visible (blue
arrows in the top right corner).

of the channel through which the atoms pass as well as any
unwanted effects from it. The resonant frequency fc of the
rf cavity assembly matched the frequency f0 of the �m =
0 ψg → ψe transition with an applied dc magnetic field of ≈
7 G. (We did not attempt to tune the resonant frequency of
the machined rf cavity, to avoid perturbing the cavity mode.)
The depth of the science chamber is d = 1.25 cm, chosen to
separate the frequencies of other cavity modes from that of
the TM010 mode, while also allowing adequate power levels
of the TM010 mode and a sufficient interaction length for the
atom beam. We used numerical simulations to finalize the
dimensions of the cavity and optimize the excitation of the
mode.

In order to excite the TM010 mode and to keep the mode
as pure as possible, we used two adjacent excitation cham-
bers to feed rf power into the science chamber, rather than
exciting it directly. Aided by numerical simulations, we ad-
justed the dimensions of the excitation chambers to optimize
the coupling of the rf power into the science chamber, with
the excitation chamber at 1.65 × 0.5 × 4 cm3 and three cou-
pling channels. The two excitation chambers are positioned on

opposite sides of the science chamber, each with three 4-mm-
diameter coupling channels leading to the science chamber,
that are spaced by 8 mm. (Two of these coupling channels are
visible in Fig. 3.) The excitation chambers are each excited
via low-loss (≈ 1 dB/m at a frequency of f = 9.2 GHz)
coaxial transmission lines, with the central pin of an SMA
connector protruding into the chamber. This cavity design
offers several advantages, such as a uniform electric-field
amplitude across the interaction region, confinement of the
electric and magnetic fields to a well-defined spatial region,
and stronger field enhancement, when compared to an open
parallel-plate transmission line structure that we explored pre-
viously [25]. The cavity mode is illustrated in Fig. 4, which
shows color maps of (a) erf

z , (b) hrf
z , (c) hrf

x , and (d) hrf
y in

the rf science chamber and excitation chambers. As discussed
earlier, erf

z is strongest at the center of the cavity (ρ = 0), and
decreases to zero at the walls. With an input power of 1 W
on each of the two excitation ports, the on-axis electric-field
amplitude is erf

0 = 72 kV/m. At this field strength, and using
the expected weak-force-induced moment EPNC = iκ 1.82 ×
10−11 ea0 [26] with κ = 0.117, the Rabi frequency of the in-
teraction with the rf field is �PNC = 0.0123 rad/s. An average
velocity (270 m/s) [27] atom transits the science chamber in
time τ = d/v = 44 µs, resulting in a Bloch precession angle
of �PNC τ ≈ 0.54 µrad.

The cavity mode also includes transverse magnetic-field
components hrf

x and hrf
y , as discussed in Sec. II and shown in

Figs. 4(c) and 4(d), which contribute to the �m = 0 signal
if Bx and By are not sufficiently zeroed. To this point, we
have reduced Bx and By to less than 30 mG throughout the
interaction volume, while Bz ≈ 7 G. With 1 W of power input
to each of the two cavity inputs, numerical simulations show
that the magnetic-field amplitude of hrf

φ at a radius of 0.5 mm
(that is, at the edge of the atomic beam) is ≈ 10 A/m. (The
magnetic field hrf

φ is zero at the center of the cavity.) Using
these parameters, the ratio of the maximum magnetic dipole
signal to electric PNC dipole signal is ≈2 × 104. As will be
discussed in Sec. V, this magnetic dipole signal is greatly
reduced by spatial averaging over the cross section of the
atomic beam.

The measured resonant frequency of the rf cavity is fc =
9.207 GHz. This is in good agreement with the simulated reso-

FIG. 4. Numerical simulation results of (a) erf
z (in V/m), (b) hrf

z (in A/m), (c) hrf
x (in A/m), and (d) hrf

y (in A/m) in the rf cavity assembly.
The circular region is the science chamber, while the two rectangular regions (above and below the science chamber in these diagrams) are the
excitation chambers. Color bars indicate the scale for each field amplitude. The atom beam propagates into the page (z direction) at the center
circle in the science chamber.
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FIG. 5. The S parameter |S21| vs frequency for the rf cavity
assembly. The orange trace shows the measurement, while the result
of numerical simulations is shown as blue circles. (a) The narrow
spectrum featuring the TM010 peak centered at 9.2 GHz. The two
green vertical lines show the range of frequencies corresponding to
variations in the cavity radius a differing by ± 0.001 in. (b) A broader
spectrum illustrating the clear separation between the TM010 peak at
9.2 GHz and the closest mode, the TM110 peak at 14.7 GHz.

nant value of 9.200 GHz, but differs slightly from the resonant
frequency cp0,1/2πa = 9.246 GHz of the ideal cylindrical
cavity. The difference between these frequencies is due to the
atom holes and power coupling channels in the cavity, and
the machining tolerance of the cavity radius a. The FWHM
of the cavity resonance is approximately 2 MHz and its Q is
≈ 4500. See the S-parameter plot (|S21|, the orange trace) in
Fig. 5(a). The peak frequency, bandwidth, and band shape of
the measured |S21| parameter are closely matched by those
of the numerical simulation (blue circles). The difference in
peak heights could be due to losses in transferring power into
the science chamber, which seem to be very sensitive to the
precise diameter of the power coupling channels. The plot
in Fig. 5(b) shows |S21| over an expanded frequency range.
Again, the orange trace is the measured S parameter, while
the blue circle trace is the simulation result. Besides the peak
corresponding to the TM010 (9.2 GHz), a feature due to the
TM110 (14.73 GHz) is also visible.

IV. EXPERIMENTAL GEOMETRY

The measurement is set up in an atomic beam system,
most of which has been described previously [28]. A simpli-
fied diagram of the experimental configuration is shown in
Fig. 6. Atoms effusing from a heated cesium oven through a

FIG. 6. Experimental configuration. A beam of cesium atoms
is generated in an effusive oven. The atoms are optically pumped
into ψg—the F = 3, m (where m = ±3) hyperfine component of
the ground 6s1/2 state—by the preparation beams, and excited into
a superposition state (ψg + ψe)/

√
2 by the Raman beams. They

interact with the TM010 mode in the rf cavity and the population of
ψe—the F = 4, m hyperfine component of the 6s1/2 state measured
using the detection beam.

nozzle (φ = 1 mm diameter) form a horizontal atomic beam.
These atoms are optically pumped into the (F, m) = (3, 3)
or (3,−3) hyperfine component of the ground state by a
pair of λ = 852 nm laser beams. Raman spectra indicate that
approximately 80% of the atoms populate this initial state.
A 1-mm-diameter aperture positioned 30 cm from the oven
nozzle, but before the rf cavity assembly, further defines the
atom beam in the science chamber. Because of the wide distri-
bution of longitudinal velocities in the atomic beam, the range
of interaction times τ = d/v of the atoms with the rf field
inside the science chamber is also broad [27]. Our measure-
ments show that low velocity atoms, which are expected to
preferentially fall out of the atom beam due to gravity, do not
contribute to the atomic signal.

Population entirely in one state or the other (that is, ψg

or ψe) is represented by a Bloch vector pointing along the
±z axis, and an interaction with a near resonant field causes
a rotation of the Bloch vector on the surface of the Bloch
sphere [19]. Since the change in the projection of the Bloch
vector on the z axis is maximized when the Bloch vector
is initially in the x-y plane, we prepare the atoms in a su-
perposition state (ψg + ψe)/

√
2 before they enter the science

chamber, using a pair of overlapping laser beams which drive
a Raman transition between the two ground-state levels. These
linearly polarized (ẑ direction) parallel laser fields are two-
photon resonant with the ψg → ψe transition; each is detuned
from resonance with the 6s1/2 → 6p3/2 transition by �/2π ≈
230 MHz. At this detuning, the Raman interaction is suffi-
ciently strong to produce the desired superposition state, yet
the ac Stark shift of the ground-state transition is sufficiently
small due to the opposing directions of frequency shift from
the two different hyperfine ground-state levels. The powers of
the Raman beams are 0.4 and 2.3 mW, and the beam radius
is 7.5 mm. We maintain this large beam size to assure that
the variation of the Raman beam intensities over the atomic
beam cross section is small. We stabilize the power of the
Raman beams using an acousto-optic modulator and feedback
circuit. We also stabilize the frequency of these lasers using a
saturated absorption resonance in a tabletop Cs cell.

The evolution of the superposition state of the atoms within
the science chamber depends upon the phase difference, �φ,
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between the Raman interaction which prepares the initial su-
perposition state and the rf interaction in the science chamber.
If these two interactions are in phase with one another, then
the Bloch vector describing the superposition state continues
to precess towards ψe, increasing the amplitude ce(t ) and
decreasing cg(t ). [These amplitudes were defined in Eq. (4).]
Conversely, if the rf interaction is out of phase with the Raman
interaction, then the population amplitude ce(t ) decreases dur-
ing the interaction with the rf field. When the phase between
the Raman and rf interactions is scanned linearly, the popula-
tion of ψe modulates sinusoidally, and the amplitude of this
modulation provides a means of determining the magnitude
|VPNC| of the interaction term.

Other field reversals can also be performed that can affect
the interference. This is seen most directly by examining the
field products that influence the evolution of the atomic Bloch
vector. In our geometry, the Raman lasers excite a �m = 0
transition (they are each linearly polarized in the z direction),
and the rf electric field is also polarized in the z direction
and excites a �m = 0 transition. The static magnetic field B
defines the z axis, leading to a parity-nonconserving, time-
reversal symmetric product of interaction terms of the form
i(eR1 · eR2)(er f · B). eR1 and eR2 are the electric-field ampli-
tudes of the two Raman beams. The phase of this term can
be varied by invoking a phase shift between the two Raman
beams, by reversing B, or by varying the phase difference �φ.
The first two operations can be used as a system check, but
they are not an integral part of the PNC measurement. Rather,
variation of the phase difference �φ between Raman and rf
interaction is all that is necessary. We discuss our technique
for this phase control in Sec. V.

The transition strength of the Raman interaction was one
of our primary reasons for selecting a �m = 0 transition
for the measurement of EPNC. If the polarization of one of
these Raman beams were rotated 90◦, the Raman interaction
would drive a �m = ±1 transition. The amplitude of this
transition is very weak, however, due to cancellation between
contributions to the two-photon moment through F = 3 and 4
intermediate states (hyperfine components of the 6p3/2 state),
which are of similar amplitude but opposite in sign. This
cancellation becomes less complete with smaller detunings
from the intermediate resonance, but at the expense of large
ac Stark shifts of the levels. For this reason, we chose to work
with a �m = 0 transition for the measurements.

After the atoms interact with the rf field in the cavity, we
detect the population of the F = 4 ground state by driving
a cycling transition in the detection region from this level
to the 6p3/2 F = 5 level, and collect fluorescence on a large
area photodetector. This photocurrent is then amplified in a
transimpedance amplifier with a gain of 20 M�. The signal is
further amplified by a factor of 10 in a simple op-amp circuit,
and then input to a commercial lock-in amplifier.

Careful control of the static magnetic field B in the op-
tical pumping, interaction, and detection regions is essential
to isolating VPNC from Vm. We implement this control using
magnetic-field coils inside and outside the vacuum system.
Three pairs of large coils around the aluminium vacuum
chamber minimize the Earth’s magnetic field in the interaction
region (two coils for each axis). Inside the vacuum chamber
there are 17 additional rectangular coils, separated into three

FIG. 7. Spectra of the �m = 0 (red circle) peak with only the
rf field applied and Bx and By 
 Bz. The blue smooth curve is the
result of numerically integrating Eqs. (5) and (6), setting Bx = 0, and
letting By vary linearly from −30 to +30 mG across the science
chamber. This curve represents the spatial average over the cross
section of the atom beam.

main regions, whose purpose is to either install a particular
direction of magnetic field in the region or correct a magnetic-
field gradient in the region.

To set the correct currents in the different magnetic-field
coils in the various regions, we observed various features
of the spectra, either with only the rf source active or with
the rf and Raman lasers active, and optimized those features.
With Bz adjusted slightly to bring the �m = +1 transition
into resonance with the rf field, the rf power reduced, and
the Raman beams blocked, we zeroed the gradient of Bz by
minimizing the width of this peak, typically from ≈ 10 to
40 kHz FWHM, depending on rf power.

We also use this �m = +1 resonance to adjust the relative
phase of the rf inputs to the two excitation chambers. When
the two inputs are in phase with one another, the cavity mode
field amplitude is maximized, as is the magnitude of the rf
spectrum. We use equal length transmission lines to carry the
signal to each input, and fine tune the phase using trombone
line phase shifters.

We then adjusted Bz to bring the �m = 0 peak back into
resonance, and collected spectra such as that shown by the
trace in Fig. 7. The abscissa in this plot is the detuning � f =
f − f0, where f0 is close to the cavity resonance frequency fc.
To collect these spectra, we tuned through the resonance by
tuning Bz, thus shifting the resonant frequency of the atoms.
(We chose this method instead of tuning the rf frequency to
avoid changes to the cavity mode pattern or amplitude excited
by the rf input at different frequencies.) Spectra such as the
one shown in Fig. 7 help us to zero the static transverse fields
Bx and By, since, with only the rf field applied, the �m = 0
magnetic dipole signal should reduce to zero when Bx and By

are zero. Under these conditions, the only signal remaining
is due to VPNC, which should be too tiny to observe with
only the rf field applied. Due to nonuniformities in Bx and
By (currently estimated to vary from −30 to +30 mG across
the science chamber), however, we could only null the signal
at line center, and the signal persisted at frequencies above
and below resonance, as shown in the trace in Fig. 7. In the
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FIG. 8. The fraction of atoms transferred from ψg = 6s1/2 F =
3, m = 3 to 6s1/2 F = 4, m = 4 by the rf field, as a function of the rf
power. This plot shows the experimental data (smooth orange curve)
and the numerical integration results (dashed blue curve).

future, better suppression of Bx and By throughout the science
chamber will be necessary.

To calibrate the measurement, we must determine the scal-
ing between the fractional change in population and the signal
measured by the detection laser and photodiode. To this end,
we measure the atomic signal when the preparation lasers are
turned off, and also when the preparation lasers are on. In
the former, the atomic beam is unpumped, and the detectable
population is 9/16 of all atoms, reflecting the degeneracy of
the F = 4 and 3 states, plus background signal from scattered
light. In the latter, the F = 4 level is nearly empty, and only
the background signal remains. The difference between these
two measurements, multiplied by a factor 16/9, represents
the signal when the entire population has been promoted
to the F = 4 level. The fraction of atoms excited, as shown
as the ordinate in Fig. 7, is the ratio of atoms in the excited
state relative to the total number of atoms in the system.

We also require a means of calibrating the rf field ampli-
tudes inside the cavity. To achieve this, we tuned the 6s1/2 F =
3, m = 3 → 6s1/2 F = 4, m = 4 transition back into reso-
nance with the rf field (by decreasing the Zeeman field). As
a �m = +1 transition, this transition is driven by the hrf

x and
hrf

y field components of the TM010 mode. We show the plot
of the population transferred to the 6s1/2 F = 4, m = 4 state
as a function of rf power in Fig. 8. This plot shows the ex-
perimental data (orange) and the numerical integration results
(blue dashed). A population fraction of 1 signifies that all of
the population that was initially in the 6s1/2 F = 3, m = 3
state is transferred to the 6s1/2 F = 4, m = 4 state. For the
calculated curve, we used the hrf

x and hrf
y determined through

the numerical calculation of the cavity mode. The calculated
curve agrees well with the measurements after a 3-dB adjust-
ment of the rf power, which indicates that the power coupled
into the science chamber is somewhat smaller than simulated.
This result is consistent with Fig. 5(a), which shows that the
parameter |S21| is ≈ 5 dB smaller than calculated at 9.2 GHz.

V. POPULATION MODULATION

To carry out these measurements, phase coherence between
the rf cavity mode and the Raman interaction that prepares
the atoms is essential. This coherence is accomplished using

FIG. 9. Simplified diagram depicting the phase coherent rf gen-
eration technique. The Raman laser beams (red traces) prepare the
ground-state atoms in the superposition state (ψg + ψe)/

√
2. The

rf field drives a ground-state transition ψg → ψe, and we detect
the small change in population of state ψe. Coherence between the
Raman and rf interactions is maintained using two highly stable rf
oscillators with a common 10.0-MHz reference clock (blue traces).
Abbreviations used in the figure are as follows: PD, photodiode; φ,
phase shifter; PLL, phase-lock loop; LI, lock-in amplifier; DAQ, data
acquisition system.

a pair of signal generators (143 MHz for one, 9.2 GHz for
the second), that are phase locked to one another via their
internal 10-MHz reference clocks, as shown in Fig. 9. We
beat the Raman laser beams on a fast Schottky photoreceiver
and amplify the beat note to be accepted by a commercial
phase-lock loop (PLL) servo (Vescent D2-135). Internally, the
PLL divides down the beat note frequency by a factor of 64,
and compares the divided beat note’s phase with the reference
signal, which originates from the 143-MHz signal generator.
This servo phase locks the frequency difference between the
two Raman lasers to the signal generator, maintaining reso-
nance with the ground-state ψg → ψe transition at 9.2 GHz.
The second signal generator is then used to generate the 9.2-
GHz signal directly, which is split into two lines, amplified,
and applied to the two input ports on the rf cavity assembly.
Since the references of each generator are locked together, the
offset phase of the lasers is coherent with the 9.2-GHz source
driving the rf cavity assembly inputs.

We show in Fig. 10 the Raman spectrum (thick orange
trace), the rf spectrum (dark blue trace), and the spectrum
when both the rf and Raman interactions are turned on (thin
light green trace), illustrating interference fringes near the
peak resulting from the coherence of the two interactions. The
phase difference between the two interactions is held constant
while the frequency is ramped to obtain this spectrum. The
amplitude of these fringes is much larger than the rf signal
alone, as expected. (The peaks of the Raman and rf spectra
are offset slightly from one another due to a gradient in Bz

that accompanied the large transverse magnetic field.)
In Fig. 11, we show the sinusoidal variation of the signal

while scanning the phase difference �φ between the rf and
Raman interactions near the peak of the spectrum for sev-
eral values of Vm. We control the magnitude and sign of Vm

by changing the transverse magnetic field Bx and By. [See
Eq. (12).] In Fig. 11, for small Vm (middle blue trace), the
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FIG. 10. Spectra showing the fraction of the population excited
to the ψe = 6s1/2, (F, m) = (4, 3) state vs the frequency detuning
from resonance � f = f − f0. The traces are the Raman spectrum
(thick orange), the rf spectrum (lower dark blue), and the spectrum
when both the rf and Raman interactions are turned on (thin light
green). A relatively large transverse magnetic field (Bx and By) is
applied so that the magnetic interaction Vm is strong. (The frequency
shift between the Raman and rf resonances is the result of a gradient
in Bz that accompanied the large transverse magnetic field.)

signal modulation is small, while for large Vm (upper red and
lower green traces), the signal modulation is large. The red
and green traces show a 180◦ phase shift from one another, as
Vm is of opposite sign for these two traces.

Since the rf magnetic field hrf in the cavity is azimuthal,
the interaction Vm for atoms on one side of the cavity axis is
of opposite sign to Vm on the other. [See the magnetic dipole
interaction term in Eq. (12), particularly the terms involving
hrf

x and hrf
y .] The local signal modulations on the two sides of

the beam are therefore 180◦ out of phase with one another.

FIG. 11. Modulation of the fraction of the population in the ψe =
6s1/2, (F, m) = (4, 3) state vs phase difference between the rf and
Raman interactions. The rf interaction is primarily Vm, as defined in
Eq. (12). Vm is quite small for the middle blue trace, for which By = 0
mG, but large for the upper red (By = 125 mG) and lower green
(By = −125 mG) traces. Note the 180◦ phase shift between the red
and green traces, consistent with sign change of Vm. Bx = 75 mG for
each trace. This signal modulation (population fraction) sits on top
of a large dc signal, of magnitude ≈0.5 population fraction.

We expect that, with spatial averaging over the atom beam,
this magnetic dipole signal will be strongly reduced. In order
to take best advantage of this effect, we have mounted the rf
cavity assembly on a multiaxis positioner, with spatial step
sizes of less than 30 nm. This positioner allows us to finely
adjust the relative position of the atom beam within the rf
cavity assembly, in order to minimize the transverse magnetic
dipole contribution to the signal. Cancellation through spatial
averaging will be complete if the atom beam is perfectly
centered on the science chamber axis. If the atom beam is
somewhat off center, we calculate that the average magnetic
dipole signal, normalized to the PNC signal, is roughly

|Vm(ρ0)|4ρ0�x

|VPNC|πρ2
0

≈
√

7

2π

(
gsμBμ0

EPNC

)(
hrf

y (ρ0)

erf
z (0)

)(
By

Bz

)(
�x

ρ0

)
,

(16)
where ρ0 = 0.5 mm is the radius of the atomic beam,
hrf

y (ρ0) ≈ 10 A/m is the magnetic-field amplitude at a dis-
tance ρ0 from the axis of the science chamber, erf

z (0) ≈ 70
kV/m is the electric-field amplitude at or near the science
chamber axis, and �x is the distance from the center of the
atom beam to the science chamber axis. Using By = 3 mG
and �x = 30 nm (smallest resolution of the positioner), we
estimate the transverse magnetic signal is a factor 2 larger
than the PNC signal. Note also that, since hrf

x and hrf
y are

π/2 out of phase with erf
z , and EPNC is imaginary, Vm and

VPNC are in phase with one another, and these amplitudes add
directly. This property increases the importance of reducing
the magnetic dipole contribution through spatial averaging.
Additional reduction of the transverse magnetic fields Bx and
By is required for a successful measurement of EPNC.

We analyzed the noise level at different frequencies in our
system to select the optimal modulation rate. We found that
spurious signals at 60 Hz and its harmonics were the worst
offenders, along with low frequencies in general, as expected.
Additionally the broad distribution of atomic velocities in the
atom beam imposes an upper limit on the modulation rate.
With those facts in mind we chose 150 Hz as the phase
frequency. At this frequency, the signal-noise ratio of our
measurement is dominated by shot noise and Johnson noise.
For a 1-V signal size, there is ≈ 21 µV of rms noise in a 1-Hz
bandwidth at 150 Hz.

VI. MODULATION SPECTRA

When we scan across the transition frequency with the rf
and Raman fields applied, and scan the phase difference �φ

between the Raman and rf interactions, we find an interesting
interference signal, as seen in the blue circle trace in Fig. 12.
In this spectrum, we plot P, the amplitude of the modulation
of the F = 4 population,

P = |ce(max)|2 − |ce(min)|2
2

, (17)

where ce(max) [ce(min)] is the maximum (minimum) value
of ce as the phase �φ changes. These spectra were distinctly
different from the spectra with only the rf applied, as expected.
We systematically varied different experimental parameters
to understand the features of the spectra. Moving the atom
beam relative to the cavity axis did not change the spectra.
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FIG. 12. The spectrum P of the population modulation (blue
circle trace), as defined in Eq. (17), when both the Raman and rf fields
are applied, as a function of the frequency detuning from resonance
� f . The transverse magnetic field Bx and By are minimized in this
plot. For comparison, we reproduce the rf-only spectrum (red dashed
trace), in which the Raman interaction is removed, from Fig. 7.

If the interference was mainly caused by hrf
x and hrf

y in the
science chamber, we should see that moving the atom beam
relative to the rf cavity assembly would change the signal
as the spatial average of the signal across the mode pattern
changed. Changing either the gradient or magnitude of Bx or
By should have a similar effect, but we did not see a change
in the general spectra. Changing Bx or By affected the middle
of the rf-only scan (dashed red); in the interference spectrum
(blue circle), the peak at that same frequency increased as
well. We also note the asymmetry in the interference spec-
trum, which we attribute to the gradients in the magnetic field.

We considered the role of 9.2-GHz rf magnetic fields
outside the cavity, which could also potentially cause ground-
state transitions. Stray high-frequency fields surrounding
coaxial connectors, and methods for their reduction, have been
investigated previously [29]. We expected these contributions
to be small, but they required investigation. For this purpose,
we computed the external fields numerically and found that
external fields originate from the atom holes and from the
coaxial cable connectors. We experimentally verified these
numerical results and found that the strongest 9.2-GHz fields
were near the cables and cable connectors. We were able to
reduce its strength by up to two orders of magnitude by adding
more shielding to the coaxial transmission lines that carry the
rf power, and rf absorbers around the rf cavity assembly. After
implementing these changes and installing the cavity inside
the vacuum chamber, we saw no change to the interference
signal.

Finally, we carried out a set of measurements in which
we added a few cm of delay line to one of the transmission
lines that drives the rf cavity assembly, introducing a π phase
difference between the inputs. We observed the excitation
spectrum with only the rf inputs applied (i.e., no Raman in-
teraction), such as that shown in Fig. 7, while adjusting the
phase delay, and minimized the excitation signal, consistent
with the two inputs adding out of phase with one another.
Under this same condition, but with the Raman lasers turned
on, however, the magnitudes of the spectra with the two
rf inputs in phase or π out of phase are quite similar, as
seen in Fig. 13. The frequencies of the peaks and valleys

FIG. 13. The interference amplitude when the two rf inputs are
in phase with one another (small circle dashed orange trace) or out of
phase (large circle blue trace). Each data point represents the average
signal over 2 s.

change, but their overall amplitudes are remarkably similar.
Our numerical simulations of the fields within the rf science
chamber paint a consistent picture. With the rf inputs out of
phase with one another, the amplitude of the TM010 mode is
extremely weak. These same simulations, however, indicate
a non-negligible magnetic-field component hrf

z near the atom
entry holes, which persists even when the phase of one of the
rf inputs is shifted by π .

Based on these observations, we currently believe that hrf
z

in the atom beam holes of the science chamber are the cause
of the structure in the interference spectrum, with a signal
that is about three to four orders of magnitude larger than the
signal expected from the EPNC transition alone. We explore
this field component, and suggest a strategy for reducing it, in
the following section.

VII. MINIMIZING hrf
z : A FOUR-INPUT CAVITY DESIGN

As indicated by Eq. (12), any rf magnetic field pointing
in the z direction would easily produce an M1 signal that
could overwhelm the EPNC signal if not addressed. In an ideal
cylindrical cavity operating on a TM mode, of course, hrf

z is
identically zero at all positions within the cavity. The cavity
is not ideal, however, due to the presence of the atom holes
and the rf power coupling channels. We have not identified
any field reversal strategy or other technique that might be
used to separate this hrf

z contribution from the primary PNC
signal of our measurement. Therefore the magnitude of hrf

z
must be reduced. We used numerical simulations to determine
the impact of these features on the field pattern of the rf cavity.
The results of these numerical models for hrf

z for the entire
cavity are shown in Fig. 4(b).

Our primary concern was fields in the vicinity of the en-
trance and exit holes for the atoms, since the atoms are close
to these openings. On the cavity axis, the average value of
hrf

z is less than 10−8 A/m, but this increases in magnitude
closer to the atom hole walls. We show a color plot of the
hrf

z field component near the atom holes in Fig. 14. Within the
1.0-mm-diameter atomic beam region (indicated by the black
circle), hrf

z is less than 0.05 A/m in Fig. 14(a). In Fig. 14(a),
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FIG. 14. Color plots of hrf
z over the cross section of the atom

entry port (1.5-mm diameter) at the surface of the rf cavity, in units
of A/m. In panel (a), only the upper excitation chamber is excited,
while in panel (b) both chambers are driven with equal amplitude and
phase. The stars denote active excitation ports and the inner black
circle is the intended size (1-mm diameter) and location of the atom
beam. The atom beam propagates into the page (z direction).

only the upper excitation chamber is excited. The magnetic
field in the figure is consistent with an oscillating current
flowing upward towards the excitation chamber, and splitting
to both sides of the atom hole, as shown by the black curved
arrows. Simulations show that hrf

z increases with larger atom
hole size.

The color map in Fig. 14(b) shows hrf
z when both chambers

are excited. The magnitude of hrf
z is reduced by a factor of

2 due to cancellation between the sources, while erf
z in the

interior of the science chamber increases by a factor of 1.4.
Again, this field pattern is consistent with currents from both
of the active ports, splitting and wrapping around the atom
hole, as shown with black curved arrows in the figure. Within
the 1-mm-diameter ring, representing the atomic beam, the
maximum hrf

z with both rf inputs active is 0.02 A/m, reduced
from the value with only one input active by a factor of ≈0.4.

One metric of the maximum tolerable field amplitude hrf
z in

this measurement is the value of hrf
z for which |Vm| [given by

Eq. (12)] is equal to |VPNC| [given by Eq. (8)]. From this pre-
scription, we estimate that the ratio hrf

z /erf
z should be less than

3 pS. For erf
z = 70 kV/m, as shown in Fig. 4(c), hrf

z should
be less than 0.15 µA/m by this prescription. This estimate
of the maximum hrf

z may be overly pessimistic, however, in
that this field is restricted to regions close to the atom holes,
of length ≈ 1 mm, and is of opposite phase at the entrance
and exit holes. Coherent excitation in two consecutive spa-
tially separated interactions can result in a Ramsey fringe
pattern [19], which, in this case, is spectrally broad, with a
null at the center of the spectrum. By contrast the spectrum
of the EPNC signal will be a factor of ≈ 10 narrower, with
its maximum at line center. Furthermore, averaging over the
cross section of the atomic beam should reduce the magnetic
signal significantly. Still, separating the EPNC signal from the
M1 signal is expected to be challenging.

In order to better determine the maximum hrf
z for which

we can still perform an accurate measurement of EPNC, we
calculated the spectrum of the population modulation ampli-
tude P vs the frequency detuning from resonance � f , shown
in Fig. 15. We determine this spectrum by numerically inte-
grating the equations of motion of the amplitudes cg(t ) and
ce(t ), Eqs. (5) and (6), including the M1 interaction with

FIG. 15. (a) The interaction amplitudes Vm (thin solid orange
curve) and |VPNC| (thick solid blue curve) across the rf cavity.
(b, c) The amplitude of the population modulation P spectra. In panel
(b), the magnetic dipole interaction Vm = 2|VPNC|, while in panel
(c) Vm = 20|VPNC|. Panels (b) and (c) show the spectra with the PNC
interaction alone (solid dark green), with the magnetic interaction
alone (dashed dark brown), and with both interactions (light blue).

hrf
z as the atoms enter and exit the rf cavity, and the EPNC

interaction with erf
z as the atoms traverse the width of the

cavity. P in these plots includes the effect of averaging over
the spatial profile of the atom beam, and over the velocity
distribution of the atoms. In Fig. 15(a), these potentials along
the cavity axis are shown, with the maximum value of |Vm|,
which is significant only near the atom ports, equal to 2|VPNC|,
which is constant across the interior of the rf cavity, but zero
elsewhere. (For εrf

z = 70 kV/m, this condition is met when
hrf

z = 0.3 µA/m.) The spectrum of P vs � f of the rf field is
shown in Fig. 15(b). The different traces in this figure show
the population modulation amplitude with the PNC interac-
tion alone (dark green), with the magnetic interaction alone
(dashed dark brown), and with both interactions (light blue).
Note that the PNC interaction stands out as a narrow, central
peak, even though the peak magnitude of the M1 interaction is
twice as large as the PNC interaction, while the magnetic in-
teraction produces relatively low-level side lobes. The spacing
of these side lobes is consistent with Ramsey fringes resulting
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FIG. 16. Proposed four-port cavity design. The central circular
outline is the science chamber, about which are four equally spaced
rf input ports. Power is coupled from the outer excitation chamber
into the central cavity via four coupling channels.

from the magnetic interaction at the entrance and exit tunnels.
Note also that the magnitude P at line center is the same with
or without the Vm interaction present. At zero detuning, the
Ramsey fringe pattern of the Vm interaction has a null (since
Vm at the two atom tunnels are equal in magnitude but opposite
in sign), and Vm and VPNC are in phase with one another (since
EPNC is imaginary). When Vm is increased by a factor of 10
(|Vm| ≈ 20|VPNC|), the side lobes increase in magnitude, but
the value of P at line center is still unchanged by the presence
of the Vm interaction. [See Fig. 15(b).] While this argument
holds when hrf

z is of equal amplitude at the two atom holes,
the signal due to Vm does not vanish if hrf

z differs at the two
atom holes. We do not explore that in any detail here, but it
does emphasize the point that hrf

z should be reduced to the
extent possible.

The analysis of the last paragraph suggests that a successful
measurement of EPNC is possible if Vm can be reduced to
≈10|VPNC|. With the current two-port rf cavity, however, the
maximum value of hrf

z within the 1-mm-diameter circle of
the atom beam appears to be ≈0.01 A/m, which leads to
Vm ≈ 6 × 104|VPNC|. We therefore have been exploring meth-
ods by which we can reduce the magnetic field hrf

z near the
atom holes. One promising avenue is to increase the number
of rf ports that couple power into the rf cavity. This change is
suggested by the one feature of the cylindrical cavity that is
not cylindrically symmetric: the rf power coupling ports. As
stated earlier, the wall currents on the interior of the perfect
cavity all point radially outward from the atom holes. The
presence of hrf

z is due to nonradial currents, as shown in
Fig. 14. With the addition of two more rf ports, for a total of
4, equally spaced about the cavity, the currents strongly cancel
one another, and the hrf

z is significantly reduced. We show this
cavity design in Fig. 16. The science chamber is the round
cavity in the center, surrounded by the excitation chamber,
which is excited by four rf inputs. Coupling channels, po-
sitioned between each of the rf inputs and the central axis,
connect the excitation chamber with the science chamber.
Numerical simulations show that this reduction of hrf

z is more
than a factor of 102 on the edge of the atom beam, while
increasing the electric field erf

z by a factor of 3. For the four rf
inputs the ratio hrf

z /erf
z is less than 40 pS and |Vm| � 20|VPNC|

on the center axis of the cavity (max hz = 10 µA/m). A color
map of hrf

z near the atom hole for the four-input cavity is

FIG. 17. Color plot of hrf
z (in units of A/m) over the cross sec-

tion of the atom entry port (1.5 mm) for the newly designed four-port
rf cavity. The stars denote excitation ports and the inner black circle
is the intended size (1-mm diameter) and location of the atom beam.
The atom beam propagates into the page (z direction).

shown in Fig. 17. For the following reasons, we believe that
the magnetic fields are actually smaller than computed.

(1) As shown in Fig. 17, the field results are quite noisy,
they show strong variation over distances much less than the
wavelength of the field, and they do not display the fourfold
symmetry of the cavity, unlike the results in Fig. 14.

(2) These are extremely low-magnetic-field amplitudes,
≈10−4 A/m, while the electric field along the central axis is
2 × 105 V/m.

(3) The results are sensitive to details of the grid pattern for
the numerical computation, and the hrf

z values have decreased
with each decrease in the grid spacing. (A further decrease is
not feasible with the constraints of available computer mem-
ory.)

For these reasons, we expect that these noisy hrf
z results are

likely an overestimate of the magnetic fields within the 1-mm-
diameter atom beam, and the actual fields are even smaller.

VIII. CONCLUSION

We have successfully observed the coherence of the rf
fields in the rf cavity with a pair of Raman lasers. This mea-
surement makes use of the pure rf fields of the TM010 mode
of a cylindrical cavity. The critical features of this mode are
its high-amplitude, uniform electric field and small magnetic
field hrf

z along the axis. With implementation of the four-input
cylindrical cavity described in Sec. VII, we expect further
reduction of this field component to the level necessary for a
successful measurement of EPNC due to the anapole moment.
We also plan improvements in the uniformity of the transverse
magnetic fields Bx and By. Using current measurements of
the noise level (≈ 21 µV/

√
Hz) and the expected signal size

(3.5 µV), we project a 10% measurement can be reached with
≈ 3600 s of integration time.
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[17] E. Altuntaş, J. Ammon, S. B. Cahn, and D. DeMille, Phys. Rev.

Lett. 120, 142501 (2018).
[18] P. Meystre and M. Sargent, Elements of Quantum Optics

(Springer, New York, 2007).
[19] C. J. Foot, Atomic Physics (Oxford University, New York,

2005).
[20] M. Bouchiat and C. Bouchiat, J. Phys. (Paris) 36, 493 (1975).
[21] S. L. Gilbert, R. N. Watts, and C. E. Wieman, Phys. Rev. A 29,

137 (1984).
[22] C. Bouchiat and C. A. Piketty, J. Phys. France 49, 1851 (1988).
[23] A. Derevianko, Phys. Rev. A 93, 012503 (2016).
[24] R. Zare, Angular Momentum (Wiley, New York, 1988).
[25] J. Choi and D. S. Elliott, Phys. Rev. A 93, 023432 (2016).
[26] V. A. Dzuba, J. C. Berengut, V. V. Flambaum, and B. Roberts,

Phys. Rev. Lett. 109, 203003 (2012).
[27] N. Ramsey, Molecular Beams, International Series of Mono-

graphs on Physics (Oxford University, New York, 1956).
[28] D. Antypas and D. S. Elliott, Phys. Rev. A 87, 042505 (2013).
[29] T. Wang, S.-J. Park, J. Shin, P. Jayne, L. G. Ramo, and T.

Michalka, in Radiation Mechanisms and Mitigation Methods in
Multi-GHz RF Cable and Connector for Next Generation Mobile
Applications (IEEE, 2018), pp. 245–249.

032810-13

https://doi.org/10.1016/0370-2693(84)90140-0
https://doi.org/10.1126/science.275.5307.1759
https://doi.org/10.1146/annurev.nucl.51.101701.132458
https://doi.org/10.1103/RevModPhys.90.025008
https://doi.org/10.1103/PhysRevLett.102.181601
https://doi.org/10.1103/PhysRevD.82.036008
https://doi.org/10.1103/PhysRevA.85.012515
https://doi.org/10.1103/PhysRevLett.123.073002
https://doi.org/10.1103/PhysRevD.98.030001
https://doi.org/10.1103/PhysRevA.67.062106
https://doi.org/10.1016/0370-2693(91)91474-A
https://doi.org/10.1016/0003-4916(80)90217-1
https://doi.org/10.1103/PhysRevLett.74.2658
https://doi.org/10.1103/PhysRevLett.98.043003
https://doi.org/10.1103/PhysRevA.75.033418
https://doi.org/10.1103/PhysRevLett.120.142501
https://doi.org/10.1051/jphys:01975003606049300
https://doi.org/10.1103/PhysRevA.29.137
https://doi.org/10.1051/jphys:0198800490110185100
https://doi.org/10.1103/PhysRevA.93.012503
https://doi.org/10.1103/PhysRevA.93.023432
https://doi.org/10.1103/PhysRevLett.109.203003
https://doi.org/10.1103/PhysRevA.87.042505

