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Phase transition in stabilizer entropy and efficient purity estimation
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Stabilizer entropy (SE) quantifies the spread of a state in the basis of Pauli operators. It is a computationally
tractable measure of nonstabilizerness and thus a useful resource for quantum computation. SE can be moved
around a quantum system, effectively purifying a subsystem from its complex features. We show that there is a
phase transition in the residual subsystem SE as a function of the density of non-Clifford resources. This phase
transition has important operational consequences: it marks the onset of a subsystem purity estimation protocol
that requires poly(n) exp(¢) many queries to a circuit containing ¢ non-Clifford gates that prepares the state from
a stabilizer state. Then, for t = O(log, n), it estimates the purity with polynomial resources, and, for highly
entangled states, attains an exponential speed-up over the known state-of-the-art algorithms.
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I. INTRODUCTION

Quantum information processing promises an advantage
over its classical counterpart [1-7]. Since the inception of this
field [8], there has been an extensive theoretical investigation
as to what ingredients quantum computation possesses such
that it is intrinsically computationally more powerful than
classical computation.

The two resources that set quantum computers apart are
entanglement [9—12] and nonstabilizerness [8,13]. Without
either of them, quantum computers cannot perform any
advantageous algorithm over classical devices [1,2,14]. In par-
ticular, nonstabilizerness measures how many universal gates
one can distill from a given quantum state [15-19] and the
cost of simulating a quantum state on a classical computer.
Indeed, while stabilizer states (the orbit of the Clifford group
[20]) can be simulated classically in polynomial time [8], the
cost of the simulation scales exponentially in the number of
nonstabilizer resources [21,22], i.e., unitary gates outside the
Clifford group [8].

At the same time, many information processing tasks in
quantum computing become inefficient exactly because of the
conspiracy of entanglement and nonstabilizerness. Examples
of this kind are state certification [23], disentangling [24-29],
or unscrambling [30-32]. In particular, while purity estima-
tion is a resource-intensive task for universal states, it can be
achieved efficiently for stabilizer states.

It seems then that quantum computation is plagued by a
so-called catch-22 dilemma: on the one hand, stabilizer infor-
mation can be efficiently processed, but for the same reason
it is useless for a fruitful quantum computation. On the other
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hand, the combination of entanglement and nonstabilizerness,
which makes quantum technology powerful, hinders the effi-
ciency of measurement tasks. Given that, the question posed
by this paper is the following: can we leverage the efficiency
of information processing offered by the stabilizer formalism
for nonstabilizer states?

Recently, a novel measure of nonstabilizerness was in-
troduced as stabilizer entropy (SE) [33]. Stabilizer states
have zero stabilizer entropy, whereas nonstabilizer states
(those that are computationally useful) exhibit a nonvanish-
ing stabilizer entropy. Unlike other measures [15,34,35], it is
computable (though expensive) and experimentally measur-
able [36-38]. SE is also involved in the onset of universal,
complex patterns of entanglement [28,29], quantum chaos
[39—-42], complexity in the wave function of quantum many-
body systems [43,44], and the decoding algorithms from
the Hawking radiation from old black holes [30-32]. In
the context of operator spreading, it is akin to the string
entropy [45].

As we said, when states possess SE, measurement tasks
tend to become inefficient. However, the intriguing aspect of
entropy is that it can be transferred from one subsystem to
another without altering the total entropy, and thus the total
computational power of the system. This parallels the behav-
ior of a Carnot refrigerator that effectively reduces entropy in a
system by transferring it to the environment, all while keeping
the entropy of the universe unchanged.

In this paper, drawing inspiration from this thermodynamic
analogy, we show a general scheme of how to push SE out of
a subsystem with Clifford operations, effectively cooling the
subsystem down from its complex features while preserving
the total SE, and explore the consequences and implications
of this approach. The two main results of this paper are the
following.

(i) There is a phase transition in SE driven by the com-
petition between the creation and spreading of non-Clifford
resources versus their localization and erasure.

©2024 American Physical Society
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(i1) The localized phase (when a subsystem is successfully
cleansed of its nonstabilizerness quantified by SE) allows for
a purity estimation algorithm that, for some cases of interest,
obtains an exponential speed-up over all the state-of-the-art
known algorithms [46-52]. In practice, this result is obtained
by constructing a stabilizer state whose subsystem purity is
shown to bound the purity of the desired state.

II. SETUP

Consider a system of n qubits with Hilbert space H =~
C®" ~ Hp @ Hp with dimensions dy = 2™ with (X =
E,F) and n=ng +np. Let |0) = |0)®". To every pure
density operator ¥ on H one can associate a probability distri-
bution P, through its decomposition ¢ = d~! " pep L(PY)P
in Pauli operators P € P by Py, = d~'tr*(Py). Regardless of
the purity of i, its stabilizer purity is defined as SP(y) :=
> pPj. On the other hand, the purity of the state v
is given by Pur(y) = tr(y?). Defining the ratio w(y) :=
dSP(y)/Pur(y), the 2-Rényi SE is given by M(y) =
—log, w [33], while the linear SE is defined as My, = 1 — w.
Throughout the paper, we define stabilizer states [53]. as those
for which M () = 0.

Through standard techniques one can write these puri-
ties as SP(¥) = dtr(Qy¥®*) and Pur(y) = tr(T¥®?) where
T is the SWAP operator and Q = d =2, P®* is the projec-
tor onto the stabilizer code [20]. Given the bipartition E|F
defined above, one can define the SE associated with the
subsystem X as My () = M(yx) where the partial states
are defined as Yg = trpy and Yp = trgy. In terms of the
0O, T operators the w of the partial state reads w(yx) =
dxtr(Qx w®*) /tr(Tx ¥®?) where now Qy, Tx are the Q and
SWAP operator on the subsystem X = E, F. Note also that if
Y is a stabilizer state then My (1) = O for every subsystem
X [33]. However, whether the partial trace is, in general, a
SE-non-increasing map is an open question.

In the following, we are interested in the SE of states ¥,
parametrized by a number ¢ of non-Clifford resources. To this
end, we consider outputs ¥, = C; |0)(0|C,T of t-doped Clifford
circuits C;, that is, Clifford circuits in which ¢ non-Clifford
gates have been injected, say 7 gates [27,41]. Now, since
the Clifford group is very efficient in entangling, the states
Y, are typically highly entangled [20,24,26,54]. As a result if
np < ng, the partial state i,y is very close to the maximally
mixed state, which is a stabilizer state with SE equal zero.
Absent from this picture is the characterization of stabilizer
entropy behavior within partitions when np < ng. To gain
insights into this behavior, it is often necessary to conduct av-
eraging over the Clifford orbit. In pursuit of this objective, we
introduce the following lemma, which will prove beneficial
throughout this paper.

Lemma 1. Let v be a pure quantum state, ¢ = CyC" its
Clifford orbit, and ¥§ = trp(Cy¥C"). Then, for n; = nf and
0<f<1/2,

SP(yE)  EcSP(yf)
“Pur (yE)  EcPur (Y&

)[1 +0(2—"1'z”)] )

Proof. Expanding  Pur(y$) around the average
Ec Pur(l/fg) one has
Pur (¥5) = Ec Pur (y§) + Ac Pur (v5), )

where AcPur(y5) = \/[EC Pur’(¥$) — [Ec Pur(¥$)]2, and
thus

. SP(y5) B EcSP(v§) . Ac Pur (¥f) 3
“Pur (yS)  EcPur (vf) Ec Pur (v§) )’

i.e., one has that the average of a ratio is equal to the ratio
of the averages up to a relative error that is the relative error
of the average purity, i.e., the ratio of the purity fluctuations
to the average purity. We can use the fundamental result from
[41] that states that the relative error over the Clifford orbit is
small as long as the bipartition is not the exact half bipartition,
see Eq. (52) of [41]. For the purpose of this paper consider

ngp = fnand f < 1/2, one has
Ac Pur (vf) oy
————=0(27"7). 4
Ec Pur (v5) o ) @

|
Thanks to this lemma one can then write, up to an expo-
nentially small relative error

o\ _ delbe SP(YE)
Eele (i)l = £ pur ) 5)
and in the same way, one can write
drEc SP
IEC[‘w(‘wg)] _ FLC (wF) (6)

" Ec Pur (vs)

From the above lemma, one can indeed show that the average
E¢ (over the Clifford group) SE in F is very small while it is
all contained in the subsystem E.

Proposition 1. Consider np/n < 1. Let ¢ a pure state and
denote ¢ = CyC", for C a Clifford circuit. The average over
the Clifford orbit of the partial SEs of subsystems E, F is
given by

d
Ec[Min(V5)] = Min(¥) + 0<—F),

s
Ee[Min(vE)] = o(j—;),

for large n. See Appendix B for the proof.

In the paper, we frequently make use of the big-O notation,
see Appendix A for a brief review.

The above formulas show how the SE is all in the larger
system. As a corollary (by plugging the above formulas), on
average over the Clifford orbit of v, the partial trace preserves
SE in the sense that M () >~ Mg () + Mg ().

(7

III. CLEANSING ALGORITHM

As we have seen, typically all the SE is contained in
the greater of the two subsystems, namely, the subsystem
E. As such, quantum information contained in the state yg
cannot be efficiently processed [21]: it contains almost all of
the quantum complexity induced by the circuit C,. One asks
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whether it is possible to cleanse E from this complexity. If one
could do that, one would be able to manipulate E efficiently
by means of the stabilizer formalism [55]. Since the SE is
an entropy, one wonders if one could toss it in the other
subsystem F' by means of a suitable protocol. Here, we set
the problem up in the following way: can we find a quantum
map E(-) := tryW(-)WT with W a Clifford unitary and Y a
subset of ny qubits Y C F, such that Mg[E(y,)] = 0?

To this end, we utilize a fundamental result obtained in
[31]: given a ¢-doped circuit C; the so-called Clifford Com-
pletion algorithm can learn [by poly(n) exp(t) query accesses
to a unknown C,;] a Clifford operator D called diagonalizer
such that C, = D¢, DV, where ¢, is a t-doped Clifford circuit
acting on a subsystem with only ¢ qubits (for < n) and V is
another suitable Clifford unitary operator. This result ensures
that + = O(log, n) the operator D will (with negligibly small
failure probability) be found in polynomial time.

Now, consider the permutation operator 7, on n qubits,
namely 7} |x) = |7 (x)) with 7 € S, the symmetric group of
n objects. Note that the T};’s also belong to the Clifford group
[56]. Then, one can choose a suitable permutation 7y such
that the dressed operator 77, ¢; TJy = ¢! acts nontrivially only
on any desired subsystem ¥ C E U F, where ny = t. In par-
ticular, one can chooselY C F if ny < np. As a result, one
has To, DY) = Try o/ T, | @) = c!'|®) with |®) := T, DV |0)
being a stabilizer state (with density operator ® = |®)D|).
Then, by picking W = T, D, we define the Clifford map
E() :=tryW(-)WT that first localizes the non-Clifford re-
sources in Y and then erases them by tracing ¥ out. We can
now prove the following.

Proposition 2. For ny < np, the map £ moves the ¢ non-
Clifford gates in the subsystem Y C F, and by tracing out Y
makes the SE on E zero, i.e., Mg[E(y;)] = 0.

Proof. Start with

_ tr[QpE(Y)®*]
MEe[E(Y)] = —log, dEW, (3
and recall that &(Y,)=try (c,y CIDC,Y T). Now, since

[c/®*, Qr] = [c/®*, Tz] = 0, one obtains tr[QpE(Y;)®*] =
trp(Qe®$*) and tr[TpE (Y, )®?] = trg (T ®$?) from which
one gets Mg[E(Y,)] = Mg(®) = 0, where the last equality
follows from @ being a stabilizer state [33].

IV. PHASE TRANSITION IN SE

We now show that doped Clifford circuits feature a phase
transition in SE due to the competition between a term that
creates and spreads SE and a term that localizes and then
erases it. The first term is the quantum circuit C;. As we saw
in the previous section, this unitary operator can be written
as C; = DY¢,DV. The unitary ¢, does insert a number ¢ of
non-Clifford gates in a #-qubits subsystem, and then the term
D spreads them around the entire system. In the large » limit,
we can define t := 7 /n the density of non-Clifford gates and
C, its adjoint action. The spreading strength of this channel is
given by the depth of C;, while its SE strength is given by the
density t. The map &, on the other hand, first localizes the SE
in the subsystem Y C F and then erases it by entangling and
tracing out. Thanks to Proposition 2, its localizing strength
is given by the density of qubits belonging to F, namely,

1.0
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3 =9
30.61 SR
~ e n=12
=
- ° n =15
E0.49 e n=18
>
° n =21
0.2 f ° n =24
¥
; n =27
0.0 ’ n= 90
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t/f

FIG. 1. Plot of the ratio between g(n, t, f) and g, which is a
lower bound for the localized SE power of the map £ oCy, as a
function of the ratio of the density t of non-Clifford gates to the

1

density f of qubits belonging to F'. We set f = 5. The critical point

for the phase transition is t/f = 1, with critical index one.

f := np/n. Altogether, we consider the map composing the
two terms, namely, £ o C¢ and study the behavior of the SE
induced by such a map. In the limit of t/f < 1, we expect
the map to leave the subsystem E clear of SE. However, for
t/f > 1, all the SE should be intact in E.

We compute the localizing SE power of the map £ o C, by
averaging the value of Mg[€ o C¢(w)] over all the maps £ o C
and all the (pure) stabilizer input states w. We denote such an
average [ (see Appendix C). For t/f < 1 we obtain, in virtue
of Proposition 2, E [ME (€ o C[w])] = 0. This is the localized
phase, where the localizing power of the map £ prevails. How-
ever, for t/f > 1, direct computation of the average yields, in
the delocalized phase,

E[ME(E o CelwD] = g(n, t, ). €))

See Appendix C for details and the explicit expression for
g(n, t, f). For large n, one has

goo = lim g(n. t, ) = n(1 = 2f). (10)

In Fig. 1, we plot g(n, t, f)/g8x (for f = 1/3). In the neigh-
borhood of the critical value t/f =1 this ratio behaves as
g, 4, §)/800 = l—if(t/f — 1), which shows a critical index
one, see Fig. 1.

V. EFFICIENT PURITY ESTIMATION

The phase transition described above has relevant op-
erational applications in terms of quantum information
processing. We see that in the localized phase t/f < 1, the SE
can be cleansed from the subsystem E, making the subsystem
E manipulable by means of the stabilizer formalism. We now
show that in this phase it is possible to probe the bipartite
entanglement in a way that, for cases of interest, gains an
exponential speed-up over the state-of-the-art algorithms in
the literature [46,52].
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The best-known way to evaluate the purity of a quan-
tum state within an error € is the SWAP test, which requires
a number of resources scaling as O(e~2). However, typical
states possess a subsystem purity ®(e #""), the so-called
volume law scenario. In this case, to evaluate the purity, one
needs to resolve an exponentially small error and therefore
exponential (in np) resources, which, since np = fn, is
A(e*), with B = Bj.

If the purity one wants to estimate scales polynomially,
that is, Pur(yg) = Q[poly_1 (n)], one will need a polynomial
number Ngpoe Of measurements to resolve the quantity. Notice
that one would not know beforehand what is the number
Nghot necessary. In practice, one sets a number of experiments
Nipot to obtain upper bound thresholds Pur(v) < O, hét/ 2).
If poly(n) is a large polynomial, one would, in practice, be
forced to halt the procedure without knowing how tight is the
bound. In the worst-case scenario (which is also typical), the
purity to evaluate is exponentially small and the estimation
will always be exponentially costly.

We want to show that the cleansing algorithm can give an
exponential advantage over the known protocols. The intuition
is that if one can cleanse the SE from 1z, one would obtain a
stabilizer state whose purity can be evaluated with polynomial
resources [57].

Let us start with some technical preliminaries. Consider
a state initialized in |0) and be |Y,) = C;|0) the output of a
t-doped Clifford circuit. Its marginal state to £ will be denoted
by ¥ = trp(y;). This is the state whose purity we want to
evaluate. In the localized phase of the cleansing algorithm,
we know that the output state £(1;) is a stabilizer state of
EUF\Y for Y C F. Its purity would be easy to evaluate,
but it is not directly related to the purity of the original state
Vg because of the action of W. We now show that we can
manipulate the cleansed state £(,;) and construct a stabi-
lizer state p whose purity bounds the purity of the desired
state Vg

Starting from the cleansed state £(; ), we first append the
maximally mixed state d Iy on Y and then we act with the
diagonalizer W' back, obtaining the state p := WT[E(Y,) ®
dy LW, Let px with X = E, F be its marginals and notice
that p, pg, pr are stabilizer states. What we have effectively
done is to re-entangle the state £(1/,) so that it gives a bound
to the purity of ¥g.

After these preliminaries, we are ready to establish our pro-
tocol. Set r = O(log, n). Utilizing the cleansing algorithm, we
first prepare the stabilizer state p by learning the diagonalizer
W, which requires O[poly(n)] resources. Then, since p is a
stabilizer state, by means of O(n®) shot measurements, we
evaluate Pur(px) with no error [57]. Indeed it is sufficient
to first learn the stabilizer group S associated to p using the
algorithm in [58] and then use the methods developed in
[57] to compute entanglement from the knowledge of S in a
computationally efficient fashion. We have two scenarios (i)
Pur(px) = Q[poly~!(n)] or (ii) Pur(px) = ®(27") and the
two following propositions.

Proposition 3. The purity of the state ¥g is lower bounded
by

Pur(px) < Pur(yp), (1)

while we do not know, in principle, whether Pur(pg) <
Pur(pr).

Proof. Consider the state v, and its partial state on E, i.e.,
YE. We are interested in knowing Pur(yg). In general, the
purity of ¥ is written as

Ztr(PEwE) = ) . (2

E pepy E prte(Ppys)=+1

Pur(yg) =

i.e., is of course lower bounded by the number of Pauli op-
erators on E that have expectation value 1 in absolute value.
Now, let G C [P the subset of the Pauli group such that

={P e P|PlYn) = £[¥u)}, 13)

taking the partial trace of the set G, one create the following
set

GEIZ{PEG[PE|PE=U'F(P),P€G} (14)

and trivially one has d > b, (P p)=t] = ‘3”. Now let

W be the diagonalizer ‘and let it act on the state [yr).
We know that the diagonalizer takes G to a WGW' =
G'. Define Gy = try(G') := {Py € Py | Pp = try(P), P € G'}.
Note that, by construction, Gy is the same stabilizer group
of try(®) = ®y. This is because WyW' = ¢! dc!" and
try(cY dc, YTy = try (@). By applying the diagonalizer back
WT, one has thatWG’WEG where G, ={P € P|P =
Py @ 1y, Py € Gy}; note that WG, W is now the stabi-
lizer group of p; first of all WTG}W C G and, in gen-
eral, |W*G;-,W| < |GJ; consequently, defining Gr = {Pr €
Pg | Pe =trp(P), P € WTG’Y,W}, we have |G| < |Gg|. Not-
ing that Pur(pz) = |Gg|/dg, we have the following inequal-
ity:

G 1
Puior) < GE = Y <Pue). (9)

E ptr(Peyr)=+1

The proof is concluded. The bound Pur(yg) > Pur(pr) is
proven in the same way by noting that Pur(yg) = Pur(yp) >
Pur(pp).td

Proposition 4. The purity of the state ¥z is upper bounded
by

Pur(y) < dy Pur(px), (16)

see Appendix D 1 for the proof.

Let us now explain the application of the protocol. Without
loss of generality, posit Pur(pg) > Pur(pr) and thus X = E.
After evaluating Pur(pg), Proposition 3 immediately tells us
what is a sufficient number of measurements Ng,o to resolve
the purity of ¢z by the SWAP test. In case (i) this is a poly-
nomial number, and thus purity can be efficiently estimated
with a polynomial algorithm. In case (ii), recalling that ny = ¢
and thus dy = O[poly(n)], Proposition 4 implies that one can
estimate the purity as [59]

Pur(wE) — 2—an+0(log2 n) , (17)

i.e., we estimate the bipartite entanglement in E|F up to a
second-order logarithmic correction. This is the second main
result of our paper: we can estimate an exponentially small
purity by a polynomial number of measurements, thereby

032403-4



PHASE TRANSITION IN STABILIZER ENTROPY AND ...

PHYSICAL REVIEW A 109, 032403 (2024)

achieving an exponential improvement over the known state-
of-the-art algorithms.

VI. CONCLUSION

In this paper, we showed that the stabilizer entropy can be
moved around subsystems. Effectively, this results in reducing
the complexity of a selected subsystem. The tension between
the spreading of nonstabilizerness and its localization is akin
to an insulator-superfluid transition. In the localized phase,
one can exploit this reduction of complexity in relevant quan-
tum information protocols: we show a way of estimating an
exponentially small purity by polynomial resources, thereby
improving dramatically on known methods.

In perspective, there are a number of questions raised by
this paper that we find of interest. First of all, the scope of the
purity estimation algorithm presented here can be extended to
an efficient SE estimation. Similarly, the cleansing algorithm
can potentially be utilized as a starting point for a whole
family of quantum algorithms aimed at exploiting the easiness
of handling stabilizer states even in nonstabilizer settings.

Then, more generally, how does the complexity cleansing
algorithm generalize to time evolution generated by a Hamil-
tonian? What is the connection between SE cleansing and
quantum error-correcting codes? Finally, being an entropy,
can SE be evaluated geometrically in the general context of
AdS/CFT [60]?
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APPENDIX A: BIG-O NOTATION: A BRIEF SUMMARY

In this section, we briefly review: O(-), Q2(-), and ®(-) no-
tations. Consider, for simplicity, positive functions f(n), g(n)
of natural numbers n € N. We can think n as the number of
qubits in a multiqubit quantum system. Then

f(n) = 0(g(n)),

iff there exists a constant @ > 0 and a certain value n. € N
such that

(AL)

Vn2>2n., fn) <agh). (A2)

Conversely,

f(n) = Q(g(n)),

iff there exists a constant » > 0 and a value n_ € N such that

f(n) = bgn).

(A3)
Yn>n., (A4)
Lastly,

f(n) = 0(g(n), (A5)

iff there exist two constant ¢y, ¢, > 0 and a value n— € N such
that

Vn2>no, cign) < f(n)<cgn).

Let us give some clarifying examples. Consider f(n) = 10n>.
We say that f(n) = O(2") because there exists nyp = 15 after
which f(n) < 2". We can also write f(n) = Q(n*) because
for any n > 1 f(n) > n’. Lastly, we write f(n) = O(n®) be-
cause there exist two constants ¢; = 9, ¢, = 11 such that for
any n > 1, one has 9n° < f(n) < 11n3. After the above trivial
warm-up example, let us make another last example. Con-
sider f(n) as a sum of two exponentials f(n) = e 4 e,
We say that f(n) = ®(e™") because there exist two constant
ci =1and ¢; =1+ e¢* such that for every n > 2 one has
e 2 fn) < (I+ehHe ™.

(A6)

APPENDIX B: PROOF OF PROPOSITION 1

In this section, we compute the average value of w(y$) :=
4 SPWX) with X = {E, F}, over the Clifford group

Pur(y§) °
dg SP(Yr)
Ec[w(vs)] = ECW,
E
dr SP
re[w ()] = e G ®)

We would like to calculate the average of the ratio in (B1) as
the ratio of the individual averages. Starting from Lemma 1
one can then proceed with the evaluation of the averages. Let
us recall a result from [41,42]: let ¢ be a pure quantum state,
then its Clifford orbit Ec[y¥®*] where ¢ = CyCT reads

Ec[v“®*] = aQMgym + BT gym, (B2)
where
1
1-[s m = Tns (BS)
’ 4' 7'[634
and
o= SP(y) 3 1 — SP(y¥)
(d+1)(d+2)/6 (d—1)d+1)d+2)d+4)/24
1—-SP
8 W) (B4)

T d—1)d+1)d+2)d+4)/24

Remark 1. Notice that, despite the similar notation, the
permutation operators introduced in (B3) are very different
from the permutation operator used to define W. The first
are a representation over H®* of the permutation group of
4 objects Sy4, regardless of the size of the system, which act
by switching the basis element of the single Hilbert space H
among the other three copies, according to mw € S4, whereas
the operators T, are a representation of the permutation group
of n elements over H, that act as simply shuffling the qubits
of the system according to the permutation of S, of choice.

Using this knowledge let us evaluate the numerator of
Eq. (5). Since SP(¥) is a linear operator of 1®4, we are able
to slide the Clifford expectation value into it. One then gets

tr(QeEc[yC®)
= tI'[QE ® ]]_F(OlQHSym + ,anym)]
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= atr(QMgym) + B Ztr(QET;“)tr(T;F))
=a(d+1)(d+2)/6+ B Y w(QeTF)w(T), (BS)

where tr(Q)TE)) are displayed in [41]. Conversely, the de-
nominator in Eq. (5) reads [12]

(dg +dr)
Ec[Pur (vg)] = #~

Taking the ratio between Eqgs. (B5) and (B6), we get
_ My (Y)(dg — 1)d

Cd—1)(d+d2)
(B7)

(B6)

’

Ec[Min(¥5)] =1 — Ec[w(v)]

in the limit of ng > ng:

d
Ec[Min(v£)] = Min(¥) + 0<i>. (B8)

In a similar fashion, one could evaluate the other ratio in
Eq. (6). Recall that, thanks to the Schmidt decomposition, one

J

has [EC[Pur(lpE)] = [EC[Pur(l//g)] = %. The numerator
of Eq. (6) reads

tr(QrEc[y“®*))
= atr(Qym) + B Y _ tr(Qr T tr(T,7)

=a(d+1)d+2)/6+ B _ (0T (TF), (BY)

by taking the ratio between Eqs. (B9) and (B6), we get

. Myin(¥)(d* — df)
T (d-D(d +d2)

Ec[Min(vE)] =1 = Ec[w(v7)]

(B10)
in the limit of ng > np, one gets
d
Ec[Min(vf)] = 0<d—F>, (B11)
E
which proves Proposition 1. |

APPENDIX C: PROOF OF EQ. (9)

1. Average over the cleansing map

In this section, we show that averaging over the maps £ o C¢(w) denoted as [ is equivalent to averaging over the doped Clifford
circuits C,. First note that C, = D¢, DV ; then thanks to the left or right invariance of the Haar measure one has the average over
t-doped Clifford circuits E¢, introduced in [41] equals E¢, = EyEplE,,, where ¢; is a t-doped Clifford on ¢ qubits and D, V
belong to the Clifford group. Finally, note that £ o C¢(w) = try [WC,(a))C,TWT] = try (¢! Ty, DV (0)(c! T,,, DV )'). Consequently,
the average over £ o Cy(w), hereby denoted as [, of a function f[£ o Ci(w)] obey Ef[E o Ci(w)] = ErEpky E,fI€ o Cy(w)] =
E., EpLy fI€ o Ci(w)] = E¢, fI€ o Ci(w)], where we used the invariance of the Haar measure over the Clifford group. Note that

SP[trp\y € o Ce(w)]
E{Mg[EoC > —log, E , Cl1
{ME[E o Ci(w)]} 0g; [Pur[trF\yé‘ o Co@)] (ChH
where [ is the average over £ o C¢(w) discussed in Appendix C 1. The object we intend to calculate is
E., EpE,SPltrryE o Cy(w)] = E, EpEytr(Qr @ 18%) (/™ ® 18%)(Tr, DV)®40) (014 (T, DV) 4 (/™ ® 1?4)*, (C2)

where ¥ = (E UF)NY. Due to the left and right unitary invariance of the Haar measure over the Clifford group, the average
over D gets absorbed into the one over V, and the permutation operator gets absorbed as well. One then gets

Eq EpEySP(trry € o Ci(w)) = Eq EySPltrry € o Cu(@)] = tr(Qr ® 184, (I © 124 EyV3410) (0/%4V &4 (™ © 18%)".
(C3)
The average over V gives the Clifford n-qubit state orbit, as shown in Eq. (B2). By substituting the expression we get
E, EyvSPltrey € o C@)] = — 3t 129E,, (" © 184) (0T, + BT (/" @ 12%) C4
oEvSPlrpy € o Cuo)] = 77 D (0 @ 1F)Ee (¢ @ 17%) (0T + BT(¢ ®17)". (C4)

b2

Here we will exploit the fact that the permutation operators 75 and Q in B(H®*) can always be factorized as TV ® Tn(y) and
Oy ® Qy with TY), Oy € B(HP*) and T, Q5 € B(H?“), being H = Hy ® Hy. In this way we can write

Y®4

., By SPltrp\y & o C(w)] = i Z w(Qr ® 1E)E,, (7 ® 15 (a0 T ® Oy TV + TV @ TV) (™ ® 11?“)4f

1 . _ -
= 57 2 w(Cr ® 13" (e, ¢/ Ty TO ) @ 0p TV + BE,, (VT TV @ TD)
=R +R,. (C5)

As before, due to the left and right invariance of the Haar measure over the Clifford group, the average over ¢, of ¢! is the
same of the average of ¢, over ¢, since the permutation operator which dresses ¢, is a Clifford operator. The way to calculate the
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averages over ¢; is shown in [41] and the result reads

®4 @4
E,cl oyl ™ = Z 1o (Qv L)y T + o (Qv T,) T,

a

Eod T ™ =3, (1) 0y T + o (TO)TD, (C6)

Cxt
o

with
N, (0) =Y Bl cx(O),

1o (O) = b(O) + Y T e (0), (C7)

and ¢y, by, Exy, and T'Y) as defined in [41]. Since both the averages have nonzero components both on Qy 7. and 7', the
terms Rp, R, in Eq. (CS) W111 have the same structure, with the only difference being the value of the coefﬁ01ents No and U, SO
we will carry on the calculation for just the first one:

R = ;; tr(nn(QyT(Y))QyT(Y)ﬂL (@ T @ Oy TV (Q ® 15). ©8)

Since t/f > 1 we can write the partition E as E=EUFNYUYNF=YUYNF =Y UY  withY =Y NF. In the same
fashion, we can write Y = F U Y’ and factorize the Q and T operators accordingly as

Or = 0y ® Oy
TE — 70 @ T,
Oy = Or ® Oy,
T =TH T, (C9)

Substituting into Eq. (C8) one gets

R = ;; tr(na (O TV T + 1o (O T TY) ® 0y TV (1 ® Oy ® Q)

; tr(na (@ TV T + 1o (Qr TN T (1 @ Qytr(Qr T)
; tr(na (@ T, TP @ Qv T + 1o (O T T @ T) (1F ® Qytr (05 T,7)
;; e (@ T + o (@ )0 T3 @ T Ju(er i)

2 Z 1o (Qr )i (Qr T)ur(Qr T47) + 1 (@ Ty )ur(Qr T ) (T ur (05 T,7). (C10)

By plugging the values of the coefficients n and © computing the traces one gets the expression of the function g(n, t, f) (fully
displayed in the following section). n

2. Explicit formula for the partial SE in E

In this section, we show the full expression for g(n, t, f),
g, 4, f) = 3(d + 2)(d + 4)(d + 227Dyt — 9))~!
> (2—6nt—] (zzn(l—f)+4nt+1 (znt(3 22ntfft + 2311tfft _5 2”t+1ff" _ 24fft+
+ Q"= HR -2 392" L 92
—2(—13 2ty odnt 4 36)gnt) + 22n+2nt(24nt(22n(l—f)(fft + ﬂ:t +18)+
_ Z(fft + fnt _ Zgn{)) 22nt+1(22n(1 f)(ant + ant + 24gnt +72)+
B lofnt ]Ofnt + 26gnt 1 228) + 3(22n(1—f) _ 2)23nt(fft N Jt:t)_'_
— 3% 22— f) 4 144027 07D 4 gt 4 9 224
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+ 24"(2nt(24(fft _ fﬁt) + 2}1{:(3 2nt(fﬁt _ fft) _ 22nt(fﬁt + fit + 72)+

+ 25/ + 51+ T72) 4+ 327)) 44827 - 3)g" )+

+3QA + FI) + 2 (=320 - 22 107

+ (211{ _ 5)(2nt + 2)]‘1’( —-15 2nt+2 + 25nt+1))23n+2nt + 3 2n+4ntt

% (—S(fft _ fit)22n(l—f)+nt+l 4 (fft _ fit)22n(l—f)+3nt+

_ 3 22n(17f)+3(fff + f_ﬁt) + 3 22nt(22n(17f)(ffl + f_ﬁt _ 20) _ 48)+

+ (3 2211(]—f) + 8)24}'[&%1)))7 (Cll)

with

3x 4" —3x2" 4 3x 4" 3% 2" —4 3x 4 —4

_ , = C12
f 4nt — + 4nt — | 4nt — 1 ( )

3

APPENDIX D: EFFICIENT PURITY ESTIMATION

Let us first of all establish some useful notation. Recalling the definition for the stabilizer state |®) := WV|0) and & =
|®)®|, we obtain the identity try (W1, WT) = try (&) = ®; and notice that this is a stabilizer state. Notice that £(,) = ®y and
thus the stabilizer state p = WT(E(Y,) @ dy Iy )W = Wi (®y @ dy, ' Iy)W.

1. Proof of Proposition 4

Following the notations of the main paper, let us denote |®) = WV|0) and let |,) = W*cf WV10) with W being the
diagonalizer and ¢! being a 7-doped Clifford circuit acting on the system Y with ny <. Let us prove the upper bound in
Proposition 4, i.e.,

Pur(yg) < dy Pur(py), (D1)
forX =E,F and p = W(®y @ d; ' Iy )W and &y = try | ) D|.
Define Sg = {P € P| P = WPW'}. First note that
1 1
P = — tr?(YgPg) = — tr?(c, @c! P). D2
ur(ye) = P; P (Ps) = I; r*(¢c, dc; P) (D2)

Then, thanks to their tensor product structure, Pauli operators Sz > P can be decomposed over Y U Y. Therefore, let us define
Sely = {dy ZPY try (PyP) | P € Sg} the restriction of Sg to Y. Define the completion of Sg|y. For Py € S|y, define the set
Tp, = {dytry (Ply ® Py) | P € Sg}. Notice that Sg can be written as

Se= | Ty @ Py} (D3)
PyeSely
We can thus write
1 1
Pur(ve) == 3 ) wadP @R =2 ) ) wl(®cha e Py). (D4)
PyeSply Pyelp, PyeSply Pyelp,

Since there is a sum of positive terms, we can upper bound it as
1 d
Pur(fp) < — D D w(@Pe ®P) = - ) w0 Tty @ P)™l. (D3)
dE dE
PyeSgly PrePy PyreSely
Now, note that tr[®®*Ty(Iy ® Py)®?] = try[®®2 Ty (Iy ® Py)®*] = try (2> Ty PE?) = %tr[CD?ZTy (Iy ® P;)®%]. Where the
equality follows from the fact that T |®®?) = |®®2). Therefore, we arrived to
1 1
Pur(ye) < — Y w0ty @ PP = — 37 3 u[ 0Ty ® P)®], (D6)
dE dE
PyeSely PyeSely PyEpr
the second equality follows from the fact that tr[dD;’;’2 Ty (Py ® Py)®?] = 0 for every Py # Iy. Therefore, we have the bound
1
Pur(yr) < — > u(PPTPP?) = w(WE T WS 02 Ty) = dy (dj — 1) A, (D7)

E PGSE
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with

1
Ay = (W T W o8 Ty ).

dy(d2 — 1) (

The term A is proportional to Pur(pr). First, by evaluating Pur(pr ), which reads

1 + 1
Pur(pp) = —tr(WI T, WROPT) = ——3 % [P (W) Py Pe (W) Dy ]
dY dEdY P
= ik > ulPe(W)Qy Pe(W) Py ltr(Qy By ) = — h > tlPe(W)Qy PeOy],
Pg,Qy Pe.0y

we now show the proportionality between Pur(pr) and A:
tr (W 82T W®2CD®2T ) Z WT®2P§>2W®2‘D?2Ty)

dydEd —1 o

1
= > trp{ury [Pe W)y try [P (W) Dy
drdp (@ — 1) . try {try [P (W) ] Py try [Pe(W)] Py}

1
" dpd(d 1) PXQ: try {try [P (W)]Qytry [P (W)] @y Jtr(Qy Py )
1
=————— > try{try[Pe(W)]Qytry [Pr (W)]Qy}
dydEd(dY — 1) Pt
N S ] ]
" dpd(d} — 1) PXQ: twlPe(W)Qy Pr (W)Qy]
m Pur(pr).

Therefore, recalling the inequality in Eq. (D7), we proved that
Pur(y) < dy Pur(p).
Similarly, one can obtain the bound for
Pur(Yr) < dy (dy — 1) A,

with

(W T,W 2 oFTy ).

T dy(dZ —1)

In a similar fashion to A, the term A, is proportional to Pur(og). The latter reads

1 1
Pur(pg) = d—2tr(WT®2TEW®2c1>§’2) = d—ztr(TszTFW@z@;?z)
Y

1
Ztr[PF(W)d>yPF(W)<I>Y] Tddr 2 TPe W05 Pr (W) @y ltry (O By)

Pr,Qy

dzd

1
= m Z tr[Pr(W)Qy Pr(W)Qy],

Pr,Qy
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and we can show the proportionality between Pur(pg) and A, as follows:

Ay = mtr(W@zTEWW@?zTy) = m“(W*@ZTFW@@?ZTy)
= dde(cliTl) ;tr(WWPFW@z@?zTy)
= m ; try {try [Pr (W) Dy try [Pr(W)] Dy}
= m PZQ: try {try [Pr(W)1Qytry [Pr(W)]®y htry (Qy @y )
= m PXQj try {try [Pr (W)]Qytry [Pr (W)]Qy )} o
_ WI—% PXQj tr{Pe (W) Q5 Pr (W) 05 ]
_ Mﬁ PXQj tr{Pr (W) 0y Pr (W)Qy ]
= (d;—il) Pur(pk).

Finally, since v, is pure, one has Pur(y/g) = Pur(yr ), hence one obtains Pur(yg) < d)% Pur(pg), thus concluding the proof.
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