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Above-threshold ionization at laser intensity greater than 1020 W/cm2
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We present experimental observation of above-threshold ionization (ATI) electrons produced by ionization of
the neon K shell in a laser field where intensity exceeds 1020 W/cm2. An array of plastic scintillating calorimeter
detectors was used to measure the high-energy electrons at four angles in the laser forward direction. Coarse
energy resolution was obtained using aluminum filters of several thicknesses to block lower-energy electrons.
A threshold intensity around 2 × 1020 W/cm2 is observed for production of energetic ATI electrons in the laser
forward direction, with maximum electron energy exceeding 10 MeV. L-shell electrons with energies <1.4 MeV
are scattered farther forward along the laser direction than expected. We present comparisons of the measured
total electron energies to the predictions of Monte Carlo models employing the ADK-PPT ionization model and
the Augst barrier suppression ionization model.
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I. INTRODUCTION

Above-threshold ionization (ATI) is the process by which
an electron absorbs many more photons than required for
ionization during a laser-atom interaction. Absorption of a
single additional photon over the required threshold was ob-
served in 1979 by Agostini et al. [1]. The modern two-step
model of ATI was proposed by Corkum et al. to explain the
absorption of thousands of laser photons above the thresh-
old [2], and it has been extended to explain high-harmonic
generation in gases [3,4] and nonsequential double ioniza-
tion (NSDI) [5–7]. The two-step model of ATI in a strong,
near-infrared laser field describes the ionization process as a
quantum mechanical tunneling model and predicts the subse-
quent electron dynamics by integrating the classical Lorentz
force equations. The two-step model of ATI has explained
well-characterized experimental observations, including that
relativistic ATI electrons gain a momentum component in
the laser forward direction, resulting in higher-energy ATI
electrons being confined to a smaller cone in the laser forward
direction given by

tan(θ ) =
√

2

γ − 1
, (1)

where θ is the angle from the laser propagation direction and
γ is the Lorentz factor of the ejected ATI electron [8–10]. The
two-step model of ATI also explains the preferential ejection
of ATI electrons along the laser polarization direction [9,11].
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ATI electrons with energies exceeding 1 MeV from argon and
xenon have been observed, corresponding to the absorption of
106 excess photons above the ionization threshold [9,10].

Tunneling ionization becomes the dominant ionization
mechanism for near-infrared laser fields when intensity ex-
ceeds 1014 W/cm2. Tunneling ionization was first observed
in the pioneering experiments of Augst et al. [12,13]. The
Ammosov-Delone-Krainov and Perelomov-Popov-Terent’ev
(ADK-PPT) model of tunneling ionization [14,15] has been
verified with precision measurements of argon charge states
at intensity exceeding 2 × 1019 W/cm2 [16]. The highest
ion charge states observed experimentally are Ar16+ [16,17],
Xe26+ [17,18], and Kr24+ [18]. The probability of tunneling
ionization is a strongly nonlinear function of laser intensity,
leading to the use of high ion charge states as a direct peak
laser intensity diagnostic with varying degrees of success
[18,19]. With laser intensity estimates calculated from indirect
diagnostics exceeding 2 × 1022 W/cm2 [20,21] and 10-PW-
class laser facilities in their final stages of development [22],
there has been considerable renewed interest in highly charged
ions as a direct peak laser intensity diagnostic.

Recent numerical studies of ionization have developed a
tunneling cascade ionization model for complex ions in a
laser field [23] and identified features of the ionization yield
curves that are robust when considering different intensity
distributions at the focal plane [24]. K-shell ionization yields,
corresponding to the ionization of heliumlike ions, have been
demonstrated to be the most robust when considering different
ionization models [25]. Heliumlike ions also display a much
smaller ionic polarizability and Stark shift correction to the
ionization potential than more complex ions, with these ef-
fects combined expected to increase the tunneling ionization
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rate by a factor of ∼2 over the ADK-PPT ionization rate [26].
Monte Carlo simulations of ionization that include ion motion
in the laser field demonstrate the ions can be accelerated to
energies that make conventional time-of-flight ion yield mea-
surements impossible at intensity above 1021 W/cm2 [27],
so we explore the detection of the ATI electrons from the
K-shell for future ionization physics experiments and direct
laser intensity diagnostics.

Modulations in ATI electron energy spectra and angular
distributions corresponding to ionization of different electron
shells of the target atomic species have been observed for
the N, M, and L-shells of krypton and xenon [10]. These
modulations arise from the large difference in ionization po-
tential between the atomic shells, with ATI electrons produced
by ionization of a deeply bound state accelerated to higher
energies by a stronger laser electric field than an outer shell
state [10]. The large ionization potential gap between the
L shell (<239 eV) and K shell (>1195 eV) of neon will
result in a strong modulation of the energy spectrum and
angular distribution, with the K-shell electrons predicted to
gain about an order of magnitude more energy than the L-
shell electrons. This strong modulation in both the energy
spectrum and the angular distribution raises the possibility of
a novel direct laser intensity diagnostic, where the production
of highly charged ion states can be inferred by the detection
of high-energy ATI electrons ejected in the laser forward
direction. Such a diagnostic will be relatively easy to execute
experimentally using a low-density stream of noble gas as a
target and a magnetic spectrometer to detect the ATI electrons.
The ionization of the K shell in noble gases would allow
for direct laser intensity measurement around 1020 W/cm2

(Ne9+), 3 × 1021 W/cm2 (Ar17+), and 1023 W/cm2 (Kr35+) in
any laser field, provided the ADK-PPT tunneling ionization
model can be verified experimentally on a laser system with
reliable indirect diagnostics at these intensities as well.

The reliability of indirect laser diagnostics can be degraded
by a number of factors, including coating transmissions, both
bulk and coating dispersions, undesired spatiotemporal cou-
plings, and B integral accumulated in the diagnostic line.
For the ultrashort (<25 fs), large bandwidth (>35 nm) laser
pulses produced by Ti:Sapphire laser systems, indirect in-
tensity diagnostics and ionization yield experiments do not
always compare favorably [18]. The longer pulse duration,
narrower bandwidth, and lower bulk dispersion around 1 μm
motivated the use of the Texas Petawatt Laser, and other
petawatt-class Nd:glass laser systems have shown favorable
agreement between calculated intensity and ionization exper-
iments elsewhere [19].

ATI electrons hold significant promise as a direct laser
intensity diagnostic between 1020 and 1024 W/cm2, where
ponderomotive expulsion of the ions becomes a significant
obstacle to direct ionization yield measurement [27]. Recently
proposed techniques using vacuum-accelerated electrons and
protons [28,29] will not yield an accurate intensity estimate
without a well-known pulse duration when prepulses scatter
target electrons [30] and the ions gain only a fraction of
their ponderomotive potential energy [29]. The strong non-
linearity of the tunneling ionization rate prevents the K-shell
electrons from being scattered by prepulses on the picosec-
ond timescale, although Coulomb explosion of a preionized

target gas can deplete the target gas at focus on the nanosec-
ond timescale. The ceiling intensity of our method is about
1024 W/cm2, above which expulsion of highly charged ions
before the arrival of the peak laser field strength would prevent
K-shell ionization [27] and an ion ponderomotive diagnostic
such as that proposed in Ref. [28] would be most appropriate.

We report in this paper the observation of multi-MeV ATI
electrons produced by the interaction of a low-density neon
gas jet (<3 × 1014 cm−3) with a well-characterized laser pulse
with intensity exceeding 1020 W/cm2. We observe these ATI
electrons on four plastic scintillating calorimeter detectors
positioned in the laser forward direction and along the plane
of laser polarization. We compare the observed integrated
ATI electron energy yields to the predictions of an ADK-PPT
Monte Carlo model of ATI and a barrier suppression model
of ATI, using methods similar to those described previously
elsewhere [27]. The measurements have qualitative similari-
ties with the models’ predictions, including the existence of
a threshold intensity above which the ionization probability
increases rapidly with intensity and a saturation intensity
above which the ATI electron energy yield is dominated by
the focal volume rather than by the probability of ioniza-
tion in the center of the focus. However, we observe poor
quantitative agreement with the modeling, which significantly
underestimates the observed threshold intensity by a factor be-
tween three and four. We also observe electrons with energies
exceeding 10 MeV.

II. EXPERIMENTAL DESIGN

A diagram of the experimental setup is given in Fig. 1. A
low-density plume of neon is introduced in vacuum using a
flow-calibrated orifice with a diameter of 100 µm held at a
backing pressure of 60 Torr located 4 mm below the laser
focus. We estimate a gas density of 3 × 1014 cm−3 from a
steady-state ANSYS-FLUENT simulation of the gas expansion
into vacuum [31]. A conservative estimate of the plasma pe-
riod is more than an order of magnitude longer than the laser
pulse, so collective plasma effects are expected to be negli-
gible. The target chamber was maintained at a base pressure
below 5 × 10−5 Torr during operation of the gas jet. Five
scintillating calorimeter detectors were placed around the fo-
cus. Four detectors were placed in the laser forward direction,
with one oriented along the direction of laser propagation, two
lying in the plane of laser polarization, and one outside the
polarization plane. The fifth detector was placed out of the
forward direction and polarization plane, where no ATI elec-
trons are expected, as a control. We expect the higher-energy
ATI electrons to be ejected farther towards the laser forward
direction [8,10] and preferentially ejected in the plane of laser
polarization [9,11].

Each detector consisted of a 50 mm diameter, 40 mm long
cylinder of long-lifetime (285 ns) scintillating plastic (Eljen
Technologies EJ240) coupled to a photomultiplier tube (ET
Enterprises 9266KB) with a tapered voltage divider for opti-
mal pulse linearity. The plastic scintillator and photomultiplier
tubes (PMTs) were encased in a vacuum-compatible PTFE
housing that was made light tight with colloidal graphite
and aluminum foil. The light-tight shielding is expected to
block electrons with energy less than 0.3 MeV, ensuring the
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FIG. 1. (a) A conceptual diagram of the experimental setup with
scintillating detectors in the laser forward direction. The dashed
lobes demonstrate angular separation of the L-shell and K-shell
electrons. Aluminum shielding is used to block lower-energy elec-
trons. (b) Diagram of the experimental setup, showing five detectors
arranged around the laser-atom interaction region. Three detectors
were placed in the plane of laser polarization at angles of 0◦, 30◦,
and 53◦ from the laser forward direction. One additional detector
was placed 60◦ out of the plane of polarization and 43◦ from the
laser forward direction. A control detector was placed 110◦ from the
forward direction out of the polarization plane. Drawings are not to
scale.

nonrelativistic electrons from ionization of the background
gas do not affect the measurements. The plastic scintillator
was chosen to decrease sensitivity to high-energy photons and
a long scintillating lifetime allowed the detector to function
as a calorimeter, with the output current pulse representing an
integrated measurement of the energy of all electrons incident
on the detector. The relatively large solid angle subtended by
the detectors (∼ 0.03 steradians) allowed several hundred rel-
ativistic ATI electrons to hit each detector, enabling relatively

accurate calorimeter measurements with only a few shots at
each laser intensity. Information about the shape of the energy
spectrum was obtained by varying the thickness of aluminum
shielding in front of each detector, which is explained further
in the next section.

The scintillating detectors were calibrated by using stan-
dard pulse-height analysis techniques to measure absorbed
energy spectra from two γ radiation sources, Co-60 and Cs-
137, at high operating voltage. An MeV-equivalent charge
was obtained by measuring the location of the Compton
edges in the acquired spectra and comparing to absorbed
energy spectra calculated using G4BEAMLINE [32], a Monte
Carlo particle transport software package based on GEANT4.
The uncertainty in this MeV-equivalent charge is between
20% and 25%, and is the dominant source of uncertainty in
the ATI electron energy yields. The PMT gain curves as a
function of bias voltage were characterized by exposure to
a frequency-doubled, Q-switched Nd:YAGlaser light source
(532 nm).

The output current pulse from each PMT was recorded on a
Tektronix TDS5054 oscilloscope and digitally filtered to elim-
inate noise from electromagnetic pulse (EMP) on shot. The
current pulse amplitude and integrated charge obey a linear
relationship during normal detector operation. The upper sat-
uration limit showed increasing amplitude without increasing
charge, and corresponded to 7 GeV of integrated ATI electron
energy absorbed in the scintillator. The lower charge limit
corresponded to a regime where residual ringing disrupted
the linear relationship, with large amplitude current pulses
integrating to near-zero charge, and was chosen to prevent
uncertainty induced by detector ringing from dominating over
the uncertainty from the charge calibration. Measurements
falling outside these limits are excluded from the figures pre-
sented in this paper but the lowest detector charge threshold is
marked if appropriate.

We performed a series of control tests to confirm that the
observed scintillator signal was caused by high-energy elec-
trons. We compare the signal with minimal detector shielding
at the 30◦ and 110◦ (control) positions and found the signal
at the forward detector position was at least two and a half
orders of magnitude greater than the signal observed at the
control detector position. We swapped the scintillating de-
tectors between these two positions several shots after the
experiment began to verify that the observed signal in the
laser forward direction was not an artifact of that particular
scintillating detector. Multiple control shots were taken with
no target gas to confirm the signal was not just electromag-
netic pulse (EMP). We also verified the effect was intensity
dependent and not energy dependent by stretching the pulse
to a length of 2 ps and observing the signal to disappear. The
observation of a much stronger intensity-dependent signal in
the laser forward direction means that the observed signal is
generated by high-energy electrons, as it cannot be attributed
to a detector artifact. We also included a number of helium
control shots in this study to demonstrate the contribution of
any vacuum-accelerated L-shell electrons to the signal.

We used the Texas Petawatt Laser in rod shot mode (64 mm
Nd:silicate amplifier only) allowing an increased repetition
rate of 2.5 shots per hour. We installed a f/1.4 off-axis
parabolic mirror (OAPM) to reach an intensity exceeding
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2 × 1020 W/cm2. Laser intensity was calculated using the
indirect Output Sensor Package (OSP) of the Texas Petawatt
Laser, which includes diagnostics to measure near field,
equivalent far field (focal spot), wavefront, pulse duration, and
energy [20]. Pulse duration was deconvolved from a second-
order autocorrelation assuming a Gaussian pulse shape.
Wavefront was measured using a PHASICS SID4 wavefront
sensor, and a deformable mirror was used to optimize the
laser wavefront before every shot. The dominant source of
uncertainty in the laser intensity originates from the relative
pointing jitter (∼ 20 µrad) of the laser, which was estimated
to be ∼20% by propagating an ideal top-hat beam through
the experiment focal geometry in Zemax [20]. The total laser
intensity uncertainty is estimated to be ∼30%.

The focal spot in the target chamber was measured using
a Mitutoyo 50× plan apochromatic long-working distance
microscope objective (0.55 numerical aperture), a 200 mm
achromatic lens, and a vacuum-compatible CCD camera
mounted in a Thorlabs optical cage system. We estimate the
central maximum of the focal spot to have a full-width half-
maximum (FWHM) of 2.6 ± 0.2 µm from Gaussian fittings of
focal spot images, with 50–60 % of the laser energy contained
in the 1/e2 Gaussian fitting diameter of 4.5 µm. The far-
field diagnostic plane measured at OSP does not necessarily
coincide with the plane of highest laser intensity within the
low-density gas jet due to defocus remaining in the wavefront
after correction, which can lead to a systematic underesti-
mate of the laser intensity. The focal spot profile used to
compute the peak laser intensity was calculated from the mea-
sured wavefront including all aberrations except defocus. An
inverted-field autocorrelator was used to diagnose pulse-front
tilt. We estimate a 42 fs pulse front tilt from the angular shift
of the far-field during grating optimization, for a total typical
pulse duration of 170 fs. Intensity changes were achieved by
inserting calibrated neutral density filters (ND) before the rod
amplifier in the TPW laser chain. The gain of the rod amplifier
remained fixed to ensure the amplified spectrum, compressed
pulse duration, and laser wavefront remain the same when the
pulse energy is decreased.

The amplifier architecture of the Texas Petawatt laser was
significantly upgraded in 2015 to improve the laser contrast
and prevent the preionization of a target at focus. The rela-
tively long fluorescence lifetime of the laser glass (∼350 µs)
and low combined gain of the glass stages (∼100) naturally
suppresses amplified spontaneous emission from the laser
gain media. The upgraded design utilizes off-axis parabolic
mirrors in the multipass amplifiers to prevent accumulation of
radial group delay [33,34] in the laser chain and to prevent the
formation of pencil-beam prepulses that would arrive tens of
nanoseconds before the main pulse. The laser front end, based
on optical parametric chirped-pulse amplification (OPCPA),
was redesigned with two stages of optically synchronized
short-pulse (<8 ps) OPCPA to suppress amplified sponta-
neous parametric fluorescence on the nanosecond timescale.
The pulse intensity contrast on the nanosecond timescale is
measured to be less than 5 × 10−8 on timescales greater than
100 ps [35]. The laser intensity contrast was measured using
a Del Mar Photonics Rincon third-order cross correlator after
the experiment and, although significant prepulses were likely
present during the experiment, they were not sufficient to

preionize the target gas more than 22 ps before the arrival of
the main pulse.

III. ATI MODEL DESCRIPTION

The theoretical K-shell electron yields and energy spectra
were calculated using the two-step quasiclassical models of
ATI. A Monte Carlo simulation of tunneling ionization in the
laser field using the ADK-PPT model of ionization [14,15,36]
predicted the initial conditions for K-shell electrons in the
laser field. The static tunneling ionization rate for a single
electron expressed in atomic units is given by:

WADK-PPT(t ) = C2
n∗l∗ Ip

(2l + 1)(l + |m|)!
2|m||m|!(l − |m|)!

×
(

1

2
F̃ (t )

)1+|m|−2n∗

exp

(
− 2

3F̃ (t )

)
, (2)

where the reduced field strength F̃ (t ) is defined as

F̃ (t ) =
√

E∗(t )E(t )

(2Ip)3/2
, (3)

where Ip is the ionization potential and l, m are the orbital
quantum numbers. The extension of the original PPT model
by Ammosov, Krainov, and Delone introduced an effective
principle number n∗ and an effective orbital quantum number
l∗ given by

n∗ = Z√
2Ip

(4)

l∗ = n∗
o − 1, (5)

where Z is the residual charge (Z = 1 for neutral atoms). The
constants C2

n∗l∗ are expressed as

C2
n∗l∗ ≈

[(
2exp(1)

n∗

)n∗
1√

2πn∗

]2

. (6)

The exponential factor in Eq. (2) dominates the scaling of
ionization probability with laser intensity, leading to an inten-
sity threshold for the appearance of high ion charge states. Ion
motion, although it has no significant effect on the ionization
yield at 1020 W/cm2, was included [27].

At each time step, Eq. (2) was used to predict the prob-
ability of ionization and Monte Carlo methods were used
to increment the ion charge state. The single-active electron
approximation is assumed in the modeling, and nonsequential
double ionization (NDSI), inelastic tunneling effects [37–39],
and collective tunneling effects [38,40] are not included in the
ionization model. Although the authors are not aware of a rel-
ativistic ionization model for multielectron atoms, relativistic
tunneling models for hydrogenlike neon do not predict any
significant corrections [41–43] and the ionization potential is
much smaller than the electron rest energy (Ip/mc2 ∼ 0.003)
for hydrogenlike neon. Relativistic corrections to the elec-
tron’s initial momentum arising from the breakdown of the
electric dipole approximation during the tunneling process are
not considered since they would impart a momentum com-
ponent on the order of �p ∼ Ip/3mc along the laser forward
direction to the electron’s initial momentum [44,45], which
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FIG. 2. Total number of neon K-shell ATI electrons predicted by
different models of ATI. Solid, dashed, and dotted curves are the
predictions of the ADK-PPT [14,15], Tong-Lin-Lotstedt model for
heliumlike ions [47], and barrier suppression ionization [13]. Blue
circles and green squares are from Monte Carlo simulations using
the ADK-PPT and BSI models, respectively. Gas density is assumed
to be 3 × 1014 cm−3 in the laser focus.

leads to an initial velocity component that is smaller than the
parent ion’s quiver velocity in the laser field.

From the initial conditions determined by the ionization
modeling, the electron trajectories were calculated by inte-
grating the Lorentz force equations using an adaptive-timestep
Runge-Kutta (RK45) numerical method. A maximum of
105 test electrons were simulated at each intensity, orig-
inating within an isointensity boundary where ionization
outside could be neglected due to the strong ionization rate
dependence on intensity. We chose a series of model in-
tensities between 3 × 1019 W/cm2 and 4 × 1020 W/cm2 to
demonstrate the model behavior above and below the barrier
suppression intensity of Ne9+. Within each volume, we chose
2.5 × 105 initial positions for neutral ions. From these ioniza-
tion events, we calculated the energy spectrum and angular
distribution of at most 105 ATI electrons.

An additional ATI Monte Carlo model using the Augst bar-
rier suppression ionization (BSI) model [13] was developed
as well. The simulations were performed similarly, except the
ionization event occurred at the time step F̃ > 1/16n∗ and did
not occur otherwise. Figure 2 shows the K-shell ATI electron
yield predicted by the Monte Carlo simulation as a function
of laser intensity assuming a gas density of 3 × 1014 cm−3.
Analytic predictions of the ADK-PPT model, the Tong-Lin-
Lotstedt model for tunneling rate near the barrier suppression
regime [46,47], and the Augst BSI model compare favorably
with the Monte Carlo modeling. The effect of barrier sup-
pression corrections on the tunneling ionization rate, which is
predicted to be significant with pulses shorter than 15 fs [48],
can be safely neglected for this relatively long pulse duration.

The laser focal spot is computed for every shot but we
lack information on the exact structure of the phase fronts
as the laser pulse propagates through the focal plane, so we
make a considerable number of simplifying assumptions when
modeling the laser focus. Ionization rate depends strongly on
intensity, so we assume the K-shell electrons are all produced
in the central maximum at the focal plane, and we do not con-
sider laser energy scattered outside the central maximum in
the model. We also make the assumption that we can treat this
central maximum as a Gaussian laser focus with nonparaxial
corrections included up to fifth order in the diffraction angle
[49]. We assume a focus with a 1/e2 diameter of 2.25 µm,
which we estimated from direct measurements in the target
chamber. During the experiment rod shots, we estimate the
1/e2 spot of the central maximum was 2.2 ± 0.2 µm. We
incorporate the measured pulse front tilt of 42 fs by assuming
a Gaussian pulse shape with an intensity FWHM of 170 fs.
Similar approaches have been taken to model the laser fields at
focus in previous experimental studies [8–10]. Some particle-
in-cell (PIC) methods have shown promise for predicting the
energy spectra of vacuum-accelerated electrons at an intensity
of 1019 W/cm2 [50] and some additional numerical methods
have recently been developed to model relativistic pondero-
motive electron scattering in a paraxial Gaussian beam with
small wavefront aberrations [51,52], but no such methods
have been applied to simulating ATI electron dynamics in a
nonparaxial laser field with a more complex spatial structure
than a Gaussian beam.

Figures 3(a) and 3(b) show the energy spectra of the K-
shell and L-shell ATI electrons, respectively, predicted by the
Monte Carlo ADK-PPT modeling at two intensities (1.06 ×
1020 W/cm2 and 4.2 × 1020 W/cm2). The predicted angular
distributions of the ATI electrons at the same intensities are
shown in Fig. 4. The modeling predicts the ATI electron
energy spectra and angular distributions are be strongly mod-
ulated, with the higher-energy K-shell electrons expelled at an
angle around 25◦ from the laser forward and the lower-energy
L-shell electrons expelled an angles greater than 60◦ from the
laser forward direction.

The modeled K-shell energy spectra in Fig. 3(a) also show
that the number of high-energy electrons (>15 MeV) pro-
duced can increase by more than an order of magnitude as the
laser intensity increases toward the maximum intensity used
in the experiment. However, other features of the K-shell elec-
trons are relatively stable when the model intensity increases
by a factor of four, with the peak of the energy spectrum in
Fig. 3(a) (inset) increasing from 3.5 MeV to 4.7 MeV and the
angular distribution in Fig. 4 nearly unchanged. The modeling
predicts that the energy yield attributed to the highest-energy
electrons, which are observed on the 0◦ detector, demonstrate
a stronger scaling with laser intensity than the other detectors.
The energy yield at this position increases with intensity due
to both the larger number of electrons generated in the focus,
as shown in Fig. 2, and the larger number of electrons in the
high-energy tail of the spectrum. The energy yields detected
at the 30◦ position, where the electron energies and angular
distribution change little with increasing intensity, will display
a scaling dominated by the total number of electrons produced
by the K-shell ionization.
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FIG. 3. (a) Simulated energy spectrum of the K-shell electrons
at an intensity of 1.06 ×1020 W/cm2 (blue) and 4.20 ×1020 W/cm2

(green, dashed). Inset figures shows same curves on a linear scale.
(b) Simulated L-shell electron spectrum at the same two intensities.

The L-shell electrons, shown in Fig. 3(b), are predicted to
obtain energy less than 1 MeV and be ejected from the focus
at an angle around 70◦, and can therefore be filtered from
the K-shell electrons in energy and angle, but we must treat
these model predictions with caution. Vacuum acceleration of
electrons demonstrates very strong sensitivity to initial posi-
tion in the laser focus [53], leading to the possibility that the
simulation method may undersample initial positions in the
focus that yield L-shell electrons that are accelerated to higher
energies or ejected farther towards the laser propagation direc-
tion. The last study of vacuum acceleration of electrons from

FIG. 4. Angular distribution of the K-shell electrons (no mark-
ers) and L-shell electrons (square markers) at laser intensities of
1.06 × 1020 W/cm2 (solid, blue) and 4.2 × 1020 W/cm2 (dashed,
green).

ionized helium in this intensity regime (∼3 × 1020 W/cm2)
found disagreement between the measured angular distribu-
tion of vacuum-accelerated electrons and the angular electron
distributions predicted by particle-in-cell modeling. The au-
thors suggested this discrepancy may be caused by poor
sampling of the focal volume in their simulations [54], and
there is evidence of L-shell electrons scattered as far forward
as 30◦ from the laser propagation direction from the helium
control shots.

The simulated ATI electron yields and energy spectra
incident on each detector are used to calculate the energy
deposited in the plastic scintillator. Several thicknesses of
aluminum shielding were used in the experiment to block
lower-energy electrons. The detector efficiencies for each
shielding thickness were calculated using G4BEAMLINE [32],
a Monte Carlo particle transport software package based on
GEANT4, that includes energy deposited in the plastic scintilla-
tor by electrons, positrons, and high-energy photons generated
in the interaction. The detector efficiencies are shown in
Fig. 5. The detector efficiency at each energy and shielding
thickness is calculated from the simulated visible energy de-
posited in the scintillating plastic by a monoenergetic beam
of 104 electrons with a divergence similar to the incident ATI
electrons.

The predicted energy yield in the scintillators can be com-
puted by combining the electron yields and energy spectra
from the ATI modeling with the calculated detector efficien-
cies. The predicted ATI electron energy yield is given by

YATI(θ, φ, Z ) =
∫ Emax

0
wV E ′ p(E ′, θ, φ)ηAl(E

′, Z )dE ′, (7)

where p(E , θ, φ) is the energy spectrum (count) at the de-
tector position, ηAl(E , Z ) is the detector efficiency with an
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FIG. 5. Detector efficiencies at different aluminum thicknesses
(right axis) alongside a simulated K-shell ATI electron spectrum
using the ADK-PPT model at intensity of 1.06 × 1020 W/cm2 (left
axis).

aluminum shielding thickness of Z , and wV is a volume
weighting factor corresponding to the number of real K-shell
electrons produced per simulated ATI electron. The volume
weighting factor is calculated by using a gas density of 3 ×
1014 cm−3 and a confocal volume estimated by integrating a
Gaussian beam volume bounded by the same isointensity shell
used in the model simulations.

Information about the energy spectrum of electrons at a
given intensity can be gained by varying the shielding thick-
ness Z and measuring the energy deposited. Although the
energy integration cannot be uniquely inverted to give an elec-
tron spectrum, we can compare the predicted energy deposited
to the observed energy deposited and search for energy ranges
where the ATI model spectrum either overestimates or un-
derestimates the experimental measurements. A single-filter
approach to electron spectroscopy is justified because the ATI
electron modeling predicts the electron energy spectra and
angular distributions to be relatively insensitive to laser inten-
sity fluctuations on the order of the laser intensity uncertainty.
Statistics can then be gathered by repeated measurements at
each aluminum thickness, with the error bars reflecting an un-
certainty in the number of incident electrons at each detector
position rather than shot-to-shot variations in the electron en-
ergy spectrum. From the efficiency curve shapes, we conclude
this method has poor resolution for electron energies above 10
MeV but can yield some energy information in the 0.3–6 MeV
energy range.

IV. ATI ELECTRON ENERGY YIELDS

A number of laser intensity scans were performed using
different shielding configurations. On all unshielded detectors
in the laser forward direction the integrated electron energy
increases by up to almost three orders of magnitude as the
laser intensity is increased to its maximum. Helium control

FIG. 6. Measured electron energy deposited in a scintillating
detector located at 30◦ from the laser forward direction in the polar-
ization plane. Unshielded and shielded (2.6 mm aluminum) intensity
scans are given by blue circles and green triangles, respectively.
Helium control shots in the unshielded configuration are given by
purple crosses and the detector charge floor for helium control shots
in the shielded configuration is marked. Monte Carlo simulations of
the K-shell ATI electrons using ADK-PPT (solid) and BSI (dashed)
models shown for comparison.

shots show that some of the electrons accelerated toward these
detectors are low-energy L-shell electrons (< 1.4 MeV) scat-
tered in the laser forward direction by vacuum acceleration.

Figure 6 shows the energy absorbed in the scintillating
detector at 30◦, where the number of K-shell ATI electrons is
expected to be the highest. Intensity scans with the unshielded
scintillator (blue circle) and a shielded configuration (green
triangles) are shown to compare the total integrated electron
energy with the integrated energy from electrons with energy
greater than 2.8 MeV. Helium control shots (purple crosses)
demonstrate that the L-shell electrons contribute some of the
deposited energy in the unshielded configuration. The helium
control shot energy yield is about an order of magnitude lower
than the neon yield at 2.5 × 1020 W/cm2, demonstrating that
the neon L-shell electrons account for ∼1/2 of the observed
energy yield when accounting for the difference in electron
density at the focus. Two helium control shots taken in
the shielded configuration with the same backing pressure
(na ∼ 3 × 1014 cm−3) yielded no repeatable signal, with the
dynamic range floor for these control shots marked on Fig. 6.
The helium control shots establish an upper limit of 2.8 MeV
for vacuum-accelerated electrons, which is slightly lower
than the maximum energy of vacuum-accelerated electrons
observed by Kalashnikov near this angle in this intensity
regime [54].

The shielded measurements show a threshold intensity
around 2 × 1020 W/cm2, above which the probability of
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FIG. 7. Measured energy deposited in a scintillating detector
located at 53◦ from the laser forward direction in the polarization
plane. Unshielded and shielded (1 mm aluminum) intensity scans
are given by blue circles and green triangles, respectively. Helium
control shots in the unshielded configuration are given by purple
crosses. Monte Carlo simulations of the K-shell ATI electrons using
ADK-PPT (solid) and BSI (dashed) models shown for comparison.

electron production with energy > 2.8 MeV increases rapidly
with intensity. A scaling transition around 3 × 1020 W/cm2

marks the saturation intensity where the scaling transitions
from an ionization probability scaling dominated by the ex-
ponential term in Eq. (2) to a focal volume scaling. The
thresholdlike behavior and scaling transition are features of
ATI that are mirrored by both Monte Carlo models, although
neither model correctly predicts the threshold or saturation
intensities and both overestimate the ionization yield.

Similar laser intensity scans at two additional positions
are presented in Figs. 7 and 8, corresponding to positions
53◦ from the laser forward direction (in polarization plane)
and 43◦ from the laser forward direction (60◦ out of the
polarization plane), respectively. The helium control shots
with no shielding installed are comparable to the deposited
energies measured with neon in both cases, showing the
L-shell electrons will contribute to the signal substantially.
Installing a 1 mm aluminum shield, which blocks electrons
with energy <1.4 MeV, decreases the electron energy
yields an order of magnitude at each detector. The electron
energy yields in the shielded configuration show the same
characteristic ATI features, the threshold and saturation
intensities, seen in (6), with the saturation effect somewhat
more exaggerated because the K-shell ATI electrons will
be ejected farther forward in the laser direction as laser
intensity continues to increase. The unshielded measurements
dominated by lower-energy electrons do not display the clear
scaling change visible in the shielded measurements, and so

FIG. 8. Measured energy deposited in a scintillating detector lo-
cated at 43◦ from the laser forward direction in the polarization plane.
Unshielded and shielded (1 mm aluminum) intensity scans are given
by blue circles and green triangles, respectively. Helium control shots
in the unshielded configuration are given by purple crosses. Monte
Carlo simulations of the K-shell ATI electrons using the ADK-PPT
ionization model (solid) shown for comparison.

they are likely dominated by L-shell electrons scattered in the
laser forward direction by a vacuum acceleration process.

At these larger angles, the ADK-PPT simulations tended
to overestimate the electron energy yields while the Augst
BSI model tended to be an underestimate, instead predicting a
greater proportion of higher-energy ATI electrons that would
scatter farther forward in the focus. The BSI model also ex-
hibited an unexpectedly strong polarization dependence for
low-energy ATI electrons because the probability of being
born into the field off a laser cycle peak is higher for ATI
electrons produced by the rising edge of the laser pulse and
scattered out of the focus before the arrival of peak laser
intensity. An insufficient number of test electrons in the BSI
simulations were scattered toward the 43◦, so only the ADK-
PPT model is shown in Fig. 8.

Figure 9 shows the measured electron energy deposited
in the scintillating detector oriented in the laser forward di-
rection, shielded with a minimum of 1 mm of aluminum to
block electrons with energy < 1.4 MeV. We observe a thresh-
old appearance intensity of 2 × 1020 W/cm2 for high-energy
electrons in the laser forward direction, which are found to
penetrate the thickest (12.7 mm) aluminum filters used in the
experiment. The measured ATI electron energy yields along
the laser forward direction fall nearly two orders of magnitude
lower than the ADK-PPT and BSI simulation predictions.
While a scaling transition is not obvious in the measure-
ments, it is important to note that the average energy of these
electrons is much higher than at other detector positions. A
single 15 MeV electron incident on this detector would yield
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FIG. 9. Measured electron energy deposited in a scintillating de-
tector located at on the laser propagation axis. Two shielded (1 mm
and 2.6 mm aluminum) intensity scans are given by blue circles
and green triangles, respectively. Lowest detector charge floors are
marked over the intensity range where shots were taken in each
shielding configuration. Monte Carlo simulations of the K-shell ATI
electrons using ADK-PPT (solid) and BSI (dashed) models shown
for comparison.

a ∼500 MeV/sr response, so some of these measurements
between 2-3 ×1020 W/cm2 represent a single-digit number of
electrons, and uncertainty due to counting statistics obscures
the scaling transition. Measurements falling below the instru-
ment dynamic range floor at 1020 W/cm2 show that not even
a single one of these ATI electrons exceeding 10 MeV was
detected below the threshold intensity.

We do not observe good quantitative agreement between
the predicted ATI energy yields of either Monte Carlo model
and the measured energy yields, although the measurements
demonstrate self-consistent qualitative features of tunneling
ionization between the four detector positions. All show an
appearance intensity for a population of high-energy electrons
above 2 × 1020 W/cm2 and three of the four detector posi-
tions show a consistent saturation intensity. The ADK-PPT
tunneling ATI model predicts these features will appear on
all detectors at about the same intensity, although the model
intensity underestimates the experimental intensity by a fac-
tor of 3–4. The BSI ATI model predicts a narrower angular
distribution of ATI electrons that broadens as the intensity
increases, the focal volume grows, and a broader range of
electron initial conditions over the focal volume and pulse
duration are sampled. This broadening of the ATI electron
angular distribution as intensity increases leads to the higher
predicted appearance intensity at 53◦ for the BSI model.
Therefore, the measured ATI energy yields are more con-
sistent with some form of tunneling process that allows for
electrons to originate from a wider range of initial conditions

below the saturation intensity than they are with a true inten-
sity threshold process.

V. ELECTRON ENERGIES

The limited number of laser shots and the low density
of target gas necessary to avoid collective plasma effects
prevented measurement of the electron spectrum using a mag-
netic spectrometer. We placed a series of aluminum filters
of different thicknesses in front of the scintillating plastic to
gain spectral information. While such a method provides only
crude information about the energy spectrum, it can be used
to show the maximum ATI electron energy is between 10–16
MeV.

Figures 10(a) and 10(b) show the measurements of inte-
grated electron energy at the 30◦ positions at two average
laser intensities. The predictions of ADK-PPT Monte Carlo
model and BSI model at several intensities are marked on
Figs. 10(a) and 10(b), respectively. Figure 11 shows the mea-
sured electron energy yield along the laser forward direction
and the predictions of the ADK-PPT (solid) and BSI (dashed)
models. Both models show that quantitative agreement with
the electron energy yield measurements is only possible when
the laser model intensity is taken to be significantly less than
the laser intensity computed using indirect laser diagnostics.
As with the laser intensity scans discussed in Sec. IV, we
observe the ADK-PPT ATI model provides a more consistent
description of the measurements between different detector
positions, even though the model intensity is four times lower
than the estimated laser intensity in the experiment. The BSI
model does not make predictions that are consistent between
the on-axis and 30◦ detectors, with the intensity that is most
consistent with the electron energy yields for the on-axis
detector in Fig. 11 (1.55 × 1020 W/cm2) underestimating the
measurements at 30◦ by a factor of ∼5. The ADK-PPT model
shows a more consistent model intensity around 1020 W/cm2

between the two detector positions.
Some qualitative statements about the shape of the spec-

trum can be gathered by comparing the measurements in
Fig. 10(a) to the detector efficiency curves in Fig. 5. We
cannot make a conclusive comparison to the ATI models
for ATI electrons with energies <2.8 MeV due to evidence
of forward-scattered L-shell electrons shown by the helium
control shots in Fig. 6. The Monte Carlo ADK-PPT model
predicts a steeper electron energy yield drop off than the
measurements, corresponding to a model overestimate of the
proportion of electrons with energy between 2.8–4.7 MeV
and an underestimate of the number of electrons with energy
>6.5 MeV. The BSI model predictions in Fig. 10(b) show a
decrease in electron energy yield with shield thickness that is
more consistent with measurements, which could indicate an
ionization process with higher onset intensity than predicted
by the ADK-PPT model.

We performed a similar analysis for the detectors at the 53◦
and 43◦, and found that the installation of 1 mm aluminum
shield decreased the energy deposited more than an order of
magnitude as seen in Figs. 7 and 8. No repeatable signal was
observed when 2.6 mm of shielding was used, limiting the
maximum ATI electron energy to below 2.8 MeV at these two
angles.
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FIG. 10. Electron energy yields measured at the 30◦ position
with varying shield thicknesses at two average intensities, 4 ± 1 ×
1020 W/cm2 and 2.2 ± 0.7 × 1020 W/cm2 compared to closest pre-
dictions of (a) the ADK-PPT Monte Carlo K-shell model (solid lines)
and (b) the Augst BSI Monte Carlo K-shell model (dashed lines).
Color is added for clarity.

Although the lack of a sharp cutoff in the detector effi-
ciency curves makes it impossible to invert our integrated
measurements to obtain a unique electron energy spectrum,
we can estimate a maximum ATI electron energy range by
comparing the ratio of the measured integrated electron en-
ergies for the two thickest shields and to the ratio of the
respective efficiency curves. The maximum ATI electron en-
ergy ranges consistent with our measured integrated energies
at these two intensities (4 ± 1 × 1020 W/cm2 and 2.2 ± 0.7 ×

FIG. 11. Electron energy yields measured along the laser for-
ward direction with varying shield thicknesses at an average intensity
of 4 ± 1 × 1020 W/cm2. Solid curves (open circles) are ADK-PPT
model predictions for the K-shell ATI electrons and dashed curved
(open squares) are BSI model predictions for the K-shell ATI
electrons.

1020 W/cm2) are 5.6–13 MeV and 10–16 MeV, respectively.
Figure 12 compares these ranges to different analytic models
of peak ATI electron energy: the ponderomotive, relativistic
ponderomotive, and superponderomotive wave-particle reso-
nance [55,56] models. The experimentally determined ranges
fall between the relativistic and nonrelativistic ponderomotive
models, with the Monte Carlo model overestimating the max-
imum ATI electron energy by a factor of 2–3.

The Monte-Carlo modeling likely overestimates the inte-
grated ATI electron energies because a Gaussian laser focus
is assumed to make the model computationally tractable.
Higher-order spatial modes experience increased Gouy phase
shifts as the beam passes through the focus, which will limit
the distance a relativistic electron can stay in phase with
the peak of the paraxial laser electric field to a fraction of
a Rayleigh range, which should substantially decrease the
maximum ATI electron energy [56]. The fields of higher-order
spatial modes will also scatter high-energy electrons over a
larger range of angles than expected from a Gaussian model,
which could explain why the ADK-PPT model underestimates
the electron energy yield at the 30◦ detector with 7.6 mm
of shielding in Fig. 10(a). Our experimental finding that the
maximum ATI electron energy falls between the ponderomo-
tive and relativistic ponderomotive models raises an important
theoretical question about whether the superponderomotive
scaling of the maximum ATI electron energy at the onset
of wave-particle resonance predicted by Gordon et al. [55]
and demonstrated by our Monte Carlo modeling in Fig. 12
would be a feature of a non-Gaussian laser focus. Further
development of ATI simulation techniques to incorporate a
more realistic model of the laser fields is necessary to further
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FIG. 12. Comparison between the peak ATI electron energies
predicted by different models and our experimental results. Curves
are analytic models (see Refs. [55] and [56]) and the markers
represent the average of the top 10% most energetic electrons in
the ADK-PPT Monte Carlo simulations. The shaded blue (dashed
boundary) and red (solid boundary) rectangles represent peak ATI
electron consistent with the data in Figs. 10 and 11.

study ATI electrons and develop laser intensity diagnostics
using ATI electrons.

VI. CONCLUSION

We report the observation of ATI electrons with energies
exceeding 10 MeV as well as indirect evidence of the ioniza-
tion of heliumlike neon in an intense laser field. We measured
the energy deposited in an array of scintillating detectors
by high-energy ATI electrons, performed scans of laser in-
tensity in several shielding configurations, and presented a
comparison with two Monte Carlo models of neon K-shell
ionization. The ADK-PPT ATI model predicted roughly con-
sistent appearance and saturation intensities between the four
detector positions, a qualitative prediction consistent with the
experimental measurements, although the ADK-PPT model
significantly underestimated these intensities. These quali-
tative features were not predicted in the BSI Monte Carlo
modeling because a probabilistic tunneling process allows for
a much less restricted range of electron initial positions in the
focal volume and laser phases at ionization.

ADK-PPT model-derived intensities calculated from ion-
ization yield measurements in prior studies have not always
demonstrated consistency with laser intensity calculated from
indirect diagnostic measurements or self-consistency when
different atomic species are used. Ionization of lithium-
like argon (Ar16+) has been demonstrated to occur in an
intensity range from 1–2 × 1019 W/cm2 in two different stud-
ies [16,17]. Ionization yields of xenon in the same laser
field were found to give an ADK-PPT model intensity of

3.5 × 1018 W/cm2, much lower than the indirectly estimated
intensity of 2.6 × 1019 W/cm2 or argon-yield ADK-PPT
model-derived intensity of 1.3 × 1019 W/cm2 [17]. The au-
thors emphasized the repeatability of their results but were
not able to provide a theoretical explanation for the system-
atic decrease of model-derived intensity with atomic number.
Chowdhury et al. similarly calculated a model intensity from
precision measurements of argon charge states and found a
similarly low model intensity, although it was within the lower
bound of their experimental intensity uncertainty [16]. An
ADK-PPT model intensity shift factor of ∼4 was not expected
for ionization of heliumlike neon given the simplicity of the
electronic shell structure and given how precisely helium ion-
ization yields agree with the ADK-PPT model [6].

Some recent modifications to the ADK-PPT model have
been proposed to account for barrier suppression effects for
heliumlike ions [47], but they are typically more relevant
for pulses much shorter than 170 fs [48] and L-shell or M-
shell orbitals [25], which we confirmed in the calculations
presented in Fig. 2. Relativistic corrections that suppress the
ionization rate are predicted to be negligible at an intensity of
1020 W/cm2 [41,42]. The spectral information we were able
to obtain by increasing the shielding thickness at 30◦ may
be consistent with a higher threshold intensity accelerating
electrons ejected at this angle to higher energies but the model
of the laser fields is not realistic enough to demonstrate this
agreement conclusively. Our observation of a neon K-shell
ionization intensity above 1020 W/cm2 may be a reason why
it has not been reported in previous studies, but no study has
explicitly stated that neon charge states were not observed
in this intensity range. Momentum conservation during the
ionization process will accelerate the ions to energies on the
order of tens of eV, so spectrometer design in previous studies
may also have been a factor.

Our observation of forward-scattered L-shell electrons is
unexpected from the simplified model of the laser focus
used in this paper but is consistent with other experiments
reported. Kalashnikov et al. report vacuum-accelerated elec-
trons from helium over a similar laser intensity range and
angular distribution [54]. They also found disagreement with
the angular distributions of vacuum-accelerated electrons pre-
dicted by both their particle-in-cell modeling and analytical
calculations, which predicted a local maximum around 20◦ for
forward-scattered electrons. Instead they observed the elec-
tron number to increase monotonically as angle increased
from 5◦ to 70◦, which they attribute to poor sampling of initial
conditions in the focal volume. A comprehensive model of the
L-shell electrons in the detected energy range (> 0.3 MeV)
will likely have to take into account pulse shape [30], focal
spot asymmetry [57], and a more realistic model of laser fields
at the focal plane to match experiment.

At laser intensity exceeding 1021 W/cm2, ATI electrons
from the K shell of argon (>3 × 1021 W/cm2) and krypton
(>1023 W/cm2) are predicted to exceed energies of 100 MeV
and 1 GeV, respectively. These ATI electrons will be ejected
very nearly in the laser forward direction and hold promise
as a low-dose ultrafast radiation source and as a direct laser
intensity diagnostic. Measurement of the ATI electron spec-
trum would be more straightforward than the measurements
presented in this paper, as the high energy and low electron
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divergence would enable the use of a large-aperture mag-
netic spectrometer located outside the vacuum chamber and
along the laser forward direction. Similar scintillating detec-
tors could be placed behind the magnet to detect ATI electrons
in different energy ranges. Vacuum acceleration of the L-shell
electrons to comparable energies can be suppressed by engi-
neering a ∼10−2 prepulse that arrives a few pulse durations
before the main laser pulse [30].
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