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Acceleration correction to the binary-encounter Bethe model for the electron-impact
ionization of molecules
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We propose a generalized binary-encounter Bethe model (GBEB) based on corrected acceleration energies
to predict the electron-impact ionization cross sections of molecules. The acceleration energy of the incident
electron is inversely proportional to the molecular effective charge felt by the ejected electron. The symmetry
of molecular orbitals is analyzed to determine the core and valence effective charges. We tested the GBEB
model on several organic, inorganic, and atmospheric molecules with increasing complexity. The calculated
total ionization cross sections are in better agreement with the experimental data than the predictions from the
original BEB model. Another major advantage of the present model rests upon the convenience that it does not
need any ad hoc correction used in previous BEB models.
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I. INTRODUCTION

Comprehensive measurements of the electron-impact ion-
ization cross sections for molecules have been carried out
in the past decades since the electron-impact ionization pro-
cess is one of the most important inelastic electron collision
processes employed in modeling the plasma physics and
chemistry [1]. In the early years, experimental measurements
were concentrated only on the total ionization cross sec-
tions [2–4]. Later, the measurement of partial ionization cross
sections also attracted increasing interest [5–14]. The dis-
crepancies between different measurements were found rather
large for a few molecules (e.g., CS2 [15–18]). Until recently,
the theoretical estimation of the total ionization cross sec-
tion was still one of the most important and challenging tasks
in the study of electron-impact ionization of molecules. Fur-
thermore, the total ionization cross sections can also be used
to estimate the partial ionization cross sections for different
molecular dissociative ionization channels [19].

Ab initio methods (e.g., the convergent close-coupling
method [20,21], R-matrix method [22], and Schwinger vari-
ational principle theory [23]) have been proven to be very
successful in the study of electron-molecule scattering pro-
cesses, such as the elastic scattering and excitation [21]. For
the electron-impact ionization process, due to the complexity
of modeling a system composed of two free electrons and a
molecular ion in the exit channel, only some simple molecular
systems can be solved by these advanced many-electron meth-
ods. Therefore, for the general task of modeling the electron
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impact ionization processes that involve complex molecules
or the ionization of core molecular orbitals, the semi-empirical
or semi-classical models stand in a proper position. These
models are generally based on the additivity of contributions
that arise from the individual molecular orbital to the to-
tal ionization cross section. In particular, the semi-empirical
Deutsch-Märk model [24,25] and the binary-encounter Bethe
(BEB) model [26,27] have been widely used to study the
electron impact ionization of molecules. Recently, Falkowski
et al. [28] proposed a model potential obtained by a fitting
procedure using the BEB model cross sections, which could
be used to account for the ionization channel in an electron-
molecule collision calculation.

There have been a large number of studies on the electron-
impact ionization of molecules by means of the well-known
BEB model [27,29–33]. In this model, the Mott and Bethe
approximations were combined to model the low- and high-
energy collisions, respectively. The corresponding predictions
are in reasonable agreement with the experimental data
[2,5,27]. However, the predictive power and the applicability
of this model are restricted by introducing ad hoc kinetic
energy corrections for specific valence orbitals to reproduce
the experimental data. For instance, Kim et al. [27,29,30]
corrected the BEB model for several molecules containing
atoms with Z > 10 by scaling the kinetic energies of the va-
lence molecular orbitals using the highest principal quantum
number of the atomic valence shell, i.e., n = 3. In a later
work, Huo and Kim [33] provided two alternative corrections:
(i) divide the potential energy of the chosen bound electron
εi + 〈p2/2m〉 by the principal quantum number (n � 3) of
just those atomic orbitals that dominate the molecular orbital
and (ii) calculate part of the valence electron kinetic energy
by using the Hartree-Fock wave function with the effective
core potential (ECP). Both of these two empirical corrections
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reduced the potential energy of the ejected electron and
rescale the cross sections, but their applicability strongly de-
pended on the experimental data. In this regard, Scott and
Irikura [34,35] used both of these two corrections on a few
molecules containing atoms with Z > 10, with correction
(i) based upon all-electron (AE) Hartree-Fock calculations
(BEB-AE), and (ii) with ECP-calculated energies (BEB-
ECP). The scaling parameters included in both models were
obtained by fitting the experimental cross sections.

During the last decade, organic molecules composed of
C, H, O, and N atoms have been studied and the direct ion-
ization cross sections have been calculated using the BEB
model [36–42]. Recently, researchers have become increas-
ingly interested in molecules containing atoms with Z > 10.
The above-mentioned ad hoc corrections have also been used
to calculate the electron impact ionization cross sections for
fusion-relevant and organic molecules [19,43,44]. Neverthe-
less, for correction (i), not all energies of molecular orbitals
containing atomic orbital with principal quantum number n �
3 are reduced. The Mulliken population should be evaluated,
but the threshold of the Mulliken population is based on the
comparison of the calculated ionization cross sections with
the experimental data. For correction (ii), the contribution of
core orbitals to the total ionization cross sections is miss-
ing due to the lack of core orbitals in the ECP calculations.
The energies of core orbitals can be calculated by the AE
Hartree-Fock method. However, the criteria for using either
the ECP or AE approach are unclear. The BEB model alone
does not tell explicitly which molecular orbitals should be
preferably modeled by the AE energy-reduced or ECP-based
calculations, representing a major drawback of the model. In
these previous studies, the acceleration energy gained by the
incident electron from the remaining electron and nucleus of
the target is probably overestimated.

Recently, we revisited the BEB model for electron im-
pact ionization of atoms [45]. The effective charge felt by
the ejected electron turns out to play a remarkable role in
the corresponding partial ionization cross sections. We de-
rived a generalized form of “acceleration correction” for
the kinetic energies of incident electron from Gauss’ law,
which does not require any adjustable parameters or reduction
corrections. The proposed generalized BEB (GBEB) gross
ionization cross sections for the Xe atom, combined with
the direct multiple ionizations by Montanari and Miraglia
[46], agree very well with the experimental measurements
in both the peak position and magnitude as well as in the
high-energy behavior. The good agreement indicates that our
GBEB model can probably be used to calculate the direct
partial ionization cross sections of the outer shells of complex
atoms. The original BEB model with a reduction of potential
energies caused an overestimation of the peak value for the
gross ionization cross sections of the Xe atom [47]. Simi-
lar results can be found for another noble gas atom, Ar. In
the recent work by Fedus and Karwasz [48], these authors
calculated the direct ionization cross sections by using the
original BEB model without any reduction. For low incident
energies, where excitation-autoionization contributes signifi-
cantly, the BEB model cannot reproduce the sharp increase in
the total ionization cross section observed in the experimental
measurements [49]. However, the use of reduced potential

energies leads to a 20% overestimation of cross sections in
the peak region, which is more serious than that in the Xe
atom. The use of generalized “acceleration correction” based
on effective charge is expected to provide reasonable direct
partial ionization cross sections. For molecular targets, the ac-
celeration correction should also be important in the electron
impact direct ionization cross sections.

The purpose of this article is to improve the molecular BEB
model for electron impact direct ionization of molecules by
incorporating a physically suggested acceleration correction.
Some of the molecules we study here contain atoms with
Z > 10 (e.g., SiH, SiF, SO2, and CS2). The symmetry of the
molecular orbitals is also taken into account to derive the
effective charge for each molecular orbital since molecular
orbitals in the same symmetry may screen each other, e.g.,
the ejected electron from valence molecular orbitals with the
same symmetries should have different effective charges.

The rest of the paper is organized as follows. In Sec. II,
a brief introduction of the present model is outlined. The
increase of incident electron energy for the ionization of
molecular orbitals arising from the linear combination of
atomic core orbitals as well as of atomic valence orbitals are
analyzed. In Sec. III, the present model is applied to the total
ionization cross sections of diatomic molecules (SiH and SiF),
triatomic molecules (H2O, SO2, and CS2), and polyatomic
molecules (CH4, C2H4, and C2H2) with increasing complex-
ities to test the applicability. Conclusions are presented in
Sec. IV.

II. THEORY

The BEB model developed by Kim et al. [26,47] provides
a parameter-free and easy-to-use formula for the direct partial
ionization cross section of atomic and molecular targets. This
method depends on the binding energy εb and the kinetic
energy 〈p2/2m〉 of the target orbital for any given incident
electron energy εi. Kim et al. [26] combined the Mott cross
section with the dipole term of the Bethe cross section, which
considerably enhanced the applicability and accuracy of the
estimated cross section. The BEB formula was derived by
assuming that the differential oscillator strength for the ion-
ization of an atom was similar to that of the H atom. Such
an assumption simplified the calculation of electron impact
ionization cross sections.

The BEB cross section for an atomic electron in the (nl )q

shell, where q refers to the occupation number and for the
incident electron with an energy in the binding energy unit of
t = εi/εb is given by

σBEB = 4πa2
0q

(εb/R)2(t + u + 1)

[
ln t

2

(
1 − 1

t2

)

+1 − 1

t
− ln t

t + 1

]
, (1)

where R is the Rydberg energy, a0 is the Bohr radius, and
u = 〈p2/2m〉/εb.

In the present work, we improve the BEB model by in-
corporating a physically derived acceleration correction. This
model adheres to Kim et al.’s [26,47] criterion of being
parameter-free and, furthermore, makes it unnecessary to
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select molecular orbitals where reduced energies need to be
applied. The binary-encounter approximation assumes that,
during the period of the interaction between the incident elec-
tron and the ejected electron, the remaining electrons and the
nucleus play no role. Replacing the derived denominator t by
the “Burgess denominator” t + u + 1 compensates for such
an approximation. The energy u + 1 in the “Burgess denom-
inator” is considered as the increase of the kinetic energy
�t , which is equal to the absolute value of the initial poten-
tial energy of the ejected electron. Such a potential energy
can be approximately represented by one electron potential
energy under a core with effective charge Zeff determined
by the nucleus and screening electrons. However, the simple
correction u + 1 may overestimate the increase of the kinetic
energy �t for the incident electron. Actually, the rest of the
atomic target apart from the ejected electron has a positive unit
charge, which provides an attractive potential to accelerate the
incident electron. According to Gauss’ law, the ratio between
the variation of the kinetic energy �t and the potential energy
u + 1 is proportional to 1/Zeff , i.e.,

�t = (u + 1)/Zeff . (2)

Although the original BEB model was very successful in
calculating total ionization cross sections of simple atoms and
molecules, as the complexity of molecular targets increases,
the discrepancies between results of the original BEB calcu-
lations and experimental data become increasingly large. The
present generalized “acceleration correction” has been proven
to play an important role in the inner-shell electron ionization
of atomic targets [45]. Molecules have more complex elec-
tronic structures than atoms, and therefore, it is necessary to
define some rules for determining the effective charge felt by
the ejected electron. As a matter of fact, the molecular orbitals
of a specific target can be divided into two groups: (i) core
orbitals and (ii) valence orbitals. The effective charge numbers
are defined differently for each group.

(i) For molecular orbitals arising from the linear com-
bination of atomic core orbitals, the inner orbital with
higher binding energy screens the orbitals with lower bind-
ing energies. Degenerate molecular orbitals arising from the
combination of inner-core atomic orbitals (e.g., 1sA ± 1sB) are
assumed to be strongly localized and thus do not screen each
other. These degenerate orbitals are assumed to have the same
core effective charge number. Therefore, the core effective
charge of the nucleus and screening electrons for the ejected
electron in a given molecular orbital reads

ZC
eff =

∑
N

ZN −
(∑

m∈A

qm − 1

)
, (3)

where ZN represents the atomic number of the N th atom in
the molecule, qm stands for the occupation number of each
molecular orbital m. The notation A represents a collection
of molecular orbitals expanding from the innermost orbital to
the specific orbital from which the electron is ejected. To this
effective charge number, the number 1 is subtracted to account
for the ejection of one electron.

(ii) The molecular orbitals arising from the linear combina-
tion of valence atomic orbitals are considered as the outermost
molecular orbitals. They are delocalized over the molecule

TABLE I. Binding energy εb (eV), kinetic energy 〈p2/2m〉 (eV),
electron occupation number q, core effective charge numbers ZC

eff ,
and valence effective charge numbers ZV

eff for diatomic molecules
SiH and SiF. The lowest binding energies of each molecule marked
by an asterisk are experimental data [52].

Molecule Molecular orbital εb 〈p2/2m〉 q ZC
eff ZV

eff

SiH 2σ 168.05 360.72 2 12
1π 116.18 330.97 4 6
3σ 115.27 332.52 2 6
4σ 17.23 31.00 2 4
5σ 10.31 28.15 2 1
2π 7.89∗ 23.54 1 1

SiF 3σ 168.23 360.78 2 18
4σ 116.53 331.26 2 12
1π 115.82 332.46 4 12
5σ 43.41 104.61 2 10
6σ 18.37 79.61 2 4
2π 18.00 81.45 4 4
7σ 16.30 43.17 1 1
3π 7.28∗ 29.07 2 1

and their mutual screening is affected by their symmetries
which affect their spatial distribution (e.g., σg and πu molec-
ular orbitals have different spatial distributions). Since the
effective charge number is the sum over all nuclear charges
minus the number of screening electrons, the effective charge
for the valence molecular orbital with a given symmetry ir-
reducible representation rn,π (rotoreflection symmetry rn and
parity π ) can also be determined by the number of screened
valence electrons of the same symmetry for neutral molecules.
Thus, the valence orbital effective charge number is given by

ZV
eff = 1 +

∑
I∈B

qrn,π

I , (4)

qrn,π

I indicates the occupation number of the Ith outer molec-
ular orbitals, represented as collection B, with the same
symmetry as the orbital out of which the electron is ejected.
Typically, ZV

eff = 1 is employed for almost all molecular va-
lence orbitals considered in this work. However, for SO2,
the effective charges for 7a1 valence orbital is 3 due to the
existence of an outer 8a1 molecular orbital with an occupation
number of 2. The same situation applies to the 4b1 valence
orbital (due to the existence of an outer 5b1 orbital).

With this modification, the present GBEB electron impact
partial ionization cross section of an atomic electron in the
molecular orbital with binding energy εb is given by

σGBEB = 4πa2
0q

(εb/R)2(t + �t )

[
ln t

2

(
1 − 1

t2

)

+1 − 1

t
− ln t

t + 1

]
, (5)

where �t is given by Eq. (2).
We present the binding energy, kinetic energy, electron

occupation number, core effective charge number, and va-
lence effective charge number for diatomic molecules (SiH
and SiF) in Table I, triatomic molecules (H2O, SO2, and
CS2) in Table II, and polyatomic molecules (CH4, C2H4,
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TABLE II. Binding energy εb (eV), kinetic energy 〈p2/2m〉 (eV),
electron occupation number q, core effective charge numbers ZC

eff ,
and valence effective charge numbers ZV

eff for triatomic molecules
(H2O, SO2, and CS2). The lowest binding energies of each molecule
marked by an asterisk are experimental data [52].

Molecule Molecular orbital εb 〈p2/2m〉 q ZC
eff ZV

eff

H2O 2a1 36.81 71.18 2 7
1b2 19.44 48.69 2 1
3a1 15.92 58.45 2 1
1b1 12.61∗ 60.77 2 1

SO2 1b1 562.02 794.78 2 27
2a1 562.02 794.78 2 27
3a1 251.26 509.83 2 25
2b1 187.65 478.79 2 23
1b2 186.34 478.96 2 19
4a1 186.31 479.56 2 19
5a1 38.87 72.21 2 17
3b1 36.50 78.45 2 15
6a1 24.70 81.06 2 13
7a1 18.18 68.50 2 3
4b1 17.91 57.17 2 3
2b2 16.80 50.69 2 1
5b1 14.26 65.20 2 1
1a2 13.77 64.28 2 1
8a1 12.50∗ 57.36 2 1

CS2 2σg 310.70 436.27 2 33
2σu 246.20 509.11 2 29
3σg 246.20 509.13 2 29
3σu 182.59 478.09 2 25
4πg 182.59 478.10 2 25
1πg 181.29 478.88 4 17
1πu 181.29 478.88 4 17
5σg 30.38 54.89 2 15
4σu 27.60 62.25 2 13
6σg 18.68 62.69 2 11
5σu 15.80 56.70 2 1
2πu 14.04 37.66 4 1
2πg 10.07∗ 47.64 4 1

and C2H2) in Table III. The kinetic and binding energies of
molecular orbital were computed at the Hartree-Fock level
with the aug-cc-pvTz basis set for all the atoms. The molec-
ular orbital kinetic energies were computed with the PYSCF
quantum chemistry software [50], while the molecular orbital
binding energies were computed with the DIRAC23 [51] quan-
tum chemistry software using a nonrelativistic Hamiltonian
for consistency with the kinetic energy computation. In both
sets of calculations the convergence energy threshold for the
Hartree-Fock total energy was set to 10−10 Eh. Due to the
intrinsic limitations of the Hartree-Fock theory in modeling of
valence electron correlation effects, we use the experimental
ionization potentials for the lowest binding energies.

III. RESULTS AND DISCUSSIONS

A. Diatomic molecules

Figure 1 compares the present GBEB (aug-cc-pvTz) cal-
culated ionization cross sections of the diatomic molecules

TABLE III. Binding energy εb (eV), kinetic energy 〈p2/2m〉
(eV), electron occupation number q, core effective charge num-
bers ZC

eff , and valence effective charge numbers ZV
eff for polyatomic

molecules (CH4, C2H4, and C2H2). The lowest binding energies of
each molecule marked by an asterisk are experimental data [52].

Molecule Molecular orbital εb 〈p2/2m〉 q ZC
eff ZV

eff

CH4 1a1 305.03 435.83 2 9
2a1 25.66 33.02 2 7
1t2 14.80∗ 25.93 6 1

C2H4 2ag 28.02 40.36 2 9
2b2u 21.45 33.53 2 9
1b3u 17.47 25.18 2 1
3ag 15.93 34.73 2 1
1b1g 13.78 28.45 2 1
1b1u 10.51∗ 25.82 2 1

C2H2 1σg 306.04 435.22 2 11
1σu 305.93 436.35 2 11
2σg 28.07 48.53 2 9
2σu 20.84 32.79 2 7
3σg 18.51 33.37 2 1
1πu 11.40∗ 28.53 4 1

SiH and SiF with the BEB (u/3) results by Ali et al. [30]
and Hwang et al. [27]. The notation “u/3” means the ki-
netic energies of the valence molecular orbitals were scaled
by the highest atomic valence principal quantum number
n = 3. To show the limitations of the BEB model, we also
present the unscaled BEB reference data and our GBEB cross
sections with the molecular orbital kinetic and binding ener-
gies in Refs. [27,30]. These energies were computed at the
Hartree-Fock level with the 6-311G basis set. We labeled
these calculations as BEB (6-311G) and GBEB (6-311G),
respectively. In Fig. 1, we also compare the present results
with the existing experimental data by Hayes et al. [7] and
Tarnovsky et al. [10].

For the SiH molecule shown in Fig. 1(a), the GBEB (aug-
cc-pvTz) and the GBEB (6-311G) predictions are in good
agreement with the measurements by Tarnovsky et al. [10]
in the low incident energy region, while the BEB (u/3) re-
sults slightly overestimate the experimental data. The BEB
(6-311G) results underestimate the experimental data, and
this deviation increases as the incident energy approaches the
peak position. All theoretical predictions underestimate the
experimental data at incident energies greater than 80 eV. This
is probably due to the absence of multiple ionization contri-
butions, such as the ionization followed by the dissociative
autoionization. For the SiF molecule shown in Fig. 1(b), the
GBEB (aug-cc-pvTz) and the GBEB (6-311G) predictions
are in better agreement with the experimental data by Hayes
et al. [7] than the BEB (u/3) results for incident energies
above 50 eV. In this high-incident energy region, all theo-
retical results are within the error bars, except that the BEB
(6-311G) predictions underestimate the experimental data.
It is worth mentioning that small portions of Si Rydberg
atoms were produced in the experimental measurements by
Hayes et al. [7]. Due to the very large electron impact ioniza-
tion cross sections of these species, the Si+ signals detected
from Rydberg atom ionization in the electron beam were
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FIG. 1. Total ionization cross sections for diatomic molecules
(a) SiH and (b) SiF. The results of the present GBEB cross sec-
tions are shown and compared with the BEB calculations, black
solid line: GBEB (aug-cc-pvTz); black short dashed line: GBEB
(6-311G); blue dashed line: BEB (6-311G) [27,29,30]; purple dashed
dotted line: BEB (u/3) [27,29,30]. Comparison of the theoretical
results with the experimental data are also shown, red triangles:
Hayes et al. [7]; red squares: Tarnovsky et al. [10].

comparable to the Si+ signal detected from dissociative ion-
ization of SiF. This process may lead to an increase of the
measured electron impact ionization cross sections at low
incidence energy.

The comparison among the theoretical results in Fig. 1
shows large amount of similarities in these two molecules.
Our GBEB (aug-cc-pvTz) and the GBEB (6-311G) predic-
tions are close to each other, which indicates that both the
aug-cc-pvTz and 6-311G basis sets are capable of producing
reasonably good molecular orbital binding energies and ki-
netic energies. Although the aug-cc-pvTz basis set is larger
than 6-311G, it is well known that this basis set works well
in optimizing the electron-electron correlation energy. How-
ever, in BEB-based calculations, the first ionization potential
is taken from experimental data, and the correlation ener-

gies for the subvalence orbitals of these molecules shown in
Fig. 1 are not important. Therefore, the GEBE (aug-cc-pvTz)
and the GBEB (6-311G) results are in close agreement with
each other in spite of the different basis sets employed to
model the binding energies. The GBEB cross sections lie
between the BEB (u/3) and the BEB (6-311G) results at low-
incident energies and are slightly larger than these two BEB
estimations at high-incident energies. The BEB (u/3) model
produces the largest cross sections at low-incident energies
(sometimes overestimating the experimental data) due to the
use of reduced kinetic energies for molecular orbitals with the
lowest binding energies, while the BEB (6-311G) predictions
produce the smallest cross sections throughout the incident
energy range because it overestimates the acceleration ener-
gies of the incident electrons. All these models tend to overlap
at high-incident energies. Among these cross sections, the
GBEB predictions (without any ad hoc correction) are in
better agreement with the experimental data than the the BEB
(u/3) and BEB (6-311G).

B. Triatomic molecules

Figure 2 compares the present GBEB (aug-cc-pvTz) and
GBEB (6-311G) ionization cross sections of the triatomic
molecules H2O, SO2, and CS2 with the BEB (6-311G) and
BEB (u/3) results by Hwang et al. [27] and Kim et al. [29].
For the CS2 molecule, another two existing BEB calcula-
tions (BEB-AE and BEB-ECP) of Scott and Irikura [34] with
corrections (i) and (ii), respectively, are also shown. Unlike
other models, these two models include scaling parameters
that were chosen explicitly to minimize the root-mean-square
difference with respect to the experimental data by Rao et al.
[8] and Lindsay et al. [17]. In Fig. 2, we also compare the
present results with the existing experimental data by Cadez
et al. [6], Hayes et al. [7], Freund et al. [15], Rao et al. [8],
Basner et al. [9] (fast beam and mass spectrometer mea-
surements are represented by Basner-fb and Basner-ms,
respectively), Tarnovsky et al. [10], Lindsay et al. [12,17], and
Hudson et al. [18].

For the H2O molecule shown in Fig. 2(a), the two over-
lapped GBEB calculations are in good agreement with the
measurements by Bolorizadeh et al. [3] especially in the peak
region and for incident energies higher than 200 eV. While
the original BEB cross sections are generally closer to the
experimental data by Straub et al. [13]. Both the GBEB and
BEB results agrees with the experimental data by Rao et al.
[16] at low-incident energies below 20 eV. In the medium-
and high-energy regions, both GBEB and BEB are smaller
than the measurements. In Fig. 2(b), the GBEB (aug-cc-pvTz)
cross sections for the SO2 molecule are within the error bars of
the measurements by Basner et al. [9] and Lindsay et al. [12]
for all incident energies. In comparison to the experimental
data by Cadez et al. [6], our GBEB (aug-cc-pvTz) predic-
tions agree well with their measurements, except for incident
energies below 25 eV, while the GBEB (6-311G) results are
slightly lower than these measurements for the energies both
below 25 eV and above 100 eV. The BEB (u/3) results are in
good agreement with the experimental data by Basner et al.
[9], but underestimate the measurements by Cadez et al. [6]
and Lindsay et al. [12] for the high-incident energies. The
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FIG. 2. Total ionization cross sections for triatomic molecules
(a) H2O, (b) SO2, and (c) CS2. The results of the present GBEB
cross sections are shown and compared with the BEB calculations,
black solid line: present GBEB (aug-cc-pvTz); black short dashed
line: present GBEB (6-311G); blue dashed line: BEB (6-311G)
[27,29,30]; purple dashed dotted line: BEB (u/3) [27,29,30]; pink
short dashed dotted line: BEB-AE [18]; orange dashed dotted dotted
line: BEB-ECP [18]. Comparison of the theoretical results with the
experimental data are also shown, red stars: Cadez et al. [6]; blue
diamonds: Bolorizadeh et al. [3]; blue triangles: Freund et al. [15];
red circles: Rao et al. [8,16]; green triangles: Basner-fb et al. [9]; blue
circles: Basner-ms et al. [9]; black diamonds: Lindsay et al. [12,17];
green squares: Hudson et al. [18].

original BEB model using the 6-311G basis produces results
only within the error bars of the fast beam measurements by
Basner et al. [9]. If considering the experimental errors, the
GBEB (aug-cc-pvTz) cross sections show the best predic-
tions. For SO2, we notice a significant discrepancy between
the GBEB (aug-cc-pvTz) and GBEB (6-311G) results in the
region around 100 eV. We attribute these deviations to the
large subvalence electron correlation, which can be properly
described by the correlation-consistent basis set aug-cc-pvTz.

For the CS2 molecule, as can be seen in Fig. 2(c), the dif-
ferences among experimental results are obvious. The present
GBEB (aug-cc-pvTz) and GBEB (6-311G) results as well
as the BEB (u/3) results are in good agreement with the
measurements by Rao et al. [8] in the incident energy range
from about 50 to 250 eV. For low-incident energies, the GBEB
predictions and the BEB (6-311G) results agree with the ex-
perimental data by Rao et al. [8] and Hudson et al. [18], while
the BEB (u/3) results are in agreement with the measurements
by Freund et al. [15] and Lindsay et al. [17]. The scaling
parameters of the BEB-AE and BEB-ECP calculations are
determined by comparing with experimental data by Rao et al.
[8] and Lindsay et al. [17], which are generally larger than
other theoretical results. Therefore, the BEB-AE and BEB-
ECP model produced comparably larger cross sections than
other theoretical results. The parameter-free GBEB and BEB
predictions tend to overlap at high-incident energies because
the acceleration corrections affect the cross sections more
significantly in relatively low incident energies. The effect of
scaling parameters in the BEB (u/3) model can be estimated
from the comparison with the BEB-AE calculations, which
use the similar correction in high-energy range.

As seen from Fig. 2, the differences among theoretical
estimations in the total ionization cross sections increase with
the complexity of molecules. The slight improvement of the
GBEB cross sections compared to the BEB results for the H2O
molecule is only due to the inner core orbital 2a1. For simple
molecules consisting of atoms with Z < 10, the calculation re-
sults of GBEB do not differ much from the results of original
BEB model which has already successfully predicted the ion-
ization cross sections for simple molecules. The discrepancy
between the results of GBEB and BEB become larger if sulfur
(Z = 16) is included in the molecule. The BEB (6-311G)
results are the lowest in magnitude due to the overestimation
of the acceleration energies of the incident electrons. The BEB
(u/3) cross sections are larger in the low-energy range since
the employed scaling factor reduces the energies of a few
molecular orbitals with small binding energies. Nonetheless,
the discrepancy between theoretical calculations and experi-
mental measurements still needs further consideration.

C. Polyatomic molecules

Figure 3 compares the present GBEB (aug-cc-pvTz) and
the GBEB (6-311G) calculated ionization cross sections of
the polyatomic molecules CH4, C2H4, and C2H2 with the BEB
(6-311G) results by Hwang et al. [27] and Kim et al. [31]. Due
to the improvements in the acceleration correction, GBEB
results are generally larger in magnitude than the original BEB
calculations. In Fig. 3, we also compare the present results
with the existing experimental data by Rapp et al. [2], Schram
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FIG. 3. Total ionization cross sections for polyatomic molecules
(a) CH4, (b) C2H4, and (c) C2H2. The results of the present GBEB
cross sections are shown and compared with the BEB calculations,
black solid line: present GBEB (aug-cc-pvTz); black short dashed
line: present GBEB (6-311G); blue dashed line: BEB (6-311G)
[27,31]. Comparison of the theoretical results with the experimental
data are also shown, green squares: Rapp et al. [2]; blue triangles:
Schram et al. [5]; red diamonds: Duric et al. [4]; orange stars: Zheng
et al. [11]; red stars: Song et al. [14].

et al. [5], Bolorizadeh et al. [3], Duric et al. [4], Rao et al.
[16], Zheng et al. [11], Straub et al. [13], and Song et al. [14].

For the CH4 molecule shown in Fig. 3(a), two curves of
the GBEB (aug-cc-pvTz) and the GBEB (6-311G) cross sec-
tions completely merge. This behavior appears because the
experimental binding energies are used for the single bonding
orbital in both of these two calculations. The GBEB predic-
tions are slightly larger than the BEB (6-311G) estimations
due to the improvement of the partial cross sections for core
orbital ionization. The GBEB cross sections are generally
in better agreement with the existing experimental measure-
ments [2,4,5,14] than the BEB (6-311G) results. The BEB
(6-311G) results are lower than the GBEB predictions because
they overestimate the kinetic energies gained by the incident
electron for core orbital ionization. In Fig. 3(b), the GBEB
(aug-cc-pvTz) results are slightly higher than the GBEB (6-
311G) calculations due to the relatively large correlation
energies for the sub-valence orbitals in the C2H4 molecule.
The GBEB cross sections are within the error bars of the
measurements by Schram et al. [5] and in better agreement
with experimental data than the BEB calculations by Kim
et al. [31]. In Fig. 3(c), the GBEB cross sections for the C2H2

molecule also show better agreement with the experimental
data by Rapp et al. [2] than the original BEB cross sections by
Hwang et al. [27], especially in the peak value. For large
incident energies, all theoretical results slightly underestimate
the experimental data by Zheng et al. [11].

Through the comparison of theoretical results, for the CH4

molecule the two curves of the GBEB cross sections com-
pletely merge, and for the C2H4 and C2H2 molecules the
differences between the GBEB (aug-cc-pvTz) and the GBEB
(6-311G) are not obvious because the correlation effect in
the subvalence orbital is weak. The discrepancy between the
GBEB and BEB predictions is small for the CH4 molecule.
For C2H4 and C2H2 with double and triple bond valence,
respectively, the discrepancies tend to increase.

By increasing the complexity of target molecules, dif-
ference between the original BEB results and experimental
measurements becomes more pronounced. The difference
can be even larger when the component atoms have larger
atomic numbers. In the absence of experimental data for the
complex molecular targets, the corrections used in previous
BEB research are difficult to implement. The present GBEB
model will be of great use for practical prediction of the
electron impact single ionization cross sections of complex
molecules.

IV. CONCLUSION

In this work, we improved the BEB model for the
electron-impact ionization cross sections of molecules by
incorporating a physically suggested acceleration correction
into the molecular orbitals from which the electron is ionized.
This correction determined the effective charge seen by the
ejected electron. We tested our model on some molecular tar-
gets with complexity increasing from diatomic to polyatomic
molecules. The calculated total ionization cross sections are
in better agreement with the experimental data than those
predicted by the original BEB models. The effectiveness
of the improved GBEB was thus demonstrated. The total
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ionization cross sections of molecules containing atoms with
Z > 10 could be predicted by the GBEB model without any
ad hoc corrections. In our future work, we will consider
how to obtain the contribution from processes involving in-
termediate autoionization states to the total ionization cross
section.
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