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Electronic stopping of protons in magnesium from first principles
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The electronic energy loss rate from an energetic proton to electrons of an alkali metal magnesium (Mg) is
investigated using real-time time-dependent density functional theory. Nonequilibrium simulations under various
impact geometries are conducted to elucidate the role of the impact parameter in the dissipation mechanism.
Unlike electronic stopping, which is significantly underestimated under channeling trajectories in the velocity
regime around and above the stopping maximum, the predicted electronic stopping along the off-channeling
trajectory, which explicitly accounts for the occasionally strong interaction with tightly bound inner-shell
electrons, demonstrates quite satisfactory agreement with the experimental data throughout the velocity regime
considered. This suggests that the impact parameter plays a crucial role when inner-shell excitation is concerned.
Moreover, we conduct a quantitative analysis of the effect of the impact parameter on the electronic excitation
in specific bands. An important conclusion drawn is that reducing the impact parameter significantly increases
the intensity of the inner-shell excitation, especially for regimes around and above the stopping maximum, and
it would also shift the excitation threshold to a lower velocity.
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I. INTRODUCTION

The electronic energy loss of an irradiating ion in con-
densed matter is a fundamental quantity that governs the
deposited heat, damage profile, and implantation depth. The
physical characteristics of particle bombardment are essen-
tial issues in many modern technologies, including nuclear
fission/fusion reactors [1,2], outer space exploration [3],
medical ion therapy [4,5], ion implantation [6], material mod-
ification [7], and ion detection [8]. The electronic energy
loss rate, a more general quantity, is defined as the kinetic
energy lost per unit path length and has the dimensions of
force. It is denoted as the stopping power, which consists
of two components: the nuclear stopping power Sn resulting
from elastic collisions with the nuclei of the target, and the
electronic stopping power Se attributed to the excitation of the
electrons of the target. Notably, the ratio of inertia between
the electron and nucleus is rather small, making the electron
more responsive to impact. Consequently, in velocity regimes
with electronic excitation significantly involved, the kinetic
energy of the ion is predominantly lost electronically during
the initial stages of collision.

Despite a long history, a comprehensive understanding of
electronic stopping for all ion-solid collisions across all veloc-
ity regimes remains elusive. Light ion irradiation is relatively
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well understood, as the simple electronic configuration of
the projectile allows for a focus on the underlying physical
mechanisms involved in the target material excitation. Nev-
ertheless, perhaps the most sophisticated investigation into
electronic stopping resides in the velocity regime well above
the target Fermi velocity, where the bound electrons on an
irradiating ion are fully stripped [9,10], and the analytical
models such as the Bethe-Bloch theory [11,12] and Lindhard-
Winther theory [13] permit electronic stopping predictions
with high accuracy.

In the regime of relatively low velocity, where electronic
screening by bound electrons is concerned, the analytical
models and their subsequent refinements [11–15] exhibit only
limited applicability. This is attributed to their reliance on
ambiguous parameters, such as the projectile charge or elec-
tron density, which not only possess multiple meaningful
definitions but may also dynamically evolve during the pro-
jectile’s transit [16]. The emergence of density functional
theory (DFT) enables the direct extraction of key parameters,
such as the electron density and screened potential, from
first-principles theories in a self-consistent manner [17–20].
Notably, the recent advancement of time-dependent density
functional theory (TDDFT) captures the transient nature of
the electron density and screened potential during ion-target
interactions [21–26].

In the early stages of the development of fully first-
principles nonequilibrium TDDFT calculations for electronic
stopping, significant efforts were dedicated to investigating
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the electronic stopping of slow ions (with velocities below
the Bohr velocity) [21,25,27–30]. The electronic excitations
induced by slow ions predominantly arise from the weakly
bound valence shell. In recent years, nonequilibrium TDDFT
has also demonstrated a considerable potential to predict elec-
tronic stopping even for higher-velocity regimes around and
above the stopping maximum [26,31–37], with the inclusion
of deep-lying inner-shell configurations.

As the inner-shell excitation is involved, it becomes crucial
to take the impact parameter into account, considering the
localization of the core electron distribution. As per previous
studies [34,35,38–40], in the high-velocity regime generally
around and above the stopping maximum, the channeling
impact geometry, which restricts the irradiating ion from
closely interacting with the tightly bound host electrons,
tends to underestimate the electronic stopping. Conversely,
off-channeling geometry can consistently yield satisfactory
results. Despite the importance of the impact parameter in
electronic stopping with the inner-shell excitation concerned,
quantitative ab initio research about the impact parameter
dependence of the electronic excitation in a specific band is
lacking.

In this article, we employ TDDFT in combination with
Ehrenfest molecular dynamics (EMD) [41], to investigate the
energy loss rate of a proton in magnesium (Mg) across a broad
range of velocities. Additionally, we conduct a quantitative
analysis of impact-parameter-dependent electron excitation in
specific bands. Our primary objective is not only to provide
an accurate prediction of the electronic stopping for protons
in Mg but also to clarify the underlying physical mechanism
by examining the influence of the impact parameter on elec-
tronic excitation. The remainder of this article is organized
as follows: In Sec. II, we provide a brief overview of the
theoretical framework and computational methods. Results
are presented and discussed in Sec. III, where we focus on two
main aspects: first, the presentation of the electronic stopping
for various impact geometries in Sec. III A, and second, an
in-depth discussion of the impact-parameter-dependent elec-
tronic excitation for a broad range of velocities in Sec. III B.
Finally, conclusions are drawn in Sec. IV.

II. MODEL AND METHODS

During the course of the simulation, the energy trans-
ferred to the host electronic system from incident protons
is monitored. For simplicity, and since the Se is a velocity-
resolved quantity, the intruder is constrained to move at a
given velocity, and the excess in total system energy is used in
determining the electronic stopping. First, a ground-state DFT
calculation is performed to acquire the converged static state
of the host Mg atoms and a doped hydrogen atom. Then in
the TDDFT simulation, hydrogen ions are set to move with
given velocities. The time-dependent Kohn-Sham (TDKS)
equation describes the evolution of the electron density and
energy of the system, due to the dynamics of effective single-
particle states under the external potential generated by the
incident and host nuclei. These states evolve in time with
a self-consistent Hamiltonian that is a function of electron
density n(�r, t ), using the approximated enforced time-reversal

symmetry (AETRS) method [42]:

ih̄
∂ϕi(�r, t )

∂t
=

{
− h̄2∇2

2m
− VKS[n(�r, t )]

}
ϕi(�r, t ). (1)

Here, ϕi is the single-particle KS orbital evolving in the time-
dependent effective potential VKS which is a functional of the
instantaneous electron density,

n(�r, t ) =
occ∑
i=1

|ϕi(�r, t )|2. (2)

The ionic motions of the target nuclei are neglected by fix-
ing them in their equilibrium positions, given their velocity
and movement are anticipated to experience only marginal
changes during the transient interaction [43].

The simulations are performed using the OCTOPUS ab ini-
tio real-space code [44,45]. In this study, no basis set is
employed. The external potential, electron density, and KS
orbitals are discretized in a set of mesh grid points with a
uniform spacing of 0.18 Å along the three spatial coordinates
within the simulation box. Such mesh fineness corresponds to
an energy cutoff of approximately 1160.59 eV in the plane-
wave basis. A small time step of 0.001 fs is employed to
ensure the stability of the time-dependent calculations. Using
smaller time steps and grid spacings in simulations yields
essentially identical results. The pseudopotential, specifically
Mg10([core]22s22p63s2), with the K shell frozen in an ionic
core and the other ten outer electrons explicitly included, is
employed in this study. Such a practice makes no impact on
the findings of this work, as the velocity regime considered
is far from the excitation threshold of the 1s electrons. Both
the projectile H and host Mg atoms in the present work are
represented by scalar-relativistic nonlocal pseudopotentials,
factorized in the Kleinman-Bylander form [46].

Periodic boundary conditions, in conjunction with the
Ewald summation method [47,48], are employed throughout
this study. A 4 × 4 × 4 supercell consisting of 128 Mg atoms
is selected to represent the target size. The lattice parameters
used in this work are a = b = 3.21 Å, c = 5.21 Å, α = β =
90◦, γ = 120◦, identical to the experimental values [49]. Only
a single k point (�) is employed for the integration of the
Brillouin zone.

The electronic stopping calculations using TDDFT are
conducted for both channeling and off-channeling geometries.
For the channeling scenarios, the center channeling as well
as the “centroid” channeling proposed in Refs. [32,36,50] are
adopted. In the off-channeling scenario, the projectile adopts
a random trajectory direction within the host crystal, yielding
an occasionally strong interaction between the projectile and
the tightly bound electrons of the host atoms. Instead of calcu-
lating a classical ensemble average of projectile trajectories,
a single long simulation as suggested by Schleife [35] is
employed, which explores a wide range of impact parameters
and thus densities. A “random direction” [0.543,0.313,0.779]
(given normalized here) that is incommensurate with the crys-
tal directions is utilized.

The key parameter Se is extracted by performing a linear
fit on the increase in total system energy. The evolution of the
increase in the total energy of the system with a displacement
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Displacement

FIG. 1. The increase in the total energy of the system due to
channeling protons with a velocity of 1.0 a.u. as a function of pro-
jectile displacement along the center and centroid trajectories in the
〈100〉 channel. The upper inset displays a sketch of the center and
centroid trajectories (denoted by blue and red points, respectively).
The centroid trajectory denotes the channeling along the centroid of
a triangle formed by the center of the channel, an edge atom of the
channel, and the midpoint between the edge atom and the adjacent
edge atom. The lower inset illustrates the atom layers along the 〈100〉
direction.

of the projectile for channeling and off-channeling trajectories
is presented in Figs. 1 and 2, respectively. To mitigate the
influence of the wake potential induced by the reentry of the
simulation cell along the same trajectory, the channeling Se

data are extracted by a linear fitting of the increase in the total
system energy within one times a supercell thickness of about
17.1 Å, from which a kink with a length of 2 Å induced by the
sudden movement at the beginning of the TDDFT simulation
is removed.

For off-channeling geometry, the projectile does not reen-
ter the simulation cell on the same trajectory each time,
resulting in less influence from the wake potential compared
to the channeling geometry. The calculated Se for the off-
channeling case is extracted by a linear fitting of the increase

Displacement

FIG. 2. The increase in the total energy of the system due to
protons with a velocity of 1.0 a.u. as a function of the projectile’s
displacement along the off-channeling trajectory.

FIG. 3. Electronic stopping for center and centroid channeling
(black open triangles and circles), as well as off-channeling protons
(black open squares) as a function of velocity, together with the
stopping and range of ions in matter (SRIM-2013) predictions (red
solid line), and experimental data (solid symbols) by Fischer [51]
and Bergsmann [52].

in the total system energy over a long trajectory spanning
about 290 Å. The peaks in Fig. 2 represent close encounters
with the host nuclei, and their magnitudes reflect the prox-
imity between the projectile and host nuclei. As shown, the
off-channeling geometry explores a significantly larger range
of impact parameters compared to the channeling geometry,
ensuring the randomness of the ion track to a large extent.

III. RESULTS AND DISCUSSION

A. Electronic stopping for random and channeling
impact geometries

We present in Fig. 3 the simulated Se results for the motion
of proton in the velocity regime 0.1–6.0 a.u. along both the
center and centroid channeling, as well as the off-channeling
trajectories. The experimental data by Fischer [51] and Bergs-
mann [52] are also presented for comparison. It can be seen
that for all impact geometries, the calculated results exhibit
excellent agreements with the experimental data within the
velocity regime below v < 1.0 a.u. As reported by Ullah
et al. [21], in the low-velocity regime the impact parameter
has a minor influence on the electronic energy loss, except
for very slight impact parameters where the ion trajectory
closely passes the host atoms. The agreement between the
calculated results in the low-velocity regime for the center and
centroid channeling trajectories, where close collisions with
the host atoms are avoided, corroborates the conclusion drawn
by Ullah et al. [21].

As the impact velocity increases, the Se value for center
channeling begins to underestimate the experimental data,
with the simulated result being approximately 61% lower than
the experimental data at v = 5.0 a.u.. For centroid channeling,
the agreement between the calculated results and experimen-
tal data extends nearly up to the stopping maximum, which
validates the legitimacy of the “centroid” impact geometry
in velocity regimes below the stopping maximum. However,
beyond the stopping maximum, the calculated results for the
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“centroid” impact geometry also significantly underestimate
the experimental data, with the simulated result being approx-
imately 36% lower than the experimental data at v = 5.0 a.u.

For the off-channeling geometry, the calculated results
for the velocity regime above the stopping maximum show
a significant improvement, and there is excellent agreement
with experimental data throughout the velocity regime consid-
ered. This indicates the occasional strong interaction with the
tightly bound inner-shell electron contributes significantly to
the electronic stopping in the high-velocity regime. According
to the reports by Lohmann and collaborators [53–55], the
enhancement in electronic stopping for off-channeling impact
geometry can be attributed to the higher charge states due to
the reionization of the captured electron on the projectile and
also electron promotion, that only occurs in close interactions
with the host atoms.

From the above analysis, we conclude that, in contrast
to the low-velocity regime, the impact parameter plays a
crucial role in determining the electronic stopping in the
high-velocity regime. To illustrate this point quantitatively, we
investigate the impact-parameter-dependent electronic excita-
tion in the target in the following section.

B. Impact-parameter-dependent electronic excitation

Here, we demonstrate the electronic excitation in a specific
band for ion-solid collisions under channeling conditions, em-
ploying five distinct impact parameters. First, we compute the
time-dependent occupation of electronic states Cocc, which is
derived by projecting all time-dependent Kohn-Sham wave
functions ψn(t ) onto the ground-state Kohn-Sham orbitals ϕi

as [27,56]

Cocc(εi ) =
∑

n

|〈ϕi|ψn(t )〉|2, (3)

where εi is the eigenvalue of ϕi. Then, the total number of
excited electrons is obtained as

N =
εi<EF∑

i

[Oocc(εi ) − Cocc(εi )]δ(ε − εi ), (4)

where Oocc(εi ) is the occupation of the ground-state Kohn-
Sham orbitals ϕi.

Under varying impact parameter conditions, we examine
the velocity-resolved number of electrons excited from the va-
lence 3s band, as well as from the low-lying 2p and 2s bands.
They are derived by subtracting the ground-state occupation
distribution from the occupied state distribution after the pro-
jectile passing through the length of one times of the supercell
length along the 〈100〉 direction, according to Eq. (4). The
results for specific band excitation are presented in Fig. 4.
As observed in Fig. 4(a), in the low-velocity regime below
v < 1.0 a.u., the electronic excitation in the valence 3s band
exhibits minor differences for different impact geometries.
This finding is consistent with the electronic stopping of the
center and centroid channeling geometries that, with varied
but relatively large impact parameters, exhibits a similar mag-
nitude. However, for the low-impact parameters (trajectories 1
and 2) shown in Figs. 4(b) and 4(c), the inner-shell excitations
are pronounced even in the low-velocity regime, and such a
result corroborates the report by Ullah et al. [21] that in the

FIG. 4. Velocity-resolved number of excited 3s, 2p, and 2s elec-
trons [shown in (a)–(c), respectively] after an ion-target collision
with different impact parameters. The inset depicts the schematic of
the employed impact geometries, wherein we adopt five trajectories
with equal spacing from the center of the 〈100〉 channel to the
edge atom’s position. The impact parameters for trajectories 1–5 are
0.3706, 0.7412, 1.1118, 1.4824, and 1.8530 Å, respectively.

low-velocity regime the impact parameter only plays a minor
role, except at a very low-impact parameter.

In the high-velocity regime, the excitations in the valence
band decrease due to a significant reduction in interaction
time [57]. However, there is a pronounced enhancement for
the excitation in the deep-lying 2p and 2s bands, particularly
for collisions with very low-impact parameters. This can be
rationalized by the fact that electrons in specific shells can
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FIG. 5. Trajectory-dependent number of excited 2p and 2s elec-
trons for a projectile with a velocity of v = 2.5 a.u.

only be effectively excited when the projectile approaches the
average electronic velocity in this shell [58].

To depict the trend of impact-parameter-dependent inner-
shell excitation, we demonstrate in Fig. 5 the number of 2p
and 2s electrons excited in ion-target collisions with different
impact parameters for a projectile with a velocity of 2.5 a.u.
Significant attenuation in the excitation of 2p and 2s electrons
can be found as the impact parameter increases, and such a
result is consistent with the finding in our previous work that
an inner-shell excitation is quite a localized phenomenon, and
it can only occur when the projectile encounters host nuclei
that are close enough [59]. For instance, the magnitude of 2p
excitation at a velocity of 2.5 a.u for trajectory 1 decreases to
45% at trajectory 2, and trajectory 4 only accounts for 8% of
that of trajectory 1. This result indicates that the inner-shell
excitation is intimately related to the impact geometry and the
efficiency increases sharply with the decrease of the impact
parameter. Regarding the contributions of specific band exci-
tations to the electronic stopping in the high-velocity regime,
although the valence 3s band excitation is dominant, the ex-
citation of deep-lying 2p and 2s bands is also pronounced
in low-impact parameter scenarios. Particularly, the energies
dissipated during the excitation of deep-lying 2p and 2s bands
are much higher than that of a valence band, making them
indispensable in determining electronic stopping.

From the above discussion, it can be concluded that inner-
shell excitation is crucial in the high-velocity regime, and
it can only be effectively activated under low-impact pa-
rameter conditions. Considering the collision simulations for
the center and centroid channeling impact geometries, which
with relatively large impact parameters, overlook the excita-
tion tightly bound inner-shell electron to a large extent, we
find they would inevitably underestimate the electronic stop-
ping in a high-velocity regime. Conversely, off-channeling,
which captures the close interaction between the projectile
and deep-lying electrons, achieves a rather good agreement
with experimental data.

It is noted that no threshold is observed for valence-band
excitations, so this result is anticipated given the absence of a
band gap for metal Mg, while for deep-lying 2p and 2s band

excitation, impact-parameter-dependent thresholds are found.
We estimate the electronic excitation thresholds of the deep-
lying 2p and 2s configurations through the method suggested
in Ref. [38],

vth = �E

2h̄kF
, (5)

where �E represents the offset of the specific band, which
corresponds to the interval between the up edge of the specific
band and the Fermi energy level of Mg. The Fermi wave vec-
tor can be quantified as kF = 1.92/rs, where rs = 1.34 a.u. for
the effective uniform electron gas encompassing the valence
3s electrons of Mg. Based on the above equation, we estimate
the velocity threshold for 2p and 2s bands with �E = 32 and
71 eV, respectively, at vth = 0.82 and 1.71 a.u., respectively.

Based on the results of TDDFT simulations presented in
Figs. 4(b) and 4(c), the thresholds for relatively large im-
pact parameters (trajectories 4 and 5) are close to the values
predicted by Eq. (5) for both 2p and 2s band excitations.
However, for low-impact parameters, the predicted thresholds
by TDDFT are notably lower than that predicted by Eq. (5).
For this, we interpret that other electronic processes, which go
beyond direct excitation, such as a shift in the band structure
and charge exchange, are involved in collisions with very low
impact parameters.

IV. CONCLUSIONS

We report theoretical research from first principles of the
nonadiabatic interaction of a proton with Mg in a wide range
of velocities for various impact geometries. Electronic stop-
ping under channeling impact geometries, which overlooks
the excitation of tightly bound inner-shell electrons to a large
extent, is found to significantly underestimate the experimen-
tal data in the high-velocity regime. However, the simulations
along the off-channeling trajectory, which explicitly takes into
account the occasionally strong interaction with tightly bound
inner-shell electrons, reproduce the experimental data rather
well throughout the velocity regime considered. These results
suggest that the impact parameter plays a crucial role when
inner-shell excitation is concerned. To elucidate this point, we
conduct a quantitative analysis of the effect of impact param-
eter on the electronic excitation of a specific band. Our results
reveal that, in the high-velocity regime, inner-shell excitation
exerts a significant influence on the electronic stopping power,
which can only be effectively activated at very low-impact
parameters. Additionally, we observe that reducing the impact
parameter shifts the excitation threshold to lower velocities.
This work provides guidance for the accurate prediction of
electron stopping power and the rational design of experi-
ments.
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[53] S. Lohmann, R. Holeňák, and D. Primetzhofer, Phys. Rev. A

102, 062803 (2020).
[54] S. Lohmann and D. Primetzhofer, Phys. Rev. Lett. 124, 096601

(2020).
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