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Robustness of quantum algorithms against coherent control errors
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Coherent control errors, for which ideal Hamiltonians are perturbed by unknown multiplicative noise terms,
are a major obstacle for reliable quantum computing. In this paper we present a framework for analyzing the
robustness of quantum algorithms against coherent control errors using Lipschitz bounds. We derive worst-
case fidelity bounds which show that the resilience against coherent control errors is mainly influenced by the
norms of the Hamiltonians generating the individual gates. These bounds are explicitly computable even for
large circuits and they can be used to guarantee fault tolerance via threshold theorems. Moreover, we apply
our theoretical framework to derive a guideline for robust quantum algorithm design and transpilation, which
amounts to reducing the norms of the Hamiltonians. Using the three-qubit quantum Fourier transform as an
example application, we demonstrate that this guideline targets robustness more effectively than existing ones
based on circuit depth or gate count. Furthermore, we apply our framework to study the effect of parameter
regularization in variational quantum algorithms. The practicality of the theoretical results is demonstrated via
implementations in simulation and on a quantum computer.
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I. INTRODUCTION

Quantum computing has emerged as a powerful tool to
overcome limitations of classical computing and solve prob-
lems that were previously intractable. Much research has
been devoted to developing algorithms which yield prov-
able speedups over their classical counterparts, including,
e.g., integer factoring [1] and search algorithms [2]. How-
ever, successful practical implementation of these algorithms
for relevant problem sizes often requires large circuits with
many reliable qubits and gates, which are not available in the
current noisy intermediate-scale quantum (NISQ) era [3]. In
particular, current quantum circuits are affected by significant
amounts of noise, which poses a key challenge for demon-
strating any quantum advantage.

Noise occurring on quantum devices can be categorized
into decoherent vs coherent errors. An error is coherent if it
can be written as a unitary operator and is decoherent other-
wise. In this paper we deal with coherent control errors, which
are an important type of coherent errors. Mathematically, a
coherent control error can be described as a perturbation

e−i(1+ε)H = e−iH e−iεH (1)

of an ideal quantum gate e−iH , where H = H† is the Hamil-
tonian generating the gate. Further, ε ∈ R is an unknown,
possibly stochastic and/or time-varying noise term. On the
hardware level, such errors can be caused by imprecise classi-
cal control, e.g., due to miscalibration or imperfect actuation.
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Coherent control errors have been recognized as a crucial
error source on current quantum hardware [4–6]. As a re-
sult, different approaches have been proposed to study and
compensate for coherent control errors, e.g., using composite
pulses [7–10], dynamically error-corrected gates [11], quan-
tum error correction [12–16], randomized compiling [17],
gate set tomography [18], hidden inverses [19], and ex-
perimental calibration [20]. Although independent coherent
control errors are particularly detrimental [4], the majority of
the above approaches focus on systematic errors, i.e., errors
where the precise value of ε in (1) is constant in time and
among the gates.

In this paper we develop a framework for analyzing the
robustness of quantum algorithms against coherent control
errors based on Lipschitz bounds. We provide theoretical in-
sights into the effect of such errors, which can be used to
quantitatively assess and improve the inherent robustness of
quantum algorithms. Let us put forth our framework with an
illustrative example depicted in Fig. 1. Suppose we want to
apply the sequence of rotations

Uideal = Rz

(π

4

)
Ry

(π

2

)
(2)

to |0〉, where Ry(θy) denotes the rotation around the y axis with
angle θy and similarly for Rz(θz). Alternatively, the same final
state can be reached (modulo a global phase) by applying

U ′
ideal = Rz

(
−3π

4

)
Ry

(
−π

2

)
(3)

to |0〉. Figure 1 shows the evolution of both quantum circuits.
We see that both circuits produce the same final state |ψ̂〉 if
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FIG. 1. Evolution of the quantum state resulting from applying
Uideal = Rz( π

4 )Ry( π

2 ) (blue dotted line) and U ′
ideal = Rz(− 3π

4 )Ry(− π

2 )
(red dashed line) to |0〉. Additionally, the final states for random
realizations of coherent control errors are shown for both circuits (in
blue and red, respectively).

there is no noise. From a purely computational or algebraic
perspective, it is not immediately obvious which of the two is
preferable, e.g., both use the same gate sets (y and z rotations)
and both have the same gate count and circuit depth.

Let us now compare these circuits in terms of robustness.
More precisely, we assume that all involved gates are affected
by independent coherent control errors, i.e., rather than Ry(θy)
and Rz(θz), we can only implement

Ry(θy(1 + εy)) = e−i(1+εy )(1/2)θyY , (4)

Rz(θz(1 + εz)) = e−i(1+εz )(1/2)θzZ , (5)

where ε = (εy, εz) ∈ R2 contains unknown noise terms as in
(1). Figure 1 shows the final states when applying each of the
two unitaries

Unoisy(ε) = Rz

(π

4
(1 + εz)

)
Ry

(π

2
(1 + εy)

)
(6)

and

U ′
noisy(ε′) = Rz

(
−3π

4
(1 + ε′

z)

)
Ry

(
−π

2
(1 + ε′

y)
)

(7)

to |0〉 for 500 different values of ε, ε′ ∈ R2, which
are randomly sampled from a uniform distribution over
[−0.2, 0.2] × [−0.2, 0.2].

While the circuits Uideal and U ′
ideal are identical in the ab-

sence of noise, the coherent control errors cause a substantial
difference. In particular, U ′

noisy is affected by a significantly
larger over- or underrotation around the z axis in comparison
to Unoisy. We can also make a quantitative comparison by
computing the fidelity of each perturbed final state |ψ̃〉 with
respect to the ideal one |ψ̂〉, i.e., | 〈ψ̃ |ψ̂〉 |, and by determining
the minimum fidelity over all 500 noise realizations. The
resulting value for Unoisy is 0.985, whereas U ′

noisy yields a min-
imum fidelity of 0.965. This shows that the loss of fidelity of
U ′

noisy due to the worst-case realization of the coherent control

error is more than twice as large as that of Unoisy, i.e., the
latter circuit is significantly more robust against such errors.
The results presented in this paper allow us to explain this
observation and much more general scenarios by precisely
quantifying the robustness of quantum algorithms depending
on the involved gates.

A. Contribution

In this paper we develop a framework for robustness anal-
ysis of quantum algorithms against coherent control errors.
More precisely, we use Lipschitz bounds to derive worst-case
fidelity bounds against coherent control errors, which depend
only on the components of the given circuit and are explicitly
computable. In particular, we show that the resilience of a
circuit against coherent control errors mainly depends on the
norms of the Hamiltonians as well as on the coupling between
sequentially applied gates. The presented results are applica-
ble under rather general conditions: We allow for independent
noise terms affecting the gates and for arbitrary unitaries
defining the gates and we do not require any assumptions
about the nature of the noise, e.g., being sufficiently small or
drawn from a specific probability distribution.

We apply our theoretical framework to the following prob-
lems. First, we derive explicit worst-case bounds for coherent
control errors, which can be used in quantum error correction
(QEC) threshold theorems. Moreover, we propose a guideline
for robust quantum algorithm design and transpilation, which
amounts to reducing the norms of the involved Hamiltonians.
The norms of the Hamiltonians can provide a more accurate
robustness measure than existing ones based on circuit depth
or gate count as commonly used in the literature on circuit
optimization and transpilation [21–28]. Thus, the proposed
guideline leads to quantum circuits which are inherently more
robust against coherent control errors and thereby more easily
implementable in the near term. We illustrate this principle
by studying the robustness of the three-qubit quantum Fourier
transform (QFT) when transpiled into different elementary
gate sets. Finally, we apply our results to variational quantum
algorithms (VQAs), where we show that parameter regulariza-
tion improves the robustness against coherent control errors.
Our theoretical findings are confirmed by simulations and
with an implementation on the ibm_nairobi quantum com-
puter [29].

B. Outline

In Sec. II we derive worst-case fidelity bounds for quantum
circuits affected by coherent control errors based on Lipschitz
bounds. These theoretical results are connected to threshold
theorems for fault-tolerant quantum computing (Sec. III) and
they are used to derive a guideline for robust quantum algo-
rithm design and transpilation (Sec. IV). In Sec. V we use
our framework to analyze the robustness of different elemen-
tary gate decompositions of the three-qubit QFT. Section VI
contains a validation of our results on a quantum computer
and Sec. VII addresses parameter regularization in VQAs. We
summarize the paper in Sec. VIII. The source code for all of
the performed experiments is publicly accessible on GitHub
[30].
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FIG. 2. Ideal and noisy quantum circuits.

C. Notation

We write ‖x‖p for the p-norm of a vector x ∈ CN and ‖A‖2

for the induced 2-norm (i.e., the maximum singular value) of a
matrix A ∈ CN×N . Further, the maximum eigenvalue of a Her-
mitian matrix A = A† is denoted by λmax(A). We denote the
N-dimensional identity matrix by IN and the N-dimensional
unitary group by UN .

II. WORST-CASE BOUNDS FOR COHERENT
CONTROL ERRORS

Consider the ideal quantum circuit

|ψ̂〉 = Û1 · · · ÛN |ψ0〉 , (8)

consisting of N unitary operators Ûi ∈ U2n
acting on the initial

state |ψ0〉 [cf. Fig. 2(a)]. These unitaries can also be written as
Ûi = e−iH , where the Hamiltonian Hi = H†

i generates the gate
Ûi. When the above circuit is implemented on a real quantum
computer, it will experience errors. In this paper we focus on
coherent control errors for which the perturbed circuit

|ψ (ε)〉 = U1(ε1) · · ·UN (εN ) |ψ0〉 (9)

shown in Fig. 2(b) is executed, where the noisy gates Ui(εi )
take the form

Ui(εi ) = e−i(1+εi )Hi . (10)

Here εi are the components of a real-valued noise vector ε ∈
RN . The noisy quantum circuit (9) is related to the noise-free
one (8) by setting the noise to zero, i.e., Ui(0) = Ûi for i =
1, . . . , N such that |ψ (0)〉 = |ψ̂〉.

Throughout the paper, we assume that the size of the
noise is bounded by some scalar ε̄ > 0, i.e., |εi| � ε̄ for i =
1, . . . , N or equivalently ‖ε‖∞ � ε̄. Beyond the existence of
such a bound, we make no further assumptions. In particular,
we do not assume that the errors are identical, i.e., that εi = ε j

for i �= j, or that the bound ε̄ is sufficiently small (both are
common assumptions, e.g., in the literature on composite
pulses [7,8,10]). We also do not assume that the coherent
control errors follow certain statistics as, e.g., assumed in [31]
in the context of quantum reinforcement learning.

In this section we derive worst-case fidelity bounds for
the noisy quantum circuit (9) based on Lipschitz bounds. To
this end, we first show in Sec. II A that a Lipschitz bound
of the map ε 	→ |ψ (ε)〉 implies a worst-case fidelity bound.
Next we derive Lipschitz bounds based on the norms of the
Hamiltonians (Sec. II B) and based on the coupling between
subsequent gates (Sec. II C).

A. Worst-case fidelity bounds via Lipschitz bounds

Consider the following problem of bounding the worst-
case fidelity of (9) [32].

Problem 1. Given ε̄ � 0, find M(ε̄) � 0 such that, for any
ε ∈ RN with ‖ε‖∞ � ε̄ and any initial state |ψ0〉, it holds that

| 〈ψ (ε)|ψ̂〉 | � 1 − M(ε̄). (11)

The bound (11) quantifies the loss of fidelity due to the
noise. Note that it is a worst-case bound both with respect
to the coherent control error (it holds for any ε ∈ RN with
‖ε‖∞ � ε̄) and with respect to the initial state (it holds for any
initial state |ψ0〉). In the following, we show that (11) holds
when choosing M based on a Lipschitz bound of |ψ (ε)〉.

Definition 1. A scalar L > 0 is a Lipschitz bound of |ψ〉 if

‖ |ψ (ε)〉 − |ψ (ε′)〉 ‖2 � L‖ε − ε′‖∞ (12)

for all ε, ε′ ∈ RN .1

By definition, a Lipschitz bound L bounds the worst-case
amplification of the perturbation ε on the resulting quantum
state |ψ (ε)〉. Lipschitz bounds are closely connected to the
diamond distance [33]. This connection and its implications
are discussed in more detail in Sec. III.

The following result shows that a Lipschitz bound can be
used to derive a worst-case fidelity bound as in Problem 1.

Theorem 1. Suppose L is a Lipschitz bound of |ψ〉. Then
for any ε ∈ RN satisfying ‖ε‖∞ � ε̄ for some ε̄ � 0 and any
initial state |ψ0〉 it holds that

| 〈ψ (ε)|ψ̂〉 | � 1 − L2ε̄2

2
. (13)

Proof. Note that

2 − 2 | 〈ψ (ε)|ψ̂〉 | � 2 − 2 Re[〈ψ (ε)|ψ̂〉]
= 〈ψ (ε)|ψ (ε)〉 − 〈ψ (ε)|ψ̂〉 − 〈ψ̂ |ψ (ε)〉 + 〈ψ̂ |ψ̂〉
= ‖ |ψ (ε)〉 − |ψ̂〉 ‖2

2. (14)

Since |ψ̂〉 = |ψ (0)〉, we can apply (12) with ε′ = 0 to infer
that

2 − 2| 〈ψ (ε)|ψ̂〉 | � L2‖ε‖2
∞ � L2ε̄2, (15)

where we use ‖ε‖∞ � ε̄ for the last step. Rearranging the
terms leads to (13). �

Thus, if a Lipschitz bound L is known for the map ε 	→
|ψ (ε)〉, then the worst-case loss of fidelity due to noise
bounded by ε̄ > 0 can be directly computed as L2 ε̄2

2 . The con-
verse direction is equally important: If we want to guarantee
a worst-case fidelity of no less than F , i.e., | 〈ψ (ε)|ψ̂〉 | � F
for any ε ∈ RN with ‖ε‖∞ � ε̄ and any initial state |ψ0〉, then
the error bound needs to be sufficiently small in the sense that

ε̄ �
√

2

L

√
1 − F . (16)

1We use an ∞-norm for the noise rather than a 2-norm in order to
obtain tighter bounds in our main technical results.
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B. Norm-based Lipschitz bounds

We have seen in the preceding section that a Lipschitz
bound of ε 	→ |ψ (ε)〉 allows us to compute worst-case fidelity
bounds. With this motivation, we now turn to the problem of
deriving Lipschitz bounds. The following result shows that
this can be done based on the norms of the Hamiltonians
generating the gates.

Theorem 2. For any ε, ε′ ∈ RN and any initial state |ψ0〉 we
have

‖ |ψ (ε)〉 − |ψ (ε′)〉 ‖2 �
N∑

i=1

‖Hi‖2|εi − ε′
i|. (17)

In particular,
∑N

i=1 ‖Hi‖2 is a Lipschitz bound of |ψ〉 and for
any ε ∈ RN with ‖ε‖∞ � ε̄ and any initial state |ψ0〉 it holds
that

| 〈ψ (ε)|ψ̂〉 | � 1 −
(

N∑
i=1

‖Hi‖2

)2
ε̄2

2
. (18)

The proof of Theorem 2 can be found in Appendix A.
According to the result, the fidelity loss induced by coher-
ent control errors can be bounded using two ingredients:
the norms of the involved Hamiltonians ‖Hi‖2 and the noise
bound ε̄. In particular, the robustness of the circuit improves
if the norms ‖Hi‖2 decrease and vice versa.

Intuitively, this can be explained by considering single-
qubit rotations. Suppose the circuit consists only of one Z
rotation with angle θ , i.e., Û = Rz(θ ) = e−i θ

2 Z . When affected
by a coherent control error, the perturbed circuit takes the form
U (ε) = e−i(1+ε)(θ/2)Z with ε ∈ R. Applying (18), we directly
infer

| 〈ψ (ε)|ψ̂〉 | � 1 − θ2ε2

8
. (19)

This formula illustrates the intuitive fact that, due to the mul-
tiplicative influence of the noise, the sensitivity of the fidelity
with respect to the noise decreases for smaller values of θ and
it vanishes for θ = 0.

Let us apply Theorem 2 to the example given in Sec. I
in order to compare the robustness of the two circuits Û =
Rz( π

4 )Ry( π
2 ) and Û ′ = Rz(− 3π

4 )Ry(−π
2 ). By computing the

norms of all involved Hamiltonians and using Theorem 2,
we infer that the Lipschitz bound of U with respect to the
coherent control error is given by 3π

8 , whereas that of U ′ is
given by 5π

8 . Hence, the worst-case fidelity bound (18) of U ′
is smaller than that of U , which explains why the latter is more
robust with respect to coherent control errors, as observed in
Sec. I. Also note that the difference of the Lipschitz bound is
due to the different magnitude of the z rotations, which is why
the higher sensitivity of U ′ only manifests itself as an over- or
underrotation around the z axis (see Fig. 1).

Theorem 2 is applicable not only to single-qubit operations
but also to multiqubit gates. In particular, the bounds (17) and
(18) can be easily computed even for large, possibly high-
dimensional systems, since the Hamiltonians Hi are typically
sparse (see Appendix B for details).

Remark 1. Since global phases are unobservable in the
context of quantum computing, the Hamiltonian H which
generates a given unitary matrix Û = e−iH is not unique. More

precisely, there is a family of Hamiltonians Hϕ = H + ϕI
with the parameter ϕ ∈ R whose elements all produce the
same unitary, modulo the global phase ϕ:

e−iHϕ = e−iϕe−iH . (20)

As expected, the effect of coherent control errors on the circuit
is independent of the particular choice of Hϕ since

e−iHϕ (1+ε) = e−iϕ(1+ε)e−iH (1+ε). (21)

In particular, the influence of the error ε on the circuit with
Hamiltonian Hϕ is identical to the influence on H , modulo the
global phase ϕ(1 + ε). Nevertheless, it is important to note
that the theoretical bounds derived in this paper (Theorem 2
as well as Theorem 3 in the following section) depend on the
specific choice of ϕ. Clearly, ‖H‖2 �= ‖H + ϕI‖2 for any ϕ �=
0. Theorem 2 and all further statements in this paper remain
true when the Hamiltonians Hi are replaced by Hi + ϕiI for
any ϕi ∈ R. In particular, the tightest Lipschitz bound of |ψ〉
(and hence the tightest worst-case fidelity bound) is achieved
when replacing Hi by Hi + ϕ∗

i , where ϕ∗
i minimizes

min
ϕi∈R

‖Hi + ϕiI‖2. (22)

Remark 2. A Lipschitz bound of the form
√

N maxi ‖Hi‖2

was obtained in [34] for the purpose of convergence analysis
of VQAs. In the present paper we work with the bound derived
in Theorem 2 since it explicitly involves all elements of the
quantum circuit which, as we will see later in the paper, pro-
vides a flexible basis for robustness analysis. Further, we note
that the results in [35] imply a norm-based Lipschitz bound
analogous to (17) for the case of one gate.

An interesting question that arises is how tight the bounds
in Theorem 2 are, i.e., how close they are to the smallest
possible Lipschitz bound, i.e., the Lipschitz constant of |ψ〉,
and to the true worst-case fidelity. In Appendix C we show
that the worst-case fidelity bound (18) is, for N = 1, a good
approximation of the true worst-case fidelity and that it is
more accurate than alternative bounds.

It is important to note that the Lipschitz bound (17) itself
is in general not tight, e.g., since the coupling between se-
quentially applied gates is not taken into account. In the next
section we derive structured Lipschitz bounds which involve
pairs of sequentially applied Hamiltonians in order to derive
possibly tighter bounds.

C. Pairwise Lipschitz bounds

The following result states Lipschitz bounds of |ψ〉 which
take the coupling between subsequent gates into account.

Theorem 3. The following are Lipschitz bounds of |ψ〉: If
the number of unitaries N is even,

√
2

N/2∑
i=1

‖(H2i−1 H2i )‖2; (23a)

if the number of unitaries N is odd,

‖HN‖2 +
√

2
(N−1)/2∑

i=1

‖(H2i−1 H2i )‖2. (23b)
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The proof of Theorem 3 is provided in Appendix D.
First, we note that the bound can be easily modified to
a sum of arbitrary 1- and 2-pairs of ‖Hi‖2. For exam-
ple, in case that N = 4, possible Lipschitz bounds of |ψ〉
are given by

√
2‖(H1 H2)‖2 + ‖H3‖2 + ‖H4‖2, ‖H1‖2 +√

2‖(H2 H3)‖2 + ‖H4‖2, etc. All of these are valid Lip-
schitz bounds and, depending on the specific form of the
Hamiltonians, they may all be different.

Further, combining Theorem 3 with Theorem 1 (for the
case of even N), we obtain the worst-case fidelity bound

| 〈ψ (ε)|ψ̂〉 | � 1 −
(

N∑
i=1

‖(H2i−1 H2i )‖2

)2

ε̄2 (24)

for any ε ∈ RN with ‖ε‖∞ � ε̄. This shows that the coupling
between any two sequentially applied Hamiltonians influ-
ences the robustness against coherent control errors.

To study this point in more detail, let us analyze under what
conditions the pairwise bounds in Theorem 3 are beneficial.
For any two matrices H1 and H2 it holds that

‖(H1 H2)‖2 =
√

λmax(H†
1 H1 + H†

2 H2)

�
√

λmax(H†
1 H1) + λmax(H†

2 H2)

�
√

λmax(H†
1 H1) +

√
λmax(H†

2 H2)

= ‖H1‖2 + ‖H2‖2. (25)

The inequality (25) is strict in almost all cases. To be precise,
there are two main factors that contribute to a possible gap.
Let us start with the second inequality in (25), which uses√

a + b � √
a + √

b for arbitrary a, b � 0. This inequality is
strict, i.e.,

√
a + b <

√
a + √

b, whenever a, b > 0. The best
possible improvement, i.e., the maximum gap

√
2, occurs for

a = b. On the other hand, the first inequality in (25) uses

λmax(H†
1 H1 + H†

2 H2) � λmax(H†
1 H1) + λmax(H†

2 H2). (26)

This inequality is strict if the eigenvectors corresponding to
the maximum eigenvalues of H†

1 H1 and H†
2 H2 are linearly

independent. These findings reveal the following general prin-
ciple for robustness: The derived Lipschitz bound on the
sequential application of two unitaries Ui+1(εi+1)Ui(εi ) is in-
fluenced not only by the individual norms of the Hamiltonians
‖Hi‖2 + ‖Hi+1‖2 but also by the structured pairwise norm
bounds ‖(Hi Hi+1)‖2. In particular, the fidelity loss is re-
duced if the singular vectors corresponding to the maximum
singular values of Hi+1 and Hi are linearly independent. It is
important to emphasize that this is the case even if the noise
terms εi entering the different unitaries are independent. In the
remainder of the paper, we mainly focus on the norm-based
bounds in Theorem 2, but drawing analogous conclusions
using the pairwise bounds in Theorem 3 is an interesting issue
for future research.

III. WORST-CASE BOUNDS FOR FAULT-TOLERANT
QUANTUM COMPUTING

The threshold theorems provide fundamental bounds on
the required accuracy for each gate to achieve fault-tolerant

quantum computation [32,33,36,37]. The required accuracy is
typically quantified via the diamond distance [33] of an error
E with respect to the identity operator I , which is defined as

‖E − I‖
 = sup
ψ

‖(E ⊗ Id − Id2 )(ψ )‖1. (27)

Here d denotes the dimension of the underlying system on
which E acts. In order to guarantee fault-tolerant quantum
computation, it is required that ‖E − I‖
 � η for some suf-
ficiently small η > 0 [37].

Suppose now that, as previously in the paper, E takes the
form of a coherent control error, i.e., E (ε) = e−iεH with ε ∈ R
and some Hamiltonian H = H†. It is clear that any Lipschitz
bound L for the map ε 	→ E (ε) also yields an upper bound on
the diamond distance in (27), i.e.,

‖E (ε) − I‖
 = sup
ψ

‖[E (ε) ⊗ Id − Id2 ](ψ )‖1

= sup
ψ

‖{[E (ε) − E (0)] ⊗ Id}(ψ )‖1

� ‖E (ε) − E (0)‖1 �
√

d‖E (ε) − E (0)‖2

�
√

dL‖ε‖∞. (28)

Thus, the results from Sec. II provide explicitly computable
and insightful bounds on the diamond distance for coherent
control errors.

Let us discuss the connection of this insight to existing
results. First, we note that determining the diamond distance
with respect to the identity experimentally can be challeng-
ing [38]. Therefore, different approaches to computing or
estimating the diamond distance have been proposed. For
example, one can first determine the (average) fidelity (see,
e.g., [39,40]) and then use it to bound the diamond distance
for coherent errors [41–46]. Further diamond distance bounds
in the presence of coherent errors when using randomized
compiling are derived in [17]. In contrast to these works,
our framework provides tailored bounds for coherent control
errors, which can be explicitly computed, depend directly on
the circuit elements, and hold under rather general assump-
tions, e.g., without requirements on statistics or the size of
the error as well as for independent errors. Finally, we note
that Theorem 2 also applies to scenarios with many gates, for
which our bounds remain easily computable (cf. Appendix B).

IV. GUIDELINE FOR ROBUST QUANTUM ALGORITHM
DESIGN AND TRANSPILATION

In this section we discuss how the theoretical results
in Sec. II can be used to derive a systematic and flexible
guideline for designing and transpiling quantum algorithms
such that their resilience against coherent control errors is
improved.

Since noise poses a major obstacle to the practical demon-
stration of a quantum advantage, QEC [47–49] and quantum
error mitigation (QEM) (see [50] for a recent survey) have
been developed to handle noise. In QEC, the ideal, noise-free
circuit is expanded via additional circuit elements which can
detect and/or compensate for possible errors. Although strong
theoretical statements can be made on the success of such
QEC approaches (cf. the discussion in Sec. III), QEC can
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produce a significant overhead in terms of additional qubits
and gates such that its practical application on current NISQ
devices is challenging. In QEM, instead of correcting for
unavoidable errors on the circuit level, one instead leaves the
quantum circuit unchanged and rather reduces the effect of
noise via classical postprocessing. While QEM can introduce
practical advantages in the current NISQ era, there are also
a number of open challenges and, in particular, fundamental
limitations [51,52].

Since QEC and QEM currently cannot completely elimi-
nate errors, there is need for additional circuit optimization
during the design or transpilation of quantum algorithms.
Important metrics for characterizing robustness of quantum
circuits are the depth, the gate count, or the number of en-
tangling gates of the circuit. With this motivation, a variety
of approaches has been developed for optimizing circuits,
e.g., during the transpilation step, in order to reduce these
quantities [21–28]. Such methods can significantly reduce the
complexity of quantum circuits and therefore improve robust-
ness against noise and enable an easier implementation on
NISQ hardware.

Theorem 2 can be used to derive a quantitative guide-
line for improving the robustness of quantum algorithms
during the design or transpilation step. To be precise, the
inequality (18) shows that the worst-case loss of fidelity
due to coherent control errors depends on the norms of the
Hamiltonians Hi defining the quantum circuit. Thus, smaller
norms ‖Hi‖2 imply better robustness against such errors. This
means that whenever an algorithm designer or a transpilation
procedure has the choice between different Hamiltoni-
ans, choosing a circuit with smaller norms will improve
robustness.

The circuit in Sec. I provides a concrete example demon-
strating how this guideline can be used for algorithm design.
We have seen in simulation that Û = Rz( π

4 )Ry( π
2 ) is more

robust against coherent control errors in comparison to Û ′ =
Rz(− 3π

4 )Ry(−π
2 ). This observation can be explained by our

framework by noting that the derived Lipschitz bound of the
noisy version U (ε) of Û against coherent control errors is
larger than that of U ′(ε′) (cf. the discussion below Theorem
2). Therefore, we can conclude that it is always beneficial (for
robustness against coherent control errors) to implement Û
instead of Û ′.

It is important to note that this conclusion cannot be drawn
from existing circuit optimization schemes mentioned above:
Both the circuit depth and the gate count for the two circuits
are identical. However, the loss of fidelity of U (ε) is more
than twice as large as that of U ′(ε). This shows that Lipschitz
bounds provide a more accurate, quantitative metric for as-
sessing robustness of quantum algorithms in the presence of
coherent control errors. Certainly, for the simple example in
Sec. I, one can arrive at the same conclusion without using
Theorem 2, e.g., via the simulations shown in Fig. 1 or simply
from intuition. However, for more intricate scenarios, it may
not be immediately obvious which gate sequence provides the
most robust solution. The proposed framework, on the other
hand, can still be used to assess robustness. Especially for
large algorithms, it is important that the circuit is as robust as
possible since otherwise the errors may quickly accumulate
and prevent a reliable execution.

To give another example, suppose we want to implement
a nontrivial quantum algorithm and we have different realiza-
tions of this algorithm or different universal gate sets at our
disposal. We can then find the most robust implementation by
simply computing a Lipschitz bound for each configuration
as the sum of the norms of all N involved Hamiltonians. This
can be done with low computational cost even for very large
circuits (compare Appendix B). After computing the Lipschitz
bound for each circuit, the one with the smallest result has
the best resilience against coherent control errors according
to Theorem 2. In Sec. V we follow this idea by studying
the robustness of the three-qubit QFT when transpiled into
different elementary gate sets.

V. ROBUSTNESS OF THE QUANTUM FOURIER
TRANSFORM FOR DIFFERENT

ELEMENTARY GATE SETS

In the following, we illustrate the practical potential of
the proposed theoretical framework by solving the following
problem: We study the robustness of different elementary gate
set implementations of the three-qubit QFT. To this end, we
consider the following gate sets: gate set A, comprising

√
X ,

X , Rz, and CX (used by IBM [53]); gate set B, comprising
Rx(±π

2 ), Rx(±π ), Rz, and CZ (used by Rigetti [54]); gate set
C, comprising U1, U2, U3, and CX (formerly used by IBM
[55]); gate set D, comprising

√
iSWAP, FSIM, PHASED-XZ, X ,

Y , and Z (used by Google [56]); and gate set E, comprising
Rxy( π

2 ), Rxy(π ), Rz, and Uzz (used by Honeywell [57]). In the
following, we transpile the quantum circuit for the three-qubit
QFT for each of these five gate sets and study the robustness
with respect to coherent control errors both theoretically and
in simulation. The transpilation is carried out using the Berke-
ley Quantum Synthesis Toolkit (BQSKit) [58], for which we
use the maximum optimization level. The textbook circuit for
the three-qubit QFT and the five transpiled circuits according
to the gate sets A–E are provided in Appendix E.

We start by computing the Lipschitz bound LQFT for each
transpiled circuit based on Theorem 2. The results are dis-
played in Fig. 3. Note that gate set E leads to the smallest
Lipschitz bound, followed by gate set D, etc. Thus, using the
worst-case fidelity bound (18), we expect that the circuit cor-
responding to gate set E has the best robustness with respect
to coherent control errors. In the following, we validate this
theoretical analysis in simulation.

Specifically, we simulate each circuit (QFT with elemen-
tary gate set A, B, C, D, or E) in the presence of coherent
control errors, i.e., we replace each noise-free gate e−iHi ap-
pearing in each circuit by e−i(1+εi )Hi with independent noise
terms εi, which are uniformly sampled from [−0.05,+0.05].
Furthermore, to estimate the worst-case fidelities, we draw the
initial states |ψ0〉 uniformly at random from the Haar measure.
Figure 3 displays the worst-case fidelity, average fidelity, and
standard deviation based on 40 000 runs of each algorithm
with varying noise realizations. Note that there is a strong
correlation between a small Lipschitz bound and a resulting
large fidelity (average and worst), which confirms the above
analysis. In particular, gate set E leads to the largest worst-case
fidelity, whereas gate set A, which has the largest Lipschitz
bound, is the least robust.
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FIG. 3. Fidelities, Lipschitz bounds, gate counts, and circuit
depths for five elementary gate set implementations of the three-
qubit QFT, which are affected by coherent control errors. For each
gate set, the figure shows the average fidelity including the standard
deviation (left bar, orange), the worst-case fidelity (middle bar, blue),
the Lipschitz bound (right bar, gray), the gate count (left number in
parentheses), and the circuit depth (right number in parentheses).

It is also interesting to compare the gate counts and the
circuit depths of the above circuits, which are commonly em-
ployed robustness quantifiers in existing circuit optimization
methods (cf. the discussion in Sec. IV). These are shown in
Fig. 3 as well. Note that, for the above circuits, having fewer
gates or lower depths does not necessarily correspond to better
robustness. For example, the loss of the worst-case fidelity
for gate set C is more than two times as large as that for
gate set E, even though the implementation based on gate set
E has almost 30% more gates. A similar observation can be
made when comparing the circuit depths. This contradicts the
common philosophy that fewer gates implies better robustness
and it shows that Lipschitz bounds are indeed more accurate
quantifiers of the robustness against coherent control errors.

Finally, for the above circuits, the worst-case fidelity bound
(18) is conservative and even negative for four out of five
circuits. Nevertheless, as Fig. 3 shows, the Lipschitz bounds
still provide a simple and quantitative measure for comparing
their robustness.

To summarize, our theoretical results provide insights into
robust quantum algorithm design and transpilation, allowing
us to compare the robustness of different circuits and thereby
allowing for an informed choice of the most robust imple-
mentation. This is especially important for large quantum
algorithms: If a quantum algorithm should produce any form
of quantum advantage, then it cannot be efficiently simulated
classically and therefore it is not tractable to make a sta-
tistical analysis as in Fig. 3. On the other hand, computing
the Lipschitz bound is very simple and easily scalable (cf.
Appendix B).

It should be emphasized that our main contribution is not a
robustness comparison of the elementary gate sets themselves.
In particular, we do not claim that gate set E is generally
preferable over the others. For example, it is entirely pos-
sible that there exists a circuit based on gate set D which

FIG. 4. Ideal circuits ÛA and ÛB, and their noisy versions UA(εA)
and UB(εB ).

implements the QFT and has better robustness than the one
based on gate set E shown in Appendix E. Our main contri-
bution is the mere possibility to make a theoretical analysis as
above for a given set of quantum circuits. Without resorting
to simulations or experiments, we can use Lipschitz bounds
to give a priori guarantees on the robustness against coherent
control errors. Such insights provide a promising tool for in-
forming algorithm designers or circuit optimization methods
in order to improve robustness directly at the design or tran-
spilation stage. In order to show that these theoretical findings
can indeed be turned into a measurable robustness advantage
in practice, we compare the implementation of two circuits
with different Lipschitz bounds on a real quantum computer
in Sec. VI.

VI. VALIDATION ON A QUANTUM COMPUTER

In the following, we validate our theoretical findings in an
implementation on the ibm_nairobi quantum computer [29].
To this end, we consider the two circuits ÛA and ÛB depicted
in Figs. 4(a) and 4(b), respectively. It can be readily verified
that both circuits produce the same output state |ψ̂〉.

In the following, we use Theorem 2 to show that UA is
more robust against coherent control errors than UB and we
confirm this statement via an implementation on a quantum
computer. To be precise, we consider the case that the Rz gates
are affected by coherent control errors εA and εB, respectively
[cf. Figs. 4(c) and 4(d)]. We do not consider coherent control
errors of the X and

√
X gates since the elementary gate set

which can be implemented on ibm_nairobi does not contain
Rx rotations.

Using Theorem 2, we can compute the Lipschitz bounds of
UA and UB with respect to the errors εA and εB as

LA = π

8
, LB = 5π

8
, (29)
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FIG. 5. Fidelities for circuits UA (orange lines) and UB (blue
lines) depending on the noise level: average (solid lines), standard de-
viation (shaded area), and worst case (dashed lines) on ibm_nairobi
over 80 noise samples for each noise level ε̄, and worst-case bound
from Theorem 2 (dotted lines).

respectively.2 Figure 5 shows the resulting worst-case fidelity
bounds according to (18), where the bound for UA is substan-
tially larger than that for UB. Thus, Theorem 2 predicts that
UA is more robust against coherent control errors than UB.

For the implementation on ibm_nairobi, we run the circuits
UA(εA) |0〉 and UB(εB) |0〉 for 16 equidistant noise levels ε̄ ∈
[0, 1]. For each noise level, we draw 80 random samples of
εA and εB, respectively, from [−ε̄, ε̄]. Since the fidelity cannot
be measured directly on a quantum computer, we apply a sim-
ple quantum state tomography (QST) procedure to estimate
the underlying density matrix ρε and calculate the fidelity
F (|ψ̂〉 , ρε ) based on that. Our employed QST procedure for
a single qubit is outlined in Appendix F.

Figure 5 shows the resulting average and worst-case fi-
delities for both circuits depending on the noise level. First,
we observe that, for nontrivial noise levels, circuit UA indeed
performs significantly better than circuit UB, as predicted by
Theorem 2. Further, not only does the gap increase for larger
noise levels, but the observed worst-case fidelity is in fact
very close to the theoretical bound (18). For UA, the empirical
value is smaller than the theoretical lower bound, which can
be explained by the inexact fidelity estimation procedure and
possibly further errors caused, e.g., by decoherence effects. To
conclude, it is important to note that the improved robustness
of UA over UB can be explained only by the different Lipschitz
bounds and not, e.g., by the number of gates (3 vs 4) since
both circuits have almost identical fidelity in the absence of
coherent control errors, i.e., for ε̄ = 0.

Finally, further experimental support for the presented the-
oretical analysis is provided in [59], which similarly shows
that implementations with smaller Lipschitz bounds (realized

2It is easy to show that the additional gates X and
√

X do not affect
the Lipschitz bounds with respect to the coherent control errors in
Rz.

via smaller or shorter pulses in the experimental setup) indeed
lead to a higher fidelity.

VII. VARIATIONAL QUANTUM ALGORITHMS:
ROBUSTNESS VIA REGULARIZATION

In addition to employing Lipschitz bounds for quantum
circuit design and transpilation as outlined in the previous
sections, they are also useful in VQAs. To be precise, we
show in the following that they can be used to fine-tune VQAs
towards outputting more robust quantum circuits.

Variational quantum algorithms are promising candidates
for achieving a quantum advantage in the near-term future
on NISQ devices [60]. They contain parametrized quantum
circuits that are executed repeatedly and adapted via an opti-
mization scheme. More precisely, VQAs involve parametrized
unitaries of the form

Û (θ ) = Û1(θ1) · · · ÛN (θN ), (30)

where θ ∈ RN is a free parameter and Ûi(θi ) = e−iθiHi for
Hamiltonians Hi = H†

i , i = 1, . . . , N . The idea is to vary θ in
order to minimize a cost function C : RN → R, which is typ-
ically the measurement of some observable M after applying
Û (θ ) to an initial state |ψ0〉:

C(θ ) = 〈ψ0|Û (θ )†MÛ (θ )|ψ0〉 . (31)

Popular algorithms following this idea include, e.g., the quan-
tum approximate optimization algorithm [61], the variational
quantum eigensolver [62], and many more [63]. Such algo-
rithms are expected to be more robust with respect to noise
and implementable in the near future because they already
produce meaningful results when using only a few qubits and
gates, enabling their implementation on currently available
hardware.

Suppose now that the ideal unitaries Ûi(θi ) are affected by
coherent control errors εi ∈ R, i.e., instead of Û (θ ), we have

U (θ, ε) = e−iθ1(1+ε1 )H1 · · · e−iθN (1+εN )HN . (32)

Theorem 2 now implies that, for a fixed parameter θ ∈ RN ,∑N
i=1 |θi|‖Hi‖2 is a Lipschitz bound of ε 	→ U (θ, ε) |ψ0〉. In

particular, smaller values of |θi| imply better robustness of the
VQA against coherent control errors. This motivates solving
the following regularized optimization problem in order to
keep the size of θ preferably small:

min
θ∈RN

C(θ ) + λ‖θ‖2
2. (33)

Here λ > 0 is a parameter which can be used to trade off
optimality and robustness against coherent control errors. For
larger values of λ, the solution of the VQA will tend more
strongly towards a solution which provides a robust algorithm,
whereas smaller values of λ will encourage better perfor-
mance at the price of possibly worse robustness. We note
that, for VQAs, there exist works suggesting regularization
of Hamiltonian parameters [64] and studying coherent control
errors [31,65–67]. However, the above-described link be-
tween regularization and coherent control errors has not been
studied.

Robustness of VQAs is especially important if the al-
gorithm should be transferrable between different quantum
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devices. Adding a regularization in the VQA improves robust-
ness and therefore it encourages an optimal solution which is
less dependent on the specific hardware on which the VQA is
trained.

In the following, we confirm the above discussion with
an example, showing that, indeed, regularization of θ leads
to more robust quantum circuits. For this, we learn a simple
quantum model for a regression task. Specifically, given ac-
cess to a data set D = {(x, y)}n

i=1 consisting of n real-valued
data points x ∈ X , y ∈ Y , we aim to train a model f̂θ that,
upon input of xi, outputs f̂θ (xi ) = ŷi, which is close to yi in
the sense that the mean-square error

MSE(θ ) = 1

n

n∑
i=1

[yi − f̂θ (xi )]
2 (34)

is sufficiently small. Our model is based on [68] and consists
of a single qubit. To be more precise, we employ the unitary

U (θ, x) = Rx(x)Rz(θ1)Ry(θ2)Rz(θ3) (35)

as an ansatz. Note that this ansatz consists of one fixed gate
Rx to encode the input x and three trainable parameters θ =
(θ1, θ2, θ3). For a given input xi and parameter set θ , we infer
the output according to

f̂θ (xi ) = 〈ψ (θ, xi )|Ẑ|ψ (θ, xi )〉 , (36)

with |ψ (θ, xi )〉 = U (θ, xi ) |0〉, where we estimate this ex-
pectation value based on 20 000 circuit evaluations. For the
training, we choose C(θ ) = MSE(θ ) as the cost function and
apply the parameter-shift rule [69] to calculate the gradi-
ent ∇C(θ ). The parameters are updated from step i to step
i + 1 based on the Adam optimizer [70], i.e., θ (i+1) = θ (i) −
η(i)∇C(θ (i) ), where η(i) is the chosen learning rate for step
i. It is shown in [68] that the above model can represent a
sine function f (x) = sin(x). We create a simple training set
X , choosing n = 20 points equidistantly from [0, 2π ], and a
target set Y = {sin(x) : x ∈ X }.

When evaluating the above quantum circuit, we assume
that the Ry and Rz gates are affected by coherent control
errors. In particular, in each iteration, the rotation gates for
the trainable parameters Ry and Rz are perturbed as in (10) by
noise terms sampled uniformly from [−ε̄, ε̄] with ε̄ = 0.05.

We consider five different choices for the regularization
parameter λ ∈ {0, 0.01, 0.05, 0.1, 0.5}, and, for each choice,
learn eight models with different initial weights uniformly
drawn from [−2π,+2π ]. The final model is chosen after 50
iterations of the Adam optimizer as the one with the smallest
cost C(θ ).

The resulting Lipschitz bounds of the final circuits trained
with different regularization parameters are shown in Fig. 6.
We observe that a larger regularization parameter λ indeed
leads to a lower Lipschitz bound. Following Theorem 1, this
implies that these circuits are more robust with respect to
coherent control errors. Thus, we can conclude that the robust-
ness of quantum circuits in such a setting can be successfully
improved via parameter regularization.

Finally, in the context of VQAs, Lipschitz bounds have a
further application beyond robustness against coherent control
errors: They can be used to certify convergence of VQA
training. It is well known that, if the gradient of a cost function

FIG. 6. Average and standard deviation of the Lipschitz bounds
for the trained quantum circuits with varying regularization parame-
ter λ.

has a Lipschitz bound L, then gradient descent with step size
less than 2

L provably converges [71]. Using similar ideas,
Ref. [34] studied convergence of VQA optimization schemes
in the presence of noise. Our results in Sec. II provide Lip-
schitz bounds for the state |ψ〉. The exact same Lipschitz
bounds hold for a parametrized quantum circuit in the absence
of coherent control errors, i.e., for the map θ 	→ Û (θ ) |ψ0〉.
These bounds then yield Lipschitz bounds for the gradient
∇C analogous to [34]. Since the bounds in Theorems 2 and
3 can be tighter than those in [34], they can possibly allow
for more degrees of freedom in the optimization algorithm
and its convergence analysis, thus reducing conservatism and
improving convergence of the VQA training.

VIII. CONCLUSION

In this paper we presented a framework for analyzing
robustness of quantum algorithms against coherent control
errors. We used Lipschitz bounds to derive worst-case fi-
delity bounds, which are explicitly computable and involve
the norms of the Hamiltonians as well as their coupling. Our
framework was connected to several important problems in
quantum computing: We showed how the derived bounds
can be used in threshold theorems for fault-tolerant quantum
computing and we provided an interpretation of parameter
regularization in VQAs. Moreover, we used our theoretical
results to state a practical guideline for the design and tran-
spilation of robust quantum algorithms, which amounts to
keeping the norms of the Hamiltonians small. We showed that
these norms quantify the robustness against coherent control
errors more precisely than existing measures such as the gate
count by studying robustness of different elementary gate set
implementations of the three-qubit QFT. We demonstrated the
practicality of our framework in multiple applications in sim-
ulation and on the ibm_nairobi quantum computer. It will be
an interesting next step to study robustness of further classes
of quantum algorithms and gate sets against coherent control
errors in order to realize robust circuits which are more eas-
ily implementable on noisy quantum hardware. In particular,
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developing circuit optimization or transpilation procedures
which aim at reducing the norms of the Hamiltonians is a
promising avenue for improving robustness of quantum algo-
rithms. Finally, extending our theoretical analysis to include
stochastic information about the errors may provide additional
insights to the worst-case bounds considered in this paper.
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APPENDIX A: PROOF OF THEOREM 2

Proof. For i = 1, . . . , N , we have

d

dεi
Ui(εi ) = −iHie

−i(1+εi )Hi .

In particular, the derivative of Ui is uniformly bounded, i.e.,∥∥∥∥ d

dεi
Ui(εi )

∥∥∥∥
2

� ‖Hi‖2

for all εi ∈ R. This implies that ‖Hi‖2 is a Lipschitz bound of
Ui, i.e., ∥∥Ui(εi ) − Ui(ε

′
i )
∥∥

2 � ‖Hi‖2|εi − ε′
i| (A1)

for all εi, ε
′
i ∈ R. Now we infer that

‖|ψ (ε)〉 − |ψ (ε′)〉‖2

=
∥∥∥∥∥
(

N∏
i=1

Ui(εi ) −
N∏

i=1

Ui(ε
′
i )

)
|ψ0〉

∥∥∥∥∥
2

�
∥∥∥∥∥

N∏
i=1

Ui(εi ) −
N∏

i=1

Ui(ε
′
i )

∥∥∥∥∥
2

=
∥∥∥∥∥U1(ε1)

(
N∏

i=2

Ui(εi ) −
N∏

i=2

Ui(ε
′
i )

)

+(U1(ε1) − U1(ε′
1))

N∏
i=2

Ui(ε
′
i )

∥∥∥∥∥
2

� ‖U1(ε1) − U1(ε′
1)‖2 +

∥∥∥∥∥
N∏

i=2

Ui(εi ) −
N∏

i=2

Ui(ε
′
i )

∥∥∥∥∥
2

,

where we use that |ψ0〉 has unit norm and the Ui’s are unitary,
as well as the triangle inequality and submultiplicativity of
matrix norms. Proceeding inductively, this implies that

‖ |ψ (ε)〉 − |ψ (ε′)〉 ‖2 �
N∑

i=1

‖Ui(εi ) − Ui(ε
′
i )‖2. (A2)

Combining (A1) and (A2), we obtain

‖ |ψ (ε)〉 − |ψ (ε′)〉 ‖2 �
N∑

i=1

‖Hi‖2|εi − ε′
i|

�
N∑

i=1

‖Hi‖2‖ε − ε′‖∞, (A3)

which implies (17) and the Lipschitz bound
∑N

i=1 ‖Hi‖2.
Further, Theorem 2 implies (18), which thus concludes the
proof. �

APPENDIX B: SCALABILITY OF THEOREM 2 FOR
SPARSE CIRCUITS

In the following, we formulate the simple but practically
important observation that the Lipschitz bound (17) only
depends on the nontrivial gate components acting on the in-
dividual qubits.

Proposition 1. Suppose Ûi only acts on a subset of all
qubits, i.e.,

Ûi = e−iHi = I⊗ j1 ⊗ e−iH̄i ⊗ I⊗ j2

for some j1 and j2. Then ‖Hi‖2 = ‖H̄i‖2.
Proof. Note that

e−iHi = I⊗ j1 ⊗ e−iH̄i ⊗ I⊗ j2

= eI⊗ j1 ⊗(−iH̄i )⊗I⊗ j2 .

This implies that

‖Hi‖2 = ‖I⊗ j1 ⊗ H̄i ⊗ I⊗ j2‖2 = ‖H̄i‖2. �
In the common scenario that the quantum algorithm only

consists of single-qubit and two-qubit gates, Proposition 1
implies that ‖Hi‖2 can be easily determined by computing the
norm of a 2 × 2 or 4 × 4 matrix. In particular, the complexity
of computing the bounds in Theorem 2 for the full circuit
grows only linearly with the gate count and therefore the
approach is easily scalable to large circuits.

APPENDIX C: TIGHTNESS OF THE WORST-CASE
FIDELITY BOUND (18)

It is not hard to show that, for the case of a single gate
(N = 1) and for ‖H‖2ε̄ � π

2 , the worst-case fidelity is equal
to |cos(‖H‖2ε̄)|. This means that there exist an initial state
|ψ0〉 and a noise realization ε ∈ R with |ε| � ε̄ such that

| 〈ψ (ε)|ψ̂〉 | = |cos(‖H‖2ε̄)|. (C1)

Hence, for N = 1, the fidelity bound 1 − 1
2‖H‖2

2ε̄
2 in (18)

is the second-order Taylor approximation of the exact worst-
case fidelity. This shows that the bound is not too conservative
as long as the product ‖H‖2ε̄ is small.

On the other hand, for multiple gates, i.e., N > 1, find-
ing an explicit expression for the worst-case fidelity is
more involved. As an alternative to the bound (18), one
can use (C1) to derive a lower bound as follows. Recall
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FIG. 7. Untranspiled quantum circuit for the three-qubit QFT,
which is taken from QISKIT [72]. In total, the circuit consists of three
Hadamard gates, three controlled-PHASE gates, and one SWAP gate.

that the fidelity | 〈ψ1|ψ2〉 | induces a metric D(|ψ1〉 , |ψ2〉) =√
1 − | 〈ψ1|ψ2〉 |2 [32]. Thus, we can quantify the distance

between the ideal state |ψ̂〉 and the noisy state |ψ (ε)〉 by
repeatedly applying the triangle inequality to this metric and
using (C1), i.e.,

D(|ψ (ε)〉 , |ψ̂〉) �
N∑

i=1

√
1 − |cos(‖Hi‖2ε̄)|2

=
N∑

i=1

|sin(‖Hi‖2ε̄)|.

This can be translated into the fidelity bound

| 〈ψ (ε)|ψ̂〉 | �

√√√√1 −
(

N∑
i=1

|sin(‖Hi‖2ε̄)|
)2

, (C2)

assuming that the expression under the square root is positive.
Let us compare the bounds (18) and (C2). If the noise level
ε̄ is small, sin(‖Hi‖2ε̄) in (C2) can be replaced by ‖Hi‖2ε̄.
Defining c = ∑N

i=1 ‖Hi‖2ε̄, the right-hand side of (C2) then
becomes

√
1 − c2. On the other hand, the right-hand side of

(18) can be written as 1 − c2

2 . Since
√

1 − c2 < 1 − c2

2 for any
0 < c < 1, we have thus proven that (for small noise levels)
the bound (18) is tighter than (C2), i.e., it guarantees a larger

FIG. 8. Transpiled quantum circuit for the three-qubit QFT with
gate set A. In total, the circuit consists of 18 RZ, 30

√
X , and 6 CX

gates and has a Lipschitz bound of LA
QFT = 117.95.

FIG. 9. Transpiled quantum circuit for the three-qubit QFT with
gate set B. In total, the circuit consists of 20 RZ, 30

√
X , and 6 CZ

gates and has a Lipschitz bound of LB
QFT = 106.79.

worst-case fidelity. Therefore, throughout the paper, we focus
on the bound (18) derived in Theorem 2.

APPENDIX D: PROOF OF THEOREM 3

Proof. We only prove (23a) and note that (23b) can be
proven with trivial modifications. Note that

d |ψ (ε)〉
dε

= − i

[
H1

N∏
i=1

Ui(εi ) |ψ0〉 , U1(ε1)H2

N∏
i=2

Ui(εi ) |ψ0〉 ,

. . . ,

N−1∏
i=1

Ui(εi )HNUN (εN ) |ψ0〉
]
. (D1)

Since Hi and Ui(εi ) commute, we can rewrite the first two
block entries on the right-hand side of (D1) as

[
H1

N∏
i=1

Ui(εi ) |ψ0〉 ,U1(ε1)H2

N∏
i=2

Ui(εi ) |ψ0〉
]

= U1(ε1)(H1 H2)

[
I2 ⊗

(
N∏

i=2

Ui(εi )

)]
|ψ0〉 . (D2)

Using that |ψ0〉 is a unit vector and the matrices Ui(εi ) are
unitary, the norm of (D2) is upper bounded by ‖(H1 H2)‖2.
Thus, similar to the proof of Theorem 2, we infer that, for any

FIG. 10. Transpiled quantum circuit for the three-qubit QFT with
gate set C. In total, the circuit consists of 11 U3 and 6 CX gates and
has a Lipschitz bound of LC

QFT = 45.26.
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FIG. 11. Transpiled quantum circuit for the three-qubit QFT with
gate set D. In total, the circuit consists of 11 PHASED-XZ gates, four
CZ gates, and one FSIM gate and has a Lipschitz bound of LD

QFT =
36.95.

ε ∈ RN ,

‖|ψ (ε)〉 − |ψ̂〉 ‖2 �
N/2∑
i=1

‖(H2i−1 H2i )‖2

∥∥∥∥
(

ε2i−1

ε2i

)∥∥∥∥
2

�
√

2
N/2∑
i=1

‖(H2i−1 H2i )‖2‖ε‖∞,

where we use that ‖a‖2 �
√

2‖a‖∞ if a ∈ R2. �

APPENDIX E: CIRCUITS FOR THE THREE-QUBIT QFT

In the following, we present the transpiled quantum cir-
cuits for the three-qubit QFT for our considered elementary
gate sets from Sec. V. All circuits were transpiled using the
BQSKit transpiler [58]. Figure 7 shows the original, untran-
spiled quantum circuit for the three-qubit QFT from [72].
Further, Figs. 8–12 show the transpiled circuits with native
gate sets A–E: gate set A in Fig. 8, gate set B in Fig. 9, gate set
C in Fig. 10, gate set D in Fig. 11, and gate set E in Fig. 12.

APPENDIX F: SINGLE-QUBIT QUANTUM
STATE TOMOGRAPHY

In Sec. VI we compared an analytically known quantum
state |ψ̂〉 with an unknown state |ψ (ε)〉, which is the output of
the execution of a quantum circuit on the real quantum com-
puter ibm_nairobi. Since the amplitudes of the quantum state
cannot be measured directly, we need to use some technique
to reconstruct the state based only on measurable expectation
values. This is the goal of a quantum state tomography proce-
dure [73].

In the considered setup, we are dealing with a single-qubit
state. Therefore, we can write the corresponding density ma-

FIG. 12. Transpiled quantum circuit for the three-qubit QFT with
gate set E. In total, the circuit consists of 16 Rxy and 6 Uzz gates and
has a Lipschitz bound of LE

QFT = 29.42.

trix as

ρ = 1
2 (I + rx · X + ry · Y + rz · Z ), (F1)

where the coefficients rx, ry, rz ∈ R are the expectation values
of the Pauli matrices, i.e.,

rx = tr(Xρ), (F2)

ry = tr(Y ρ), (F3)

rz = tr(Zρ). (F4)

We can then obtain an estimate of these expectation values
when preparing the quantum state ρ several times and mea-
suring the projections onto the corresponding axes [73]. Given
the resulting density matrix ρ and the analytical expression for
the pure state |ψ〉, we can calculate the fidelity according to

F (|ψ〉 , ρ) =
√

| 〈ψ |ρ|ψ〉 |. (F5)

For our experiments, given a noise level ε̄, we draw a
noise sample ε ∈ [−ε̄,+ε̄], prepare the state |ψ (ε)〉 20 000
times for each of the three Pauli expectation values, recon-
struct ρε according to (F1), and calculate the fidelity via (F5).
We run this procedure for 16 different noise levels, each
featuring 80 different noise samples, in order to collect the
statistics for Fig. 5. The overall procedure is performed for
each of the two quantum circuits UA and UB. Thus, we run
in total 2 × 16 × 80 × 3 × 20 000 = 153 600 000 quantum
circuits on ibm_nairobi.
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