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Hyperfine structure of the A'II state of AICI and its relevance to laser cooling and trapping
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The majority of molecules proposed for laser cooling and trapping experiments have X-type ground states.
Specifically, 2% states have cycling transitions analogous to D; lines in alkali-metal atoms while ' X states
offer both strong and weak cycling transitions analogous to those in alkaline-earth atoms. Despite this proposed
variety, to date, only molecules with 2X-type ground states have successfully been confined and cooled in
magneto-optical traps. While none of the proposed ! -type molecules have been successfully laser cooled and
trapped, they are expected to have various advantages in terms of exhibiting a lower chemical reactivity and
an internal structure that benefits the cooling schemes. Here, we present the prospects and strategies for optical
cycling in AlCl—a ' £ molecule—and report on the characterization of the A'IT state hyperfine structure. Based
on these results, we carry out detailed simulations on the expected capture velocity of a magneto-optical trap for
AICL. Finally, using ab initio calculations, we identify the photodissociation via a 3'TT state and photoionization
process via the 3! = state as possible loss mechanisms for a magneto-optical trap of AICI.
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I. INTRODUCTION

The ability to control the rich internal and external degrees
of freedom of polar molecules has the prospect of enabling a
large number of novel applications, including the search for
new physics beyond the Standard Model and precision mea-
surements [1-21], controlled chemistry [22-25], and quantum
simulation and computation [26-32]. Realizing the neces-
sary control for such applications can realistically only be
achieved at low temperatures, where only a small number
of quantum states are occupied, and with trapped samples
that allow for long interaction times. One way to produce
ultracold molecules is to associate laser cooled atoms with
carefully controlled external fields. While this method has
been successful, it is limited to molecules which consist of
laser coolable atoms [33—42]. On the other hand, over the past
two decades, a growing number of molecules have been iden-
tified with internal structures that allow for photon cycling to
an extent that renders these molecules amenable to direct laser
cooling and trapping [43—48]. Among those species, a diverse
range of diatomic molecules have been explored both theoret-
ically [49-64] and experimentally [49,65—-86]. Furthermore,
this experience has helped to guide recent efforts extending
these techniques to polyatomic species [3,87-96].

Nevertheless, at present, only the diatomic molecules SrF
[97,98], CaF [99-101], and YO [102] and the polyatomic
CaOH [93] have successfully been laser cooled and confined
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in a magneto-optical trap (MOT), a crucial milestone towards
the growing list of applications. All of these molecules pos-
sess an unpaired electronic spin and a >%-type ground state
with optical cycling transitions analogous to D lines in alkali-
metal atoms. By contrast, molecules with ' X ground states
are expected to offer certain advantages for laser cooling, as
their closed shells render them less reactive and their internal
structures show similarities to atoms in a type-II MOT. For
'S molecules, both strong and weak optical cycling tran-
sitions may be available, analogous to the 'Sy — 'P; and
1Sy — 3P, transitions regularly used in alkaline-earth atoms.
To the best of our knowledge, the only three ! % -type species
currently being experimentally studied for laser cooling are
TIF [67,103,104], AIF [82,83], and AICI [43,56,105,106].

In this paper, we spectroscopically study the AICI hyper-
fine structure within the lowest three A!Tl-state rotational
levels, discuss the implications of its properties on laser cool-
ing and trapping, and present theoretical estimates of the
expected capture velocities of a MOT for AICI. The metal
halide AICI has been proposed as an excellent candidate
for laser cooling due to its high photon scattering rate of
~2m x 25 MHz [107] and its almost unity Franck-Condon
factors (FCFs) [56,105,106,108,109]. A key challenge to laser
cooling and trapping AICI is producing sufficient laser light
for the optical cycling transition at 261.5 nm which connects
the electronic ground X' =+ state with the excited A' T state.
However, recent developments in UV laser technology, in-
cluding work done by the authors, have shown that robust
systems capable of more than 1 W of laser power at this
wavelength are now within reach [110-114].

AICl was first laboratory confirmed in 1913 and has
since undergone many spectroscopic and chemical studies
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[106,107,115-143]. Moreover, these efforts have been com-
plemented by many theoretical studies that explored the
properties of AICI in detail [56,105,106,108,109,144—152].
Its presence in the interstellar medium, in carbon-rich stars,
and as part of the models of exoplanets’ atmospheres renders
AICI a molecule of astrophysical interest [145,146,148,153—
161]. Despite this extensive work, some fundamental prop-
erties, such as the dipole moment of the ground and excited
electronic states of AICI, remain unknown and have only been
estimated theoretically [146] or in some models substitute
values from similar molecules are used [154,155]. AICl also
has many applications outside the laboratory; for instance,
it is utilized in the production of photovoltaic grade sili-
con [162-164], is spectroscopically found in rocket plumes
[165-167], and can be used as a probe for the detection of
chlorides in drinking water [168]. Another interesting and
unique aspect of AICI is that the disproportionation reaction
channel, which forms the stable compound AICls;, can be
blocked below 180 K and solid-state densities of AICI have
been isolated using this characteristic [169]. This property
can potentially provide the ideal starting point for producing
a large number of molecules in the gas phase by applying
nanosecond-pulsed laser ablation to a fabricated thin precur-
sor film of AICI, adding to the list of advantages of AICI as
a candidate for laser cooling and trapping and the described
applications.

II. THE AIC1 X!X* AND A'll STRUCTURES

AICI has two main isotopes with *3’CI with natural abun-
dances of ~76 and ~24% respectively. The large differences
in the electronegativities between Al (1.61) and C1 (3.16) form
a polar bond with a theoretically predicted electric dipole
moment of 1.6 D for the X! =7 state [146]. The X' £+ ground
state is coupled to the excited, short-lived A'TI state, which
has a lifetime of 26 ns [107], via an electric dipole transition
in the UV at 261.5 nm. The intermediate triplet a1 state
is coupled to the ground state via an electric dipole transi-
tion corresponding to a photon of wavelength ~407 nm. The
metastable intermediate state is split into four Q2 substates
whose linewidths have been estimated to be on the order of
3-90 Hz [105], but no precise experimental data exist to date.

The A'TT < X' X+ excitation, which promotes a valence
electron from the 9¢ to the 47 orbital, closely resembles the
S-P transition in atomic aluminum [132]. The similar vibra-
tional constants and bond lengths of the X'+ and the A'TI
states result in a calculated Franck-Condon factor of 99.88%
for the v” = 0 band [106]. The vibrational levels are split
in rotational states with a rotational constant of ~7.3 GHz.
The presence of the nuclear spins of both the chlorine atom
(Ic1 = 3/2) and the aluminum atom (I5; = 5/2) adds complex
cascaded hyperfine splittings to each state, though the hyper-
fine splitting of the X'+ state is smaller than the natural
linewidth and remains unresolved.

Figure 1 shows the corresponding detailed level scheme
relevant to optical cycling in AlICl. The quantum numbers
of the states are defined in Sec. IIB. All Q-type transitions
(AJ = 0) can be used for laser cooling since they are rota-
tionally closed due to dipole and parity selection rules.
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FIG. 1. Electronic and rovibrational energy-level structure of
AICIL. The Q transitions, which are used for laser cooling, are ro-
tationally closed, unlike the P and R transitions. The rovibronic
manifolds of the X'Z*(v=0,/=1) and A'TIV' =0,/ =1)
states include 72 and 144 hyperfine states, respectively, all of which
are involved in laser cooling AICl. Adapted from [170].

A. Spectroscopy on AICI1

For the analysis in this paper, two sets of data were used
from two separate experiments, one in the Hemmerling group
at the University of California, Riverside (UCR), and the
other in the McCarron group at the University of Connecticut
(UConn).

In the UCR group, AICl is produced in a cryogenic helium
buffer-gas beam source (CBGB) [171,172] at 3.4 K via short-
pulsed (5 ns) laser ablation of a AI:KCI mixture target [173]
with a Nd: YAG laser (Mini-Lite II, Continuum) of ~10 mJ per
shot. More details on the source are described in Ref. [106].
The fluorescence data presented here were acquired ~40 cm
downstream from the source. The molecules were excited
with laser light aligned orthogonal to the molecular beam
direction and the induced fluorescence was collected with a
photomultiplier tube (H10722-04, Hamamatsu). The excita-
tion laser light of a few mW at 261.5 nm was produced by
frequency doubling the output of a 522-nm (VALO Vecsel,
Vexlum) laser with a custom-built second-harmonic genera-
tion cavity. The laser frequency was scanned and stabilized
by using the frequency readout of a wavelength meter (WS-7,
High-Finesse), which in turn was calibrated using a Doppler-
free saturated absorption spectrum of rubidium. This approach
yields an upper limit for the frequency accuracy of ~15 MHz,
whereas the shot-to-shot frequency stability is better than
+5 MHz.

At UConn, the experimental approach is similar, with
pulses of cold AICI produced from a cryogenic buffer-gas
beam source at 2.7 K via laser ablation (=20 mJ at 532 nm).
The source has been described previously in Ref. [174].
Molecules are optically addressed 94 cm downstream of the
source below an EMCCD camera using ~100 uW of laser
light at 261.5 nm. This light is picked off from a homebuilt
laser system that generates >1 W in the fourth harmonic from
an infrared fiber amplifier seeded by an external cavity diode
laser (ECDL) at 1046 nm [114]. The EDCL is frequency stabi-
lized and scanned using a transfer cavity locked to a frequency
stabilized HeNe laser and the relative frequency stability is
typically =2 MHz. The absolute frequency is measured to
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within ~200 MHz using a wavemeter, sufficient to identify
the correct transfer cavity free spectral range.

B. Hamiltonian of AICI

In this section, the hyperfine energy-level structures of the
X and A electronic states are described in detail and the molec-
ular constants, which were acquired by using data from the
spectroscopy setups, are discussed. Similar to the approach
taken for AIF [82], we choose to describe both the X !X
and A'TI states using a common Hund’s case (a) coupling
scheme. To describe the electronic state of AICI, the total
angular momentum J = 2 4+ R, where R is the rotational
angular momentum and £ = A + ¥ is the sum of the pro-
jection of the electron orbital angular momentum L and the
electron-spin angular momentum S on the intermolecular axis.
For the X' £+ state, the projections are A = 0 and £ = 0. For
the A'IT state, A = £1 and X = 0. The hyperfine structure
is accounted for by coupling J to the nuclear spin of the
aluminum atom, F; = J + I, which is in turn coupled to the
nuclear spin of the chlorine atom, F = Fy + I¢y.

1. X state
The Hamiltonian for the X! =+ state has the form [175]

Hy =H3(+HEQ, (D

where Hg‘ includes the electronic, vibrational, and rotational
energy terms, and Hgq is the electric quadrupole term. HJ'
is expressed in terms of the Dunham expansion for E (v, J)
with equilibrium constants that have previously been
measured [137].

The electric quadrupole interaction has previously been
found to be the dominant hyperfine interaction in the X' =+
state [128], given as

_ \/g(quo)a
Heg =) 41,20, — 1)

o

T (1, L), 2)

where « indicates the nucleus of aluminum and chlorine.

Higher-order terms, such as the nuclear-spin rotation and
the nuclear-spin—nuclear-spin interaction term, are neglected,
given the broad linewidth of the A'TT <— X' =7 transition that
is used in this paper and the fact that these terms are expected
to be two orders of magnitude smaller than the quadrupole
terms, comparable to the case for the similar molecule
AlF [82].

2. A state

For the A'Il state, the orbital angular momentum is
nonzero. The orbital degeneracy of A = +1 is lifted due to
the presence of the end-over-end rotation of the molecule and
results in a splitting of the rotational states into two opposite
parity states, also known as A doubling (see Fig. 1). The
Hamiltonian for the AT state has the form [175]

Ha = H{* + Hyy + Hy + Hig + Hz 3

where Hé* includes the electronic, vibrational, and rota-
tional energy terms; Hyp is the nuclear-spin-orbital hyperfine
term; H, is the lambda-doubling term; Hgq is the electric
quadrupole term; and Hy is the Zeeman term. Hé* is expressed

TABLE 1. Ab initio calculations of the electric-field gradients
and the quadrupole constants eQqy.

Nucleus State V.. (a.u.) eQqo (MHz)

Al X'zt —0.809 —28.1
ATl —0.220 -7.6

Cl X'zt —0.675 —13.5
ATl —2.554 -51.0

in the form of the Dunham expansion with equilibrium con-
stants that have been measured in a previous study [106].

Due to the singlet nature of the A'TT state, the A-doubling
term can be expressed as

Hy=— Y e qT;J. ) )

k=%1

and the nuclear-spin-orbital hyperfine term can be expressed
as

Hu=) a.T'(L) T'(). 5)

The quadrupole term for the A'TT state has both a component
along and a component perpendicular to the internuclear axis:

eQy 2
Heq =Y ——= | Vogo T3 (I, I,
EQ %(%_1)[\/—%, o e o)

o

+ Y e“”"d”qz,aTzi(Ia,Ia)}. (6)

k==%1

The electric quadrupole constants are defined in terms of
nuclear quadrupole moment, e¢Q, and electric-field gradient
at each nucleus, with gy being equal to the V,, component
and ¢, being equal to 2«/6(Vm —V,y) [175]. Based on our
previous ab initio calculations [106], we performed additional
ab initio calculations of the electric-field gradients to get a
theoretical estimate of the quadrupole constants, as shown in
Tables I and II. Using the quadrupole moments of 147.7 mb
for the Al nucleus [147] and 85 mb for the 33Cl nucleus [176],
we find reasonable agreement between the theoretical and
experimental values for the X' X+ state shown in Table III.
This result increases our confidence in our ab initio values for
the A'TT state.

Given the broad linewidth of the A'TT <— X' = transition,
we use the following procedure to estimate the equilibrium
constants for the A'TT state. Starting with the R(0) transition,
we first use a least-squares fit to extract the hyperfine con-
stants, aa; and acy, since the structure of this line is dominated
by these parameters and much less affected by others. Then,
with the hyperfine parameters set to their optimum values,

TABLE II. Ab initio calculations of the electric-field gradients
and the quadrupole constants eQg, for the A'TI state.

Nucleus 23/6(Vyy — Viy) (au.) eQq> (MHz)
Al 0.605 102.9
Cl 0.332 32.5
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TABLE III. Experimental electric quadrupole constants eQq for
the X' 2 state as measured in previous work [128].

Constant Value (MHz)
(eQqo)ai —29.8(50)
(eQqo)ci —8.6(10)

we use a least-square fit to determine an upper limit of the
A-doubling constant g by fitting the R(0)-R(3) transitions
simultaneously. During the whole procedure, we keep the
quadrupole constants, eQgo and eQgq», for both nuclei set to
the values determined by the ab initio calculations.

The resulting equilibrium constants are presented in
Table IV. The errors of the constants correspond to a ~2.5%
deviation of the absolute value of the residuals of the fit and
model from the optimal value. We note that our data only
allow for constraining the value for the A-doubling constant
between —8 and —3 MHz, since it is mainly determined by the
width of the broad features of R(2) and R(3). Our approach
yields a good agreement between the overlapped independent
data sets, UCR and UConn, and the Hamiltonian model using
the combination of fitted and ab initio values for the molecular
constants, as shown in Fig. 2. Here the UConn data were
overlapped with the UCR data via a frequency offset prior to
fitting. We note that a small discrepancy between the two data
sets is shown in Fig. 2(a). We attribute this to the nonlinearity
of the transfer cavity used in the UConn laser frequency stabi-
lization scheme. Here, the frequency of the ECDL inherits the
nonlinearity of the transfer cavity, which is exacerbated by the
O rings used in its design [177]. This nonlinearity depends on
the cavity dc value and was not a significant effect in the other
R-line scans. For this reason, only the UCR data were used
to fit the R(0) transition. This highlights that, while transfer
cavities are effective for frequency stabilization, care must be
taken when using this approach for spectroscopy, especially
where subsequent stages of second- or fourth-harmonic gen-
eration amplify these nonlinearities.

Finally, overlaying the model with the parameters acquired
through the R transitions with the fluorescence measurements
of the Q branch at UCR and UConn yields a reasonable
agreement, as shown in Fig. 3. We note that the Q-branch
fit has no free parameters besides the overall frequency off-
set, the rotational temperature [2.5 K (1.6 K) for the UCR
(UConn) data], and the overall amplitude. Finally, the density
of the lines of the Q transitions illustrates the similarity of
the rotational constants of the X! X+ and A'IT states, which
in part leads to the predicted highly diagonal Franck-Condon
factors of AICI [106].

TABLE IV. Molecular constants for the A'Il state obtained in
this paper.

Constant Value (MHz)
aal 1319@%:2)
q (—8,-3)

1.0
0.51
)
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g
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FIG. 2. Normalized fluorescence data (red circles, UCR; blue
diamonds, UConn) and model (black solid line) of the R(J) tran-
sitions, X'ZF v = 0,J) < A'TI v’ = 0,J + 1), (a) R(0), (b) R(1),
(¢) R(2), and (d) R(3). The vertical black lines represent the different
transitions predicted by our Hamiltonian model with their heights
corresponding to their relative line strengths.

C. Zeeman splitting

To set up a magneto-optical trap for a new species, it is
important to fully understand the Zeeman splitting of the cool-
ing transition in order to design the magnetic-field gradients
appropriately. In the case of AICI, the dominant Zeeman term
in the A'TT state is the interaction between the electron-orbital
angular momentum, L, and the applied magnetic field, B. This
interaction has the form

Hz = giusT"'(L) - T'(B) (7)

1.0 o UCR Data
¢ UConn Data
0.8 —— Model
---- Model
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FIG. 3. Normalized fluorescence data (red circles, UCR data;
blue diamonds, UConn data) and model (black solid line) of the
0(0)-Q(5) transitions of AICI. The models use the fitting parameters
of the R lines from Table IV and are only optimized to reproduce the
measured signal amplitude, the rotational temperature (7o, = 2.5 K
solid line, Tio, = 1.6 K dashed line), and the absolute frequency
offset. The vertical black lines represent the different transitions
predicted by our Hamiltonian model with their heights corresponding
to their relative line strengths.
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FIG. 4. The Zeeman splitting of the A'TI, (v' = 0,J’ = 1) man-
ifold of AICI as a function of the external magnetic field.

where g; = 1 and up is the Bohr magneton. The dominant
Zeeman interaction in the X' X+ state is the nuclear-spin Zee-
man interaction, I, - B, which has a magnetic dipole moment
that is smaller than the A'IT state by a factor of m,/m,,, where
m, is the electron mass and m, is the proton mass. Thus,
the Zeeman splitting of the X'X* state is negligible and
Zeeman shifts on the cycling transition are fully determined
by the splitting of the A'TT. We show the calculated Zeeman
splitting of the A'TT, (v = 0, J’ = 1) state as a function of an
external magnetic field in Fig. 4. This is our principle target
excited state for optical cycling in AICl using the Q(1) cycling
transition. However, the close proximity of other Q transitions
means that a single laser frequency will likely address and
lead to optical cycling for molecules in multiple low-lying
rotational states within the electronic ground state (see Fig. 3).

In the low-field regime, magnetic sublevels are shifted
linearly according to Landé g factors that vary in both mag-
nitude and sign for different hyperfine states [see Table V for
the g factors of the target even-parity A'TT, (' =0,/ = 1)
excited state]. While in principle this structure can lead to
magnetically tunable transitions for use in a Zeeman slower,
the large hyperfine spread of the J' states within the A'TI
state combined with the lack of a type-I transition can make
addressing individual velocity classes challenging.

Realizing confining transitions in a MOT of AICIl to
the F1 = 5/2 and 7/2 manifolds will require an orthogonal

TABLE V. Calculated Landé factors of the even-parity A'Il
(v =0,J" = 1) states of AICI.

F| F 8F F] F 8F F] F 8F
3/2 5/2 72
0
1 —0.15 1 0.15
2 —0.13 2 0.07 2 0.23
3 —-0.12 3 0.05 3 0.15
4 0.03 4 0.12
5 0.10

circular laser polarization compared to confining transitions to
the F; = 3/2 manifold since these states have g factors with
opposite sign. We emphasize that a MOT of AlCl appears sim-
ilar in nature to atomic type-II MOTs. Here the magnetically
tunable states that enable confinement are in the electronic
excited state and decay rapidly via spontaneous emission to
the unresolved and unperturbed X' £+ ground state. By con-
trast, in 2Zl-type molecules, the dominant Zeeman shift is in
the ground state, which can lead to stationary magnetic dark
states that require either static dual frequencies [178] or rapid
synchronous switching of the field gradient and laser polariza-
tions [179,180] to generate substantial confining forces. While
the general level structure and Zeeman shifts within molecules
with ' T ground states may simplify magneto-optical trapping
methods, coherent dark states may still need to addressed (see
Sec. [II D and Ref. [181]).

In Table V, we list the Landé factors for low magnetic fields
(<10 G) of the different hyperfine states in the even-parity
A'TI, (W = 0,J" = 1) manifold. We note that a MOT of AICI
will require a large magnetic-field gradient on the order of
100 G/cm axially to realize confining forces due to the small
excited-state g factors and the large transition linewidth. This
is similar to MOTSs using strong transitions in alkaline-earth
and alkaline-earth-like atoms [182].

Finally, in the high-field regime, the different spins de-
couple and the overall state structure simplifies into three
manifolds, each of which has common Landé factors. This
Paschen-Back regime has been proposed for a Zeeman slow-
ing scheme for CaF at ~300 G [183]. Though AICI would
require even higher fields and field gradients to completely
isolate the manifolds, we note that MOTs with gradients of
~1 kG/cm have been realized [184—186].

III. OPTICAL CYCLING

The strong optical cycling A'TI — X'+ (v =0,v' =0)
transition near 261.5nm combines a large linewidth
(27 x 25 MHz) with a large photon recoil velocity (2.5 cm/s)
to offer access to strong radiative forces. These forces could
potentially slow a molecular beam from a cryogenic source to
below the capture velocity of a MOT in just a few centimeters,
rather than the &1 m required for today’s experiments with 2%
molecules [93,97,99,100,102]. Such an improvement would
increase the solid-angle and trappable flux from a cryogenic
source by several orders of magnitude and tackle inefficient
MOT loading, which remains a key bottleneck in the field
of molecular laser cooling and trapping. Alternatively,
new slowing techniques, such as bichromatic slowing
[187-192], traveling-wave Stark deceleration [193-199], or
Zeeman-Sisyphus deceleration [91], may offer solutions to
this challenge. Strong, short-wavelength optical transitions,
such as those in AICI, AIF, and MgF, are attractive for
laser cooling and trapping but demand high laser intensity
since the saturation intensity scales as Iy o I’ /A3, The
AICI optical cycling transition at 261.5 nm is particularly
fortuitous since ytterbium fiber lasers and amplifiers offer
high power (10-100 W) at the fundamental of the fourth
harmonic (1046 nm) and 261.5 nm is close enough to the
frequency quadrupled Nd: YAG that optics are well developed
and commercially available. In the following, we outline the
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prospects of optical cycling in the different rovibrational and
hyperfine manifolds of AICI and compare the effects to other
molecules, AIF and TIF.

A. Vibrational branching

AICI is expected to have highly diagonal FCFs which
limit decay into excited vibrational levels within the X' X+
manifold during optical cycling. Previous work by multiple
groups predicts a FCF in the v =0 band of ggy > 0.99
[56,105,106,149] with approximately three lasers (one cycling
laser and two repumps) being sufficient to scatter the ~10*
photons required to slow, laser cool, and trap [90,93]. Ex-
perimental work to directly confirm this diagonal vibrational
branching is underway [200], similar to previous work with
TIF [201], BH [202], and AIF [82], other candidate molecules
for laser cooling experiments with ! & ground states. We note
in passing that the single unpaired valence electron within
each X molecule laser cooled to date offers an intuitive pic-
ture behind the origin of diagonal FCFs, i.e., that the optically
addressable electron plays a negligible role in the binding
of the molecule. By contrast, to the best of our knowledge,
no similar intuition can be used to identify closed-shell !X
molecules with diagonal FCFs.

B. Rotational branching

Rotational branching within AICl can be tamed using
selection rules that dictate the allowed changes in angular
momentum and wave-function symmetry (parity) during elec-
tronic transitions [68]. Namely, the electric dipole transitions
with nonzero transition dipole matrix elements are limited
to AJ =0, £1 and, because the dipole operator is a rank-1
tensor (odd), the wave functions of the connected states must
have opposite parity. For ! & ground-state molecules, such as
AICI, these selection rules enable rotational closure for all Q
transitions (AJ = 0) (see Fig. 1).

A loss channel via rotational branching can be introduced
by a small electric field to mix the closely spaced opposite-
parity A doublets in the A'TT state and hence break the
parity selection rule. In this case for AICI, spontaneous emis-
sion would then populate dark rotational states via the P
and R branches (AJ = —1 and +1, respectively). This loss
mechanism was reported in a radio-frequency MOT of SrF
molecules [180] and, notably, has been investigated for AIF
[203], with this loss channel becoming negligible for stray
fields below 1 V/cm. For AICI, the level of electric-field
suppression required remains unclear as our spectra can only
place upper and lower limits on the bound on the A-doubling
parameter ¢ that dictates the spacing between A doublets (see
Table IV).

An additional loss mechanism, enabling transitions with
|AJ| > 1, can result from mixing between states with the
same total angular momentum F from different rotational
levels within the excited electronic state. In both AICI and
AIF, this mixing in the A'IT state is predominantly due to
the magnetic hyperfine interaction of the Al nuclear spin and
is expected to result in a small loss channel of order 10~°
[82,170]. By contrast, this mixing and rotational branching in
TIF can be substantial and poses a challenge to optical cycling
in this molecule [67].

C. Hyperfine structure

The Al and Cl nuclear spins result in AICI having a com-
plex hyperfine structure, with 12 hyperfine states for J = 1,
18 for J = 2, 22 for J = 3, and 24 for J > 4 (see Fig. 1). In
the X' =7 state, the lack of spin-orbit coupling results in the
hyperfine structure being small and unresolved to the strong
A'TI-X'S7 transition (I' &~ 27 x 25 MHz). For example, in
J = 1all 12 hyperfine states span just 11 MHz [128]. While
this allows all ground-state hyperfine levels for a given J to
be conveniently addressed by a single laser frequency, it can
also lead to the formation of slowly evolving dark states which
prevent rapid optical cycling (see Sec. III D).

In the A'IT state, the hyperfine structure is at best only
partially resolved for low-lying rotational states (see Fig. 2).
Our analysis shows that, similar to AIF [82], this structure
is primarily due to the nuclear-spin—electron-orbit interac-
tion with the eQqy and eQq, constants dictating that the
electric quadrupole interaction only plays a small role. Inter-
estingly, the A'TI (v' = 0,J = 1) hyperfine structure spans
~500 MHz, equivalent to a Doppler spread of ~130 m/s
at 261.5 nm. This, combined with power broadening, may
enable a single laser frequency to address the decreasing
Doppler shift of molecules during laser slowing without the
need for frequency chirping or phase modulating the slowing
light.

For convenience, we use a Hund’s case (a) basis to describe
the AICI ground and excited states using quantum numbers
F and F; (see above). However, we emphasize that Fj is not
a good quantum number and states with common F from
different Fj are mixed. In AICI, this mixing arises in the X'zt
state due to the quadrupole interaction with the Cl nuclear spin
and in the A'TT state due to the Cl nuclear spin—electron-orbit
interaction. While this mixing does not lead to loss from the
optical cycle, it does skew hyperfine branching ratios away
from the unmixed case [170].

D. Dark states

Rotational structure in molecules dictates that optical cy-
cling requires type-II transitions which naturally introduce
dark states within the ground electronic state [44,204]. In
general, these can be either stationary angular momentum
eigenstates, in which molecules accumulate and leave the
optical cycle, or a coherent superposition of these eigenstates,
which naturally precess between bright and dark states, limit-
ing the maximum photon scattering rate [205,206].

For 2% molecules, it is common to remix dark states using
a Zeeman shift to lift the degeneracy of ground-state sublevels
by ~I". This approach is impractical for ! & molecules due to
their small ground-state magnetic moments which, coupled
with their unresolved ground-state hyperfine splittings, can
result in robust, slowly evolving coherent dark states which
significantly limit photon scattering rates. Fortunately, rapid
polarization switching offers an alternative method to address
stationary dark states and also destabilize coherent dark states,
provided that the number of ground states is less than three
times the number of available excited states, i.e., a single laser
polarization addresses more than % of ground states. While
this can be the case for Q transitions in AICI and AIF [82], it
is not the case for TIF [103,104,180] where the excited-state
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hyperfine structure is well resolved. In this case, additional
switched microwave fields linking rotational states in the elec-
tronic ground state are required.

The dark state composition in AICI was calculated follow-
ing the method in Refs. [46,204], with the number of dark
states for the Q(1) transition depending on the number of
partially resolved excited states addressed. Assuming power
broadening is adequate to address the entire A'TI(v' = 0, J' =
1) state, we find that, in the absence of a magnetic field,
7 transitions driven by linearly polarized light lead to 24
coherent dark states and no stationary dark states, indicating
no leakage from the optical cycle but a constraint on the
maximum photon scattering rate for a fixed laser polarization.

A similar calculation for the dark state composition in AIF
is described in Ref. [203]. Here dark states are formed by
linear superpositions of states with different values of F; and
the limit on the scattering rate is consistent with the smallest
splitting among them. In AICI, the dark state composition
is more complicated, with dark states described instead by
superpositions between states with different Fj, F, and mp
quantum numbers, leading to dark states between both mag-
netic and hyperfine levels. Ongoing experimental work will
test these results by measuring photon scattering rates in AIC1
with and without polarization modulation [200].

IV. ESTIMATE OF THE CAPTURE VELOCITY
OF A MAGNETO-OPTICAL TRAP FOR AIC1

To load AICI into a magneto-optical trap, molecules need
to be slowed to (or below) the MOT capture velocity. This step
is necessary for molecular MOTs since, in contrast to their
atomic counterparts, the beam sources that are bright enough
for realistic experiments typically are not effusive in nature.
Instead, the molecular sources, e.g., a cryogenic buffer gas
beam or a supersonic beam, have a boosted forward velocity
distribution with higher average values and widths that are too
narrow to provide a sufficient flux of molecules below the
MOT’s capture velocity. Hence, currently a slowing stage is
essential before molecules can be trapped in a MOT. In current
MOT experiments, both white light [207,208] and chirped
slowing [100,209] are successfully used to prepare beams for
trapping. Since the momentum imparted by each photon recoil
is small, it is necessary to cycle many photons (>10%) (see
Sec. IIT). We note that alternative slowing methods that avoid
the need for repeated photon scattering are being explored
in the community. Examples include the bichromatic force
[187-192], traveling-wave Stark deceleration [193,194], and
Zeeman-Sisyphus deceleration [91].

To estimate the MOT capture velocity, we numerically sim-
ulate the dynamics of AICI molecules entering a MOT. Here,
we use a standard three-dimensional MOT configuration com-
posed of a quadrupole magnetic-field gradient of 75 G/cm
axially and three pairs of retroreflected laser beams, each with
a Gaussian beam profile. We then implement the Hamiltonian
from Sec. II and the MOT configuration in the open source
PYTHON package PYLCP [210] and solve for the time evolution
of the trajectories of AICI.

The presence of both hyperfine spins in AICI leads to a
large number of quantum states in each rotational manifold
that must be included to fully describe the system. In general,
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FIG. 5. Simulated capture velocities plotted as a function of laser
power per beam for different beam diameters. The beam diameter is
defined as the 1/¢* diameter of the Gaussian beams. Figure repro-
duced from [170].

capturing the effects of coherences in simulations requires
evaluating the optical Bloch equations [181,211,212]. How-
ever, the optical cycling transition X'+ v =0,/ = 1) <
A'TI v/ = 0,J’ = 1) involves 144 magnetic sublevels, render-
ing a full simulation computationally challenging. As a result,
we perform the following estimates of the capture velocity us-
ing rate equations and therefore expect this approach to break
down as laser intensity grows and coherent dark states begin to
limit excitation. By trading intensity for MOT beam diameter,
we will operate near the saturation intensity (232 mW /cm?
for AICI), where other molecules have been shown to be well
described by rate equations [178,203].

We simulate the molecular trajectories for different ini-
tial velocities and laser powers and extract the maximum
molecular velocity that is captured for a range of MOT beam
diameters. The cooling lasers that address the X'X* |v =
0,J =1) < A'TI|v' =0,J = 1) transition are detuned by
—L from the F| = 7/2 level. We further assume that no vibra-
tional branching occurs during the simulation, i.e., the repump
lasers have been applied accordingly. We also reduce the
calculated equilibrium force by a factor of 2 at each timestep
of the simulation to account for the A system created between
the cycling and the first repump lasers [213].

The results of these simulations are shown in Fig. 5. We
find that a MOT capture velocity v, > 30 m/s requires a
mean intensity in the range ~0.1-1 W/cm? per beam, de-
pending on the MOT beam diameter (d), with smaller beams
requiring higher intensity (and higher scattering rates, R.) to
account for shorter interaction times. These results follow the
general results of a simplified two-level model, as discussed
in Ref. [170]. In brief, for a fixed beam diameter d, vcp X
VdRy.. At low intensity I, for fixed laser power, Ry o I
d=? and S0 veap x d~'/2. At higher intensity towards satura-
tion, this dependence is weakened since now Ry, o« d " where
0 < m < 2, with m = 0 representing when the transition is
fully saturated, and SO veap X di=-miz,

While a large MOT capture velocity is desirable, it is also
important to consider the spatial overlap between the MOT
volume and the slowed molecular beam, which has a solid
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angle Q; o< d*. In general, the number of trapped molecules
Nyot & st'c‘ap where « is determined by the slowed beam’s
velocity profile. Typically, x > 1 since there can be many
more molecules available for capture at higher velocities due
to reduced transverse beam divergence [207] and this gives
rise to two regimes. When below saturation, due to limited
laser power, as could be the case in the deep UV for AlF,
smaller MOT beams are desirable since here Nyor o d2*/2
with (2 —«/2) < 0. By contrast, when transitions can be
saturated using high laser power, Nyior o< d>T<(1=™/2 with
24 k(1 —m)/2 > 0, and large MOT beams are optimal. This
high-power, large-diameter regime is typically where today’s
molecular MOTSs using 2% molecules operate when loading.
Our goal is to also operate towards this regime for AICI using
~l-cm 1/e*-diameter beams each with ~0.5 W. However,
our ongoing work probing the scattering rate vs intensity
[200] will ultimately guide our MOT beam parameters to
use the available laser power [174] most efficiently to
maximize Nyor.

While high intensity and large scattering rates are benefi-
cial for MOT loading, it is common to reduce the intensity
immediately after loading. This reduces the scattering rate,
which both cools the trapped atoms by limiting Doppler
heating and increases the trap lifetime for state preparation
or transfer to a conservative trap. This step will also likely
be important for an AICI MOT since the Doppler temper-
ature is 600 pK. A blue-detuned MOT of AICI, as recently
demonstrated for YO [214] and SrF [48], could potentially
cool below this limit towards the recoil temperature of 5 pK,
though substantial vibrational closure would be needed for
efficient transfer from the red-detuned MOT since these blue-
detuned MOTs operate at high intensity and require >20 ms
to load [48].

For short-wavelength transitions at high intensity, one also
needs to consider the possibility of significant loss via pho-
todissociation and photoionization of the molecule. The latter
effect has been known to dominate loss processes in atomic
MOTs [215]. Here, we carry out ab initio calculations on the
cross sections of AlCI for these processes to characterize their
effect.

V. PHOTODISSOCIATION AND IONIZATION OF AICl

In this section, we analyze the two-photon process
that can lead to photoinduced dissociation and ionization.
Figure 6 plots selected potential-energy curves (PECs) for
AICI. The lowest three black curves are Morse potentials that
have been fit to ab initio calculations [106]. These PECs corre-
late asymptotically for large internuclear separation (r) to the
dissociation energy of neutral Al 4- Cl. Three relevant excited
electronic state PECs are plotted in blue, red, and green for
the 2 'T1, 3'X*, and 3 'IT states, respectively. Asymptotically
for large r, the 2 'TT PEC approaches the dissociation energy
of neutral Al + Cl whereas the 3!'=* PEC approaches the
dissociation energy of ionic AlT 4+ CI~, and the 3 'IT PEC
approaches the dissociation energy of Al* + CI [109,150].
The repulsive parts of these PECs are based on fitting repul-
sive exponential functions {V = V, exp[a(r — 7,)*]} to the ab
initio data reported in Refs. [109,150]. The V,, «, and r, are
adjustable fitting parameters and were optimized to minimize

4

FIG. 6. Six selected potential-energy curves (PECs) are plotted
for AICI as a function of the internuclear distance r. The three black
and one blue PECs correlate to neutral Al 4 Cl dissociation for large
r whereas the red PEC leads to ionization Al* 4+ CI~ and the green
PEC leads to Al* + CI. The two-photon process is indicated by the
vertical dashed black and red arrows. The dashed and long-short
dashed PECs correspond to increasing and decreasing the slopes of
the PECs by 1.5%, respectively.

the root-mean-square error between the analytic curves and
the ab initio data.

A simplex fitting algorithm was used (AMOEBA
[216]) and the optimal parameters were determined to
be V, = 4.40249 x 10*cm™!, & = 0.174950 A2, and r, =
3.73886 A for the 2111 state; V, =4.53576 x 10*cm™!,
a=6.76293 x 102A~2, and r,, = 4.895 11 A for the 3' =+
state; and V, = 6.58982 x 10*cm™!, o = 0.683155A2,
and r, = 2.495 20 A for the 3 'IT state (the fitted parameters
quoted above include several extra digits for numerical rea-
sons to ensure that the potential curves can be accurately
reproduced). The vertical black and red dashed arrows rep-
resent the two-photon excitation process that can lead to
dissociation along the repulsive 2 'TT PEC (blue) or the 3 'T1
PEC (green), or ionization along the repulsive 3=+ PEC
(red). From these PECs, we can compute intensity profiles
for the dissociation and ionization cross sections by cal-
culating the Franck-Condon overlaps between the ground
ro-vibrational eigenfunction of the A 'TT state with the con-
tinuum eigenstates of the 2'I1, 3'I1, and 3'X* states,
respectively.

The reflection technique is used where the continuum
eigenfunctions are represented by delta functions located at
the classical turning points along the repulsive PECs [217].
The intensity profiles are then simply proportional to v ¥
where v is the excitation energy and v is the ground rovi-
brational wave function evaluated at the r corresponding the
classical turning point for the energy v. We can derive the
classical turning points r. as a function of v from the ex-
ponential functions given above by setting V = v to obtain
re =1, — A/In(v/V,)/c.

An energy grid in v was constructed using 100 points
between 6.0 and 8.5 cm™' (x 10*). The ground ro-vibrational
wave function for the A 'TI state (computed in our previous
work [106]) was then evaluated at each of the corresponding
r. values and the resulting intensity profiles (normalized) are
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FIG. 7. The normalized photodissociation (blue = 2'IT and
green = 3 ' TT) and photoionization (red) cross sections are plotted as
a function of the excitation energy. The energies of the two relevant
laser wavelengths (261 nm, main cooling transition; 265 nm, first
vibrational repumper) are indicated by the vertical black lines. The
dashed and short-long dashed curves quantify the sensitivity of the
cross sections to the slopes of the potential-energy curves of the
repulsive excited electronic states (see Fig. 6).

plotted in Fig. 7 for both dissociation (solid blue and green)
and ionization (solid red). For reference, the energies of the
two relevant laser wavelengths (265 and 261 nm) are plotted
with black vertical lines. The sensitivity of the profiles plotted
in Fig. 7 on the exponential fits was quantified by increasing
and decreasing the slopes of the PECs by approximately 1.5%
(the dashed and long-short dashed red and blue curves in
Fig. 6). The corresponding cross sections are plotted with
dashed and long-short dashed red and blue curves in Fig. 7.
The sensitivity of the 3 'TT cross section (green) is similar but
is not plotted for clarity. From these normalized profiles, it
is clear that these laser wavelengths could lead to photoion-
ization via the excited 3' =™ state but, depending upon the
relative magnitudes of the photodissociation cross sections,
significant photodissociation could also occur. Determining
the absolute cross sections requires experimental measure-
ments that are beyond the scope of the present paper and at
these low temperatures literature values are scarce. However,
recent experiments on a similar molecule AIF report an ab-
solute photoionization cross section of o; = 2 x 107!8 cm?
that includes all cycling transitions [203]. To the authors’
knowledge, the only absolute photodissociation cross sec-
tions reported for AICI are the theoretical ones in Ref. [150]:
oy =2 x 1077cm? and o317 = 1.5 x 10~ %cm?. If we as-
sume that the absolute photoionization cross section for AlCI
is similar to AlF, then we can estimate the relative magnitudes
of the AICI photodissociation cross sections: o,i1y/0; = 10
and o31/0; = 75. Thus, we multiply the blue curves by 10
and the green curve by 75 in Fig. 7 and keep the red curves
unchanged. The tails of the blue and green curves at the
relevant laser wavelengths are now much larger. For the 2'TT
state (solid blue curve) the estimated relative contributions
(multiplied by 10) at 265 and 261 nm are only 0.4 and 0.8%
of the photoionization cross section, respectively. However,
for the 3'I1 state (solid green curve) the estimated relative

contributions (multiplied by 75) are 13.2 and 5.2 times larger
than the photoionization cross section, respectively. Thus, due
to its large absolute cross section, photodissociation via the
311 state is potentially a dominant loss mechanism.

VI. CONCLUSION

We have characterized the hyperfine structure of the A'TT
state in AICI and reported a measurement of the nuclear-spin—
electron-orbit interaction strength of the excited state. We
discuss strategies and possible loss mechanisms for efficient
optical cycling and compare the advantages of AICI to other
molecules. Both AICI and AIF have similar internal structures
and are expected to allow for similar cooling schemes. While
the larger linewidth and shorter wavelength of AIF results in
access to larger optical forces, the AIF saturation intensity
is a factor of 4 higher than AICI, which poses significant
demands on the laser technology and optics required. An
additional advantage of AICI] (and AIF) is that transitions
can simultaneously be driven to multiple excited states, al-
lowing polarization modulation to destabilize coherent dark
states, in contrast to TIF. The larger ground-state hyperfine
splittings in AICl and AIF also result in these dark states
naturally precessing into bright states more rapidly than in the
case of TIF.

Finally, the hyperfine structure in the A'IT state studied in
this paper spans between ~250 and 500 MHz for J' = 1-4
while the X'+ hyperfine structure is unresolved for the
cycling transition. While such a broad excited-state spread
makes addressing individual velocity classes challenging us-
ing a type-II transition in, for example, a Zeeman slower, it
does potentially offer two advantages. First, increased scat-
tering rates may be accessed by targeting different excited
hyperfine states with the cycling and first repump lasers to
avoid coupling these lasers and creating a A system. This ap-
proach is similar to that used with alkali-metal atoms. Second,
laser slowing may be simplified since a single laser frequency
can simultaneously address a broad range of velocities, similar
to white light or frequency chirped slowing, but without the
need to spectrally or temporally dilute the laser intensity ap-
plied to each velocity. This may allow a single laser frequency
to slow molecules directly from a single-stage CBGB and
reduce the technical complexity.

We use a numerical simulation of the full AIC] Hamil-
tonian to estimate the capture velocity of a magneto-optical
trap for AICl. Our results yield capture velocities of up to
30-40 m/s when using ~1 W of laser power per MOT beam,
suggesting that a significant part of a CBGB source with
a slowing cell [218] could be directly loaded into a MOT
without slowing. This result highlights another advantage of
AICI, but should also be understood in the context of MOT
capture velocities of other molecules, where magnitudes for
CaF of 5-20 m/s [48,101,178,219], for SrF of 9-13 m/s [48],
and for MgF of 26 m/s [220] have been either calculated or
measured. Optimization strategies for increasing these values
to higher magnitudes have been explored as well [221].

Finally, a possible limit preventing a high-intensity MOT
for AIClI is that two-photon excitation may lead to substantial
trap loss. Using ab initio calculations of the excitation cross
sections, we identified that photodissociation via a 3'TT state
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and ionization via a dissociative 3' X+ state could be a non-
negligible loss process when using the main cycling and the
first vibrational repump transition for the MOT. Experimental
data on this process are required to verify if photoionization
or -dissociation will indeed limit the lifetime of an AIC1 MOT.
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