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Collinear laser spectroscopy of highly charged ions produced with an electron-beam ion source
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Collinear laser spectroscopy has been performed on He-like C** ions extracted from an electron-beam ion
source (EBIS). In order to determine the transition frequency with the highest-possible accuracy, the line shape
of the fluorescence response function was studied for pulsed and continuous ion extraction modes of the EBIS in
order to optimize its symmetry and linewidth. We found that the best signal-to-noise ratio is obtained using the
continuous beam mode for ion extraction. Applying frequency-comb-referenced collinear and anticollinear laser
spectroscopy, we achieved a measurement accuracy of better than 2 MHz including statistical and systematic
uncertainties. The origin and size of systematic uncertainties, as well as further applications for other isotopes

and elements are discussed.
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I. INTRODUCTION

Precision measurements of fundamental constants and tests
of symmetries and interactions have had profound implica-
tions for our understanding of nature and the development of
theoretical concepts in atomic, nuclear, and particle physics.
Quantum electrodynamics (QED) plays an important role
since it was the prototype of a relativistic quantum field
theory and as such a role model for what we now know as
the Standard Model. In particular, few-electron systems that
are nowadays available as highly charged ions for precision
spectroscopy are very good probes to test QED in strong
fields [1,2], to study electron correlation effects in simple
systems [3], and to provide highly forbidden transitions that
can serve as optical clocks [4] as has been very recently
demonstrated [5], as probes for variations of fundamental
constants, particularly the fine-structure constant « [4], or
other searches for physics beyond the Standard Model [6].
For most of the studies mentioned above, additional effects
caused by the finite nuclear size and the nuclear magnetization
distribution are detrimental to the goal of the experiments.
Therefore, Shabaev et al. have suggested using specific isonu-
clear differences to eliminate some of the finite nuclear-size
effects [7] as was used, e.g., in [8], while Paul et al. recently
proposed studying transitions between circular Rydberg states
in muonic atoms where nuclear contributions are vanishing
while bound-state QED effects are still large [9]. However,
if QED contributions are sufficiently well understood and
have been validated in test measurements, the calculations can
be used to determine nuclear parameters that are connected
to the nuclear distributions; see, e.g., [10-12] for the size
of the proton from transition frequencies or for the nuclear
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magnetization radius based on experimental hyperfine struc-
ture splittings in highly charged ions [13,14]. Even though
the effects are small, their influence is sufficient to contribute
to several significant digits of achievable measurement accu-
racy and can be used as a very clean probe of low-energy
quantum chromodynamics (QCD) properties and nuclear
structure [4].

Light nuclei present unique systems, as they can be accu-
rately calculated using ab initio methods based on systematic
nuclear forces [15-18]. It is also a region in which spectac-
ular nuclear structure effects arise—the so-called halo nuclei
[19,20]. The charge radius of the most prominent halo nucleus
Li [21] is still limited by the knowledge of the stable °Li ref-
erence radius [22]. This is even worse for boron, for which the
uncertainty of the charge radius of the stable isotopes is a se-
rious obstacle for the determination of the charge radius of the
proton-halo candidate ®B as well as for tests of the latest gen-
eration of nuclear structure calculations [23,24]. The impor-
tance of further progress in this field has also been highlighted
by the still not fully solved “proton-radius puzzle” [11,25].
With respect to this work, the remaining discrepancies be-
tween radii extracted from electronic and muonic systems are
of interest, whereas the discrepancies with electron scattering
results and among different electron scattering experiments
are a topic of their own. For a recent review see, e.g., [26].
Both aspects, QED tests and determination of nuclear struc-
ture, are strongly intertwined, and measurements on different
elements, isotopes, and charge states are required to prove
consistency. This also includes exotic systems like muonic
atoms for which measurements are planned in ion traps [27]
or using a new generation of microcalorimeters [28,29].

A particularly interesting case in this respect is an all-
optical determination of the nuclear charge radius R. in
few-electron systems. The general idea of an all-optical
charge radius measurement is the determination of the dif-
ference between the theoretical transition frequency vpoine Of
an ionic or atomic system calculated assuming a pointlike

©2023 American Physical Society
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TABLE 1. Lifetime 7 and transition wavelength A of the
metastable 23S, state in He-like ions [36].

T(235)) 1238 — 23P)
He 2.2h 1082 nm
Lit 50s 548 nm
Be?* 1.8s 372 nm
B3 150 ms 282 nm
CH 21 ms 227 nm
N+ 3.9 ms 190 nm

nucleus and the experimental transition frequency vey, of the
real system. If all other effects are covered by the atomic
structure calculations, the difference is given only by the finite
nuclear-size effect. If, finally, the sensitivity of the transition
to the charge radius F in MHz/fm? is also known, the charge
radius can be determined according to

_ ,.2v12 | Vexp = Vpoint

Re=(r)" = —F ey
This approach has been used so far only for hydrogen-like
systems, i.e., hydrogen [10,30,31], muonic hydrogen [11],
muonic deuterium [32], and muonic helium [33,34]. How-
ever, recently a program has been initiated by Pachucki and
Yerokhin with the goal to determine charge radii using the
3§ — 3P transitions of (ortho-)helium and helium-like ions
[35]. The corresponding transition wavelengths are in the opti-
cal range up to C**; however, laser spectroscopy experiments
are challenging since those start from a metastable state that
has to be populated first. Additionally, the lifetime of the 3S
state decreases rapidly with Z~!2, reducing the lifetime of the
152538, state from 2.2 h in He to 21 ms in C** as listed in
Table I.

Laser spectroscopy can be performed in sifu with the
production as demonstrated for other applications in Ar'3*
[37], Fe'3* [38], and I’* [39] in an electron-beam ion trap
(EBIT); however, due to the prevailing high temperatures and
correspondingly large Doppler widths, this approach deliv-
ers only a precision on the 100 parts-per-billion (ppb) level.
Alternatively, the ions can be extracted from the production
zone, cooled, and transferred into a Penning [40-43] or a
Paul trap [5,44,45], improving the precision by several orders
of magnitude. However, this technique is not applicable for
He-like systems beyond Be?", since the lifetime degrades to a
few 100 ms and less. Thus, the investigation of He-like B to N
isotopes has similar conditions as laser spectroscopy of short-
lived radioactive nuclei, for which collinear laser spectroscopy
was specifically developed [46,47].

Therefore, we have coupled an electron-beam ion source
(EBIS) to a collinear laser spectroscopy setup. We produced
and extracted C** ions and performed frequency-comb-
referenced quasisimultaneous collinear and anticollinear laser
spectroscopy to determine accurate transition frequencies.
Those are published in [48], and this paper covers a detailed
insight into the experimental setup, a comparison of the dif-
ferent EBIS production modes, and a discussion of systematic
uncertainties.

II. EXPERIMENTAL SETUP

The Collinear Apparatus for Laser Spectroscopy and Ap-
plied Science (COALA), situated at TU Darmstadt, Germany,
has been extended with an electron-beam ion source (EBIS) to
allow for collinear laser spectroscopy of highly charged ions,
especially at low masses. An illustration of the experimental
setup is shown in Fig. 1. COALA has proven to be a valuable
setup for high-precision collinear laser spectroscopy. Rest-
frame transition frequencies of allowed dipole transitions in
Ba™ and Ca™ with an accuracy comparable to ion trap mea-
surements were extracted to investigate a puzzling behavior
in the atomic structure of earth-alkaline elements [49,50].
Furthermore, the apparatus can be used to perform laser-
assisted high-voltage measurements [51]. The main beamline
of COALA remained unchanged for the investigations pre-
sented here and is described in detail in [52]. In this paper we
concentrate on an extended description of the newly installed
elements to generate a beam of highly charged ions and give
only a brief overview of the main beamline, as far as it is
required to comprehend the presentation of the experiment
and the discussion of the systematic uncertainties arising from
beam properties.

A. Dresden EBIS-A

The Dresden EBIS-A is a room-temperature electron-beam
ion source from DREEBIT GmbH. It produces highly charged
ions through electron impact ionization. The operation princi-
ple of an EBIS is extensively explained in, e.g., [53,54].

Here we will concentrate on those aspects that are relevant
for the ion beam properties affecting the resonance line shape.
A schematic illustration of our EBIS and the applied voltages
are depicted in Fig. 2. An iridium-cerium cathode generates
an electron beam of up to 120 mA, which is subsequently
accelerated from the cathode potential Uz ~ —2150 V into
three drift tubes forming the ion trap. Afterwards, the electron
beam is repelled by a negative voltage Urep < Uc and
guided onto a water cooled electron collector. Electron beam
compression is realized by an axially symmetric magnetic
field created and formed by two NbFeB permanent magnet
rings and soft iron parts producing an on-axis magnetic
field strength of ~ 620 mT. Atoms inside the electron beam
are efficiently ionized through electron impact ionization.
Positive ions produced in the central drift tube, which has an
effective length of 60 mm and an inner diameter of 5 mm,
are axially trapped by the potential §Uyap = Upy — Ua. The
radial ion trap is formed by the negative space charge of
the electron beam. The central potential U, was usually
set to approximately 10.5 kV, which was a compromise of
having a high starting potential for the ions while limiting the
recurrences of discharges inside the source.

The easiest way of feeding the EBIS with the element
of interest is through leakage of a gaseous sample into the
drift tube section. For the production of C**, propane gas
(CsHg) was used. The base pressure inside our EBIS was
Poase = 8 x 1071° mbar and the typical feeding gas pressure
Peas = 6 x 1078 mbar. The molecules are disaggregated by
electron impact ionization, and the formed ions are trapped
inside the electron beam and subject to further collisional
processes with electrons, atoms, and other ions, increasing
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FIG. 1. Overview of the COALA beamline. Main differences of the nearly 7-m-long beamline to the previous version detailed in [52] are
the electron-beam ion source (EBIS) with an attached velocity filter and the switchyard.

or decreasing their charge state. In the most common EBIS
operation mode, ions are pulsed out by rapidly lowering the
third electrode from the potential Ug; to Up,. The trapping
or breeding time Tyeeq Of the ions determines the result-
ing charge-state distribution of the ensemble. An optimum
for the production of C** was found for fpeeq = 15 ms.
The ejected ion bunch contained roughly 8 x 107 C** ions
in 8 us.

Alternatively, a continuous extraction of ions is realized by
choosing a lower and static Ug; with respect to U, but above
Ua (Up < Ug; < Uy) so that ions can overcome the rear-wall
potential once the space charge of the ions inside the trap
is sufficiently large. Figure 3 shows a comparison between
the charge state production in an open trap (Ug; < Ux < Up,
transmission mode) and the leaky mode. The spectrum is
generated by a Wien-filter scan. While the transmission mode
produces mainly singly ionized molecules and low charge
states, the leaky mode produces significant amounts of mul-
tiply charged ions. Of particular importance is the peak of
C3*, since the metastable state in C** is most efficiently
populated by electron capture and charge exchange reactions
of these ions. In leaky mode, a continuous C*t ion beam with
a particle current of typically 350 ppA (particle pico ampere)
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FIG. 2. Schematic illustration of the potentials inside the EBIS.
Taken and modified from [53].

was achieved. We finally note that small amounts of O and
N charge states are generated from residual gas. A dedicated
investigation of spectroscopic differences between pulsed and
continuous modes is made in Sec. II1.

After release, the ions are accelerated from the start po-
tential Uy, = Ua towards ground potential and pass a Wien
filter integrated in the EBIS. The filter consists of a perma-
nent magnet (B = 500 mT) and a variable electric field. By
choosing a matching electric field, a specific mass-to-charge
ratio can be selected. Ions of other m/g-ratios are deflected
horizontally and blocked by a 2 mm aperture. This helps to
optimize the production of a specific charge state and reduces
contaminants in the ion beam that can lead to an increase of
unwanted collisions or to space-charge effects.

B. Switchyard

The production of highly charged ions with an EBIS re-
quires an ultra-high vacuum below 10~° mbar inside the
source. This makes it mandatory to bake out the whole source
over several days after venting. Together with the heavy frame
including the pumping stages, this source is not readily inter-
changeable like the other ion sources that have been used at
COALA so far. Since the setup described in [52] had only
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= i molecules c* 4+ .
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FIG. 3. Comparison between leaky mode (Uy < Up; < Up) and
transmission mode (Ug; < Ux < Up) production with propane gas
(C5Hg) through scanning of the Wien filter voltage and recording
of the transmitted ion current. Besides the prominent charge states
of carbon, singly ionized molecules and small amounts of O and N
charge states also are produced in these modes.
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FIG. 4. The new switchyard for COALA adapted from a design
used at the Extra Low Energy Antiproton (ELENA) ring, CERN [55].
(a) Deflectors, (b) rotatable and movable Faraday cup with an iris,
(c) Faraday cup for entry port (g), (d) iris defining the entrance into
the main beamline, (e) connection point to the collinear beamline,
(f) laser-entry port, (g) 10° entry port, (h)—(k) main connection ports.

one ion-source port, a new switchyard for multiple sources
was designed to ensure rapid switching of ions from different
sources.

The design is based on a switchyard from the Extra Low
ENergy Antiproton (ELENA) ring at CERN, for which details
can be found in [55]. Figure 4 shows the adapted COALA
version without the cover flange for better visibility. The main
difference from the ELENA version is the equally spaced
120° arrangement of the bending electrodes (a) while keeping
all other symmetries from the original design. This offers
additional flexibility since ions from the EBIS at port (h) or
another ion source at port (i) can also be used in possible
new experiments to be mounted at (j) or (k) instead of being
delivered into the main beamline (e). Furthermore, ion sources
such as a liquid metal ion source (LMIS) or a Penning ion
source (PIG) at port (j) or (i) can be used to feed the EBIS
with ions that cannot be produced from vaporized compounds,
for example, beryllium. Additionally, the 10° port (g) from the
original COALA setup was retained. Ions delivered from this
port can be directed into the main beamline (e) only with the
two steerer electrodes (a) into exit port (e).

In order to measure the ion current from each ion source
and to estimate the ion beam size, a Faraday cup (b) with an
iris diaphragm in front is installed in the center of the chamber.
This cup can be rotated towards each port and moved in and
out with a linear z stage. Since the central axis of port (g) does
not pass the center of the chamber, another Faraday cup (c) for
the 10° port has been implemented in a straight line. Another
iris diaphragm (d) which is aligned to the intended beam axis
can be used to ensure a central entry into the quadrupole
doublet of the main beamline. Opposite to the main beamline
port (e) is the laser entry port (f).

C. Main beamline

The main beamline (see Fig. 1) starts with an electrostatic
quadrupole-doublet to compensate for the double-focusing
behavior of the switchyard and to recollimate the ion beam.
A subsequent x-y steerer is used to position the ion beam. The
necessary axis for the collinear or anticollinear superposition
of the laser and ion beam is defined by two iris diaphragms
inside the two beam diagnostic stations. Furthermore, a Fara-
day cup and a multichannel plate (MCP) phosphorus stack is
available in each station to observe and monitor the ion beam.
The actual laser spectroscopy is performed in the optical de-
tection region (ODR).

When the C** jons are excited from the metastable 23S, to
the 23P; states, which have a lifetime of 17 ns, fluorescence
light is emitted at the excitation wavelength when decaying
back into the 3S; state. The fluorescence photons are collected
by two elliptical mirrors (ODR1 and ODR2) and detected by
photomultiplier tubes [56]. Each photon count is registered
with 10 ns resolution by the FPGA-based data acquisition
(DAQ) system [57].

D. Laser system

The laser system to produce the necessary 227 nm light
consists of a Ti:sapphire (Ti:Sa) laser (Sirah Matisse 2
TS) pumped by a 20 W frequency-doubled Nd:YAG laser
(Spectra-Physics Millenia eV) and two following frequency-
doubling units (Sirah WaveTrain 2). Two identical systems
are available for both directions to perform collinear and an-
ticollinear measurements in fast iterations. Laser collimation
and a Gaussian beam profile are realized with a spatial filter
behind the second frequency doubling stage. Then the UV
light is transported from the laser laboratory to the beamline
through air. With a second telescope in front of the far end of
the beamline a good spatial overlap of the two beam profiles
with a beam diameter of about 1 mm inside the ODR is
ensured.

The laser frequency of the Matisse is stabilized to a tun-
able reference cavity through the side-of-fringe stabilization
technique. This results in a short-term spectral linewidth of
the fundamental frequency of roughly 200 kHz. To provide
long-term stability over a measurement cycle (5-10 min), the
fundamental laser frequency is measured and stabilized by
a Menlo-Systems FC1500-250-WG frequency comb, whose
frequencies are generated with respect to a GPS-disciplined
quartz oscillator. The typical Allan deviation is approximately
20 kHz in time spans of a few minutes and even less for longer
time spans.

The laser light is linearly polarized throughout the
beam path. To ensure the linear polarization in the laser
spectroscopy process, Rochon prisms with a distinction ratio
of 10 000:1 were placed in front of the beamline for both
directions.

III. RESONANCE SPECTRA

In collinear laser spectroscopy, the resonance condition
of an atomic transition is shifted for a counterpropagating
(anticollinear, a) and copropagating (collinear, c) laser beam
by the relativistic Doppler effect due to the velocity 8 = v/c
of the ions according to vc/, = voy (1 &= B) with the Lorentz
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TABLE II. EBIS production parameters, signal-to-noise ratio (SNR), full width at half-maximum (FWHM) of the resonance line shape,
and statistical uncertainty of the line center Avgener Of the spectra in Figs. 5 and 6. The measurement time for each spectrum was roughly

5 min.
Ie (mA) 5Utrap (V) Pgas (mbar) Toreed (ms) SNR FWHM (GHZ) AVcenler (MHZ)
(A) 80 71 6 x 1078 15 58 1.59(4) 16.6
B) 25 26 6 x 1078 15 51 0.50(1) 5.7
(©) 25 26 2 x 1078 15 17 0.97(4) 17.8
(D) 80 171 6 x 1078 Leaky 59 0.168(2) 0.7

factor y = 1/4/1 — B2. This condition can be met either by
tuning the laser frequency or by changing the ion velocity
through applying typically a few 10 V to the ODR, which can
be floated relative to the rest of the beamline. Usually the latter
is easier and faster and therefore the preferred method. The
precise determination of the rest-frame transition frequency
vo would require precise knowledge of the ion velocity g if
only v, or v, is measured. However, if the laboratory-frame
transition frequencies v, and v, are measured in fast iteration,
this allows us to directly access vg through the geometric
mean

vevy =13 y2 (14 B)(1 — B) = vg. )

The precise determination of a resonance line center v/,
depends strongly on the signal-to-noise ratio (SNR), the sym-
metry of the line shape, and its width. Thus, EBIS production
parameters were optimized to achieve a significant popula-
tion of the 23S, state as well as a symmetric and narrow
line profile. During these optimizations, a single anticollinear
1 mW laser beam was used, and the strongest fine-structure
transition 23S; — 23P, of '2C*t was studied. First, the more
commonly used bunched mode of the EBIS was studied and
then compared to continuous-beam operation of the EBIS.

A. Bunched beam

In bunched mode, the ions are stored for a certain breeding
time fpreeq in the EBIS and afterwards ejected by fast ramping
the extraction-electrode potential below the central trap po-
tential. Further important parameters which influence the ion
production are the electron current I, the trap potential Uiy,
and the propane pressure pq,s inside the EBIS. The interplay
of all of these parameters defines the electron space charge,
the capacity of the trap, and the temperature of the ion cloud.
The latter especially is very important since a colder ion cloud
results in a smaller linewidth, which improves the statistical
uncertainty in the determination of the laser-spectroscopic line
center. The comparison of many parameter combinations has
shown that the amount of produced ions per extraction and
the temperature of the ions cannot be optimized simultane-
ously, but a trade-off has to be made for many parameters.
Figures 5(a) and 5(b) show time-resolved spectra for two
different sets of EBIS parameters given in Table II. In a time-
resolved spectrum, the number of photon counts is depicted
color coded as a function of the scan voltage (top x axis) or
the corresponding scan frequency (bottom x axis) and the time
after the ejection of the ions from the EBIS (y axis). Even
though the vertical axis represents the time-of-flight of the
ions, it should be noted that the vertical position cannot be

directly related to the kinetic energy of the ions since it also
depends on the complex extraction process and the position
of the ions in the trap while switching the voltage Ug;. The
velocity of the ions is encoded in the position of the resonance
along the x axis instead because this represents the Doppler
shift.

The black line emphasizes the change of the resonance fre-
quency with time. In this view, the energy distribution of the
ion bunch is visualized in a time-resolved way from bottom
to top, where ions that are at resonance at higher frequencies
have less kinetic energy than ions in resonance at lower fre-
quencies. Therefore, one can analyze the ion ejection behavior
and identify roughly three different parts (i), (ii), and (iii)
separated by the red dashed lines. In parts (i) and (iii), the ion
energy changes with time, whereas it is roughly constant in
part (ii). For laser spectroscopy, a time-independent behavior
is required to allow for a precise and accurate determination
of the resonance frequency. It is obvious that a projection
of all fluorescence events onto the frequency axis leads to a
strongly asymmetric resonance profile, as depicted in gray in
the bottom panels of Fig. 5. Restricting the projection to the
time period (ii), in which the resonance frequency is constant,

Relative scan voltage (V)
20 10 0 -10 -20 -30 20 10 0 -10 -20

18 iig_.}é,ixfg'f Time resolved spectrum &=
s == =< _

— F—
—

hoton counts

Projection of (i) + (ii) + (iii)
Projection of (ii)
—— Voigt fit to (ii)

Background-normalized event rate  Time after bunch trigger (us)
N
o

4 2 0 2 4 4 2 0 2 4
Relative anticollinear laser frequency (GHz)

FIG. 5. Time-resolved spectra for two different EBIS production
parameter sets (a) and (b) measured in anticollinear geometry. The
projection of the photon events within time window (ii) onto the laser
frequency axis is shown in the bottom panels as black squares along
with a Voigt fit (red line). The full projection of time window (i)
+ (ii)) + (iii) is depicted as gray squares and exhibits a strong
asymmetry for the parameter set (a). The production parameters and
the FWHM of the fit are detailed in Table II.
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provides a symmetric and narrower resonance signal as shown
by the black data points. Note that the background-normalized
count rate is depicted in Figs. 5(c) and 5(d). The smaller peak
intensity for the full projection (i + ii + iii) requires a longer
acceptance window along the time axis and, thus, collects
more background. We suppose that the time dependence in
part (i) is caused by ions that can already leave the trap
while the potential of the extraction electrode is still chang-
ing. Hereby, the electrode acts unintentionally as an elevator
drift tube where the ions lose energy compared to the “main
bunch” in part (ii) and the resonance is therefore shifted to
higher frequencies. The strongly tilted tail in part (iii), now
drifting towards lower ion energies, is ascribed to a changing
space-charge potential inside the electron beam. In an empty
trap, it lowers the nominal start potential Ug,,. At the time of
ejection, however, the positive charge of the ion cloud partly
compensates for the negative electron potential. Therefore, the
first ions start on a potential closer to Us. After some time,
when the main part of the ion cloud has left the trap, the
negative electron space-charge potential is less compensated
for, and later ions therefore start on a reduced potential. This
leads to a reduced kinetic energy of these “tail ions” after the
acceleration against the ground potential. This explanation is
supported by the result shown in Fig. 5(b), where the elec-
tron current I, was reduced from 80 to 25 mA and with it
the space-charge potential of the electrons. Consequently, the
space-charge-induced tail is less prominent and the frequency
shift is strongly reduced.

It is obvious that fewer ions are produced in total with the
lower electron current, while the temperature of the stored
ion cloud is reduced due to less collisional heating. The lat-
ter is directly reflected in the spectral linewidth since the
temperature-induced longitudinal energy distribution of the
ion cloud is the main reason for the width of the resonance
spectrum. For a better comparison, a Voigt profile was fitted
to the projections of the time window (ii) in Fig. 5, and the
corresponding signal-to-noise ratio (SNR), full width at half
maximum (FWHM), and statistical line-center uncertainty
AVeeneer are listed in Table II for different production condi-
tions. The strong reduction of the FWHM from 1.6 to 0.5 GHz
improves the statistical line center uncertainty from 16.6 to
5.7 MHz. Even though the reduced electron current leads to a
proportionally smaller ion yield, the SNR is similar for both
parameter sets since those ions are compressed into a smaller
frequency range. The smaller linewidth thus compensates for
a part of the signal loss at the peak center. This demonstrates
the advantage of a cooled ion bunch.

The electron current is not the only parameter which influ-
ences the ion temperature. When the axial trap depth Uy is
lowered, hot ions start to leave the trap and energy is removed
from the thermal equilibrium, which cools the remaining
ions. This so-called evaporative cooling has been employed in
Fig. 5(b) to additionally reduce the ion temperature. However,
if 8Uyqp is too shallow, the resonance signal is reduced due
to the ion loss. Therefore, the trap depth together with the ion
current are trade-off parameters and have been tuned carefully.
The best compromise for pulsed extraction was found in the
parameter set (B) of Table II shown in Fig. 5(b).

In contrast, a high propane gas pressure pg,, improves the
production of C* and cools the ion cloud at the same time.

a b
50 (@) (b)

] Bunched beam (A) \ Continuous beam (D) \_ 1.06

2'8'_ Bunched beam (B)
@ 264 - Bunched beam (C)
© 1 - 1.05
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) 4 1.04
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o
<
° ] < 1.02
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E ] +1.01
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Relative scan frequency (GHz)

FIG. 6. Resonance spectra for bunched ion beams (a) with differ-
ent production settings (A—C) and continuous ion beams (b). Results
of the respective Voigt fits are listed in Table II.

Therefore, it was always set to the maximal value of pg,s =
6 x 1078 mbar given by the technical limit of stable operation
with rare high-voltage sparks. The breeding time was usually
kept at fyeeq = 15 ms since its impact on the C** production
is much larger than on the linewidth.

The experimental determination of the ratio between
metastable ions and ground-state ions is difficult as many
contributing factors such as the ion-beam-laser-beam over-
lap and the absolute photon detection efficiency are elusive.
An alternative is the calculation and comparison of the dif-
ferent process rates contributing to the production of C*+
in the EBIS [53,54]. The dominant effect in the produc-
tion of metastable C** ions is charge exchange C°* + X —
C*(23S)) + X* since other possible population modes such
as radiative recombination C°* 4+ e~ — C*(235,) + y and
electron impact excitation C*T(11Sy) +e~ — C*(235)) +
e~ have much smaller cross sections for an electron energy
around 12 keV [58]. We have performed simulations of the
production mechanism in the EBIS using the Python ebisim
package [59] to obtain the ratio between the charge exchange
rate from C3* to C** and the total production rate of C** ions.
After 15 ms, the experimentally optimized breeding time, this
ratio is roughly 14%. Taking the multiplicity of the atomic
states into account, we expect a fraction of approximately
10% of the C** ions in the bunched ion beam to be in the
laser-accessible metastable 23S, level.

B. Continuous beam

The observation of the '2C*+ resonance in pulsed mode
facilitated the signal search in continuous-beam mode.
Initially, we were not sure whether the signal intensity
would be sufficient in continuous-beam operation since the
beam intensity is considerably reduced compared to the
peak intensity in the short pulse. Additionally, background
reduction by gating the photon counting to the passing of the
ion pulse as done in Fig. 5 does not work anymore. However,
a collinear laser spectroscopy resonance was finally observed
as shown in the right panel of Fig. 6, where it is compared to
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resonance spectra of the bunched-beam mode depicted on the
left. For better comparison, both signals are normalized to the
background, being set to 1. Hence, the y axis directly reflects
the signal-to background ratio. The experimental conditions
and spectrum parameters obtained in the fit of the line shape
are summarized in Table II. We note that a similar SNR was
reached in continuous mode (D) and in pulsed operation op-
timized for signal intensity (A) within the same measurement
time although the signal strength in continuous mode is just
5% of the background, whereas it is 140% of the background
in bunched mode. The reason for this is twofold: First, the
reduced linewidth increases the SNR of the continuous beam
spectrum linearly since the signal is concentrated in a smaller
spectral range, and, second, the population of the 23S
state is roughly four-to-five times higher in the continuous
beam mode. The latter is explained by more frequent
charge-exchange collisions due to the longer trapping time of
an individual ion leading from the charge state C>* back to
C**. The linewidth in the continuous mode is thus reduced
from 1.6 GHz in operation mode (A) to only 0.168 GHz
in continuous mode (D). The improvement of the statistical
uncertainty of the line center obtained in a single fit for setting
(D) is also striking since it is reduced by more than a factor
of 20 from 16.6 to 0.7 MHz. Even under the best pulse-mode
conditions with respect to the linewidth (B), the linewidth and
statistical uncertainty in continuous-beam mode are still im-
proved by a factor of 3 and 8, respectively. An explanation for
the reduced linewidth can be found in the ejection behavior of
the ions in the continuous-beam mode. First, no fast-switching
potentials of the ejection electrode can smear out the starting
potential of the ions like in the bunched-beam mode. Second,
the space-charge potential of the ion cloud is in a state of
equilibrium in the continuous-beam mode, which results
in a well-defined starting potential. Finally, only ions with
enough kinetic energy to overcome the static barrier potential
will leave the trap. This means that only ions representing a
fraction of the full energy distribution in the trap are ejected
into the beamline. All effects together result in a reduced
energy spread of the ion beam and a narrower observed
linewidth.

Although in both modes the natural linewidth of roughly
9 MHz cannot be resolved, the continuous beam delivers
far better conditions for high-precision collinear laser spec-
troscopy and was therefore the preferred mode for all further
measurements and investigations.

IV. RESULTS OF THE FREQUENCY DETERMINATION

After a comparison of the EBIS production modes and
their spectral line profiles, frequency-comb-referenced qua-
sisimultaneous collinear and anticollinear laser spectroscopy
[49,50,60] has been used to measure the 23§, — 23P;
rest-frame transition frequencies vy in '>C*. We note that
we address all possible Zeeman transitions accessible with
linearly polarized light simultaneously since the Zeeman split-
ting induced by the earth magnetic field is considerably less
than the natural linewidth of the transition.

In order to extract the central resonance frequencies v, for
the collinear (v.) and anticollinear (v,) direction, a function
which describes the spectrum must be fitted to the data points.
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12}

S 1.05 - +

1]

o

B 1.04

N —

=0

gE

ES 1031

2 g

T © 1.024

2Z

>

=

[e2]

X

[

]

o

Residuals
uni
o
o
o
o
1

Linear fit
T T T T T T T T

-400 -200 0 200 400 -400 -200 0 200 400
Relative laser frequency (MHz)

FIG. 7. Comparison between a Voigt profile with static back-
ground (a) and with a linear background slope (b). The latter removes
the slight tilt (green line) in the residuals of the static background fit.
Although this shifts the fitted line center by roughly 0.5 MHz, the
influence on the determination of the rest-frame frequency is almost
eliminated if the same fit model is used for both directions.

Typically, a Voigt profile, which is the convolution of a Gaus-
sian and Lorentzian profile, is used. In this work we tested
different profiles such as pure Gaussian, a Voigt, and a Voigt
with added linearly tilted background. The last delivered the
smallest reduced x? values and the smallest fit uncertainties.
Besides the small correction with the slightly tilted back-
ground, the resonance line shape is symmetric and does not
show any residual structure, as can be seen in the lower trace
in Fig. 7(b). The linewidth of the fitted Voigt profile is dom-
inated by the Gaussian contribution due to the energy spread
of the ions. A typical Voigt fit yielded a Lorentzian FWHM of
~14 MHz and a Gaussian FWHM of ~165 MHz. Therefore,
the influence of the laser linewidth and effects such as power
broadening can be neglected. The slightly tilted background
in some spectra can be explained by variations in the laser

= ODR1
251 e ODR2 23Pz T 23P1 T

Vo -V, (MHZ)

259 n__ =108 n_ =68 1 n_ =28

-30 e T T

Measurement No.

FIG. 8. Single frequency measurements of the 23S, — 23P;
transitions relative to the weighted mean v, with their statistical
uncertainty. All spectra have been evaluated separately for ODR1
(black squares) and ODR2 (red dots). The shaded blue area indicates
the combined systematic (see Sec. V) and statistical uncertainty
(standard error of the mean). Note that the precision in all transitions
is limited by the systematic uncertainty, and additional measurements
would not reduce the overall uncertainty.
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FIG. 9. Tllustration of the results listed in Table III. The exper-
imental accuracy has been improved by more than three orders of
magnitude compared to the so-far most precise measurement by
Ozawa et al. (G) [63]. Also theory improved by an order of mag-
nitude in a recent publication (I) [65] compared to (H) [64], but it is
still two orders of magnitude worse than the experimental accuracy.
The uncertainty of this work is thus not visible on this scale.

power which did not fully average out during the scan. The
choice of the fit function obviously influences the value for the
extracted center frequencies v./,. However, performing a full
analysis with the different line profiles showed no influence to
the averaged rest-frame transition frequency vy as long as the
same profile is chosen for all measurements.

Each measurement of the rest-frame frequency vy consists
of one collinear and one anticollinear measurement with an
assigned statistical uncertainty obtained from the combination
of the laser frequency uncertainty and the fit uncertainty. In
Fig. 8 the results of all measurements from the campaign
are shown. The data were taken over several days with a
separate alignment procedure each day. The values are pre-
sented relative to their weighted average vy. In total, 108
measurements for the 23S, — 23P,, 68 measurements for the
238, — 23P;, and 28 measurements for the 23S, — 23P,
transition were carried out. Each measurement was evaluated
separately for the two optical detection regions (ODR1 and
2). The blue shaded area marks the combined systematic
(see Sec. V) and statistical uncertainty (standard error of the
mean) of the weighted average, which is also the final value
for the respective 23S; — 2P, transition. The precision in
all transitions is mainly limited by the systematic uncertainty
as discussed below. We also completed some collinear and
anticollinear runs with the bunched ion beam. The mean value
of roughly 20 measurements was in good agreement with the
continuous-beam measurements. However, the statistical and

systematical uncertainties were more than an order of mag-
nitude larger than for the continuous beam, and we therefore
restricted our investigations to the continuous beam.

The differences between transition frequency values
from theory and experiment in the literature to our results
8Vrel = Viit — Vihis work are provided in Table III and illustrated
in Fig. 9. The values in parentheses denote the uncertainty
of the respective literature value since these are in all
cases significantly larger than our combined experimental
uncertainty of less than 2 MHz [48]. The comparison shows
that the most recent nonrelativistic QED calculations [65]
refined their accuracy by about one order of magnitude, and
they agree well within their stated uncertainties with our
results, which have uncertainties that are more than 1000
times smaller than the best previous experimental values. The
calculated 23S; — 23P; transition frequency has the largest
uncertainty due to fine-structure mixing of the 2p ! P; with the
2p 3P state that have the same angular momentum and parity.
Therefore, they have to be treated as quasidegenerate levels
in second-order perturbation theory, which results in larger
uncertainties [65].

A more detailed discussion of the results including the
transition frequencies, fine-structure splittings, and extraction
of the nuclear charge radius is provided in the parallel pub-
lication [48]. Here we will focus on the different sources
contributing to systematic uncertainties that have been inves-
tigated during the measurement campaign and are discussed
in the next section.

V. UNCERTAINTIES IN QUASISIMULTANEOUS
COLLINEAR AND ANTICOLLINEAR
LASER SPECTROSCOPY

A big advantage of quasisimultaneous collinear and an-
ticollinear laser spectroscopy is that most of the typical
systematic frequency shifts from classical collinear spec-
troscopy cancel since they appear in both directions with
opposite signs. The remaining uncertainty contributions are
mainly caused by different conditions between collinear and
anticollinear measurements, which will be discussed in the
following sections. A summary of all contributions can be
found in Table IV.

A. Ion start potential

An important requirement is a stable starting potential.
Otherwise, both laser beams probe different ion velocities and
Eqg. (2) is not valid, resulting in a systematic shift of the mea-

TABLE III. Literature frequency values relative to the rest-frame frequencies Vi, — Viis work = 6Vrel (°P;) in the 23S, — 23P; transitions
of 12C** obtained within this work. The values in brackets denote the uncertainty of the respective literature value. All values are in GHz. The

full transition frequencies are provided in [48].

avrel(SPZ) Svrel(SPI) ‘Svrel(po) Ref.
(E) —1.3(29.0) —7.4(28.9) 4.5(28.9) [61] (Exp.)
F —4.0(4.8) 5.5(4.8) [62] (Theory)
(G) 4.4(3.6) 2.5(4.2) 4.0(4.5) [63] (Exp.)
(H) 0.03(1.04) 0.31(1.04) 0.30(1.04) [64] (Theory)
@ —0.02(13) 0.41(75) —0.19(0.27) [65] (Theory)
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TABLE IV. All investigated systematic uncertainties in MHz.
The main systematic uncertainty originates from the alignment of
the two laser beams.

Uncertainty

Line shape <0.01
Start potential 0.01
Beam alignment 1.7
Photon recoil <0.1
Scan voltage <0.07
Laser polarization 0
Total 1.7

sured transition frequency vy. Therefore, the time dependence
of the ions’ kinetic energy was investigated by observing the
resonance line center position over a period of 80 min. Drifts
of more than 150 MHz in 1 h were observed corresponding
to a potential drift of 0.87 V/h. This is a typical value for the
stability of high-voltage (HV) power supplies of the type used
for the generation of the drift-tube potentials. In order to com-
pensate this drift, the voltage applied to the central drift tube
Ux was actively stabilized with a feedback loop as explained
in [50]: The HV potential is continuously measured with a
precision high-voltage divider, and small deviations from the
nominal value are compensated through an additional low
voltage in the range from 0 to 5 V, generated with a digital-
to-analog converter integrated on a data acquisition card.
This reduced the drift by a factor of 5 from approximately
2.5 to 0.5 MHz/min. The reason for the remaining drift is
twofold: First, the electron current in the EBIS was constantly
decreasing during the measurements. This increases the start-
ing potential of the ions through the reduction of the negative
space charge. According to the manufacturer, this behavior
is untypical and is attributed to a damage of the electron
cathode. Unfortunately, no replacement cathode was available
for this measurement campaign. Second, it was observed that
the ion beam position is also drifting with time and, thus, the
angle between laser and ion beam changes, which leads to a
variation of the spatial ion velocity distribution that is probed
by the laser. Both effects influence the line-center position
through the Doppler shift.

However, the remaining drift is largely compensated for
by performing a collinear-anticollinear (CA) measurement af-
ter an anticollinear-collinear (AC) measurement. For a linear
line-center drift % = const, the remaining systematic shift
between the real transition frequency vy and the determined
transition frequency from an averaged AC-CA pair measured
with a constant time interval 6 ~ 5 min can be estimated as

\/Va(vc + Svt) + \/(Vc + 28Vt)(va - 38vt)
2

SVgrite = vo —

with

M&'

81)[ =
For realistic values of v, v¢/, and 6v; ~ 2.5 MHz, the system-
atic drift is estimated as dvgire & 10 kHz, which is negligible
in comparison to the targeted accuracy, other systematic
sources, and the statistical uncertainty.

B. Laser and ion beam alignment

In classical collinear laser spectroscopy, the alignment of
the laser and ion beam has a strong influence on the position of
the line center. Already a small angle between both beams can
introduce shifts of some MHz through the relativistic Doppler
effect. For quasisimultaneous collinear and anticollinear laser
spectroscopy, this is strongly reduced as long as both laser
beams are well aligned with respect to each other [60]. This
behavior is expected to change significantly when a misalign-
ment between the two laser beams is introduced. Therefore, a
measurement series on different days with two different laser
beam misalignments has been performed. The first configu-
ration (a) was a horizontal crossing of the two laser beams
with a separation of approximately 1 mm in front of each
laser entrance window to the beamline. This introduces an
angle of arctan(2 mm/5.2 m) ~ 0.38 mrad between the two
beams and an effective horizontal displacement of the two
beam profiles in the ODR of roughly 0.55 mm. The second
arrangement (b) was a vertical parallel displacement of the
two beams of also roughly 0.55 mm (=~ the beam radius) so
that the laser beams propagated parallel to each other without
crossing. The configuration (b) has been tested with and with-
out the velocity filter (VF) after the EBIS. Between those test
measurements, reference measurements have been recorded
where both beams were again superposed as good as possible.

The largest systematic shift of 8.6(7) MHz was observed
with configuration (a). However, this shift cannot be solely
explained by the introduced angle and must have a second
origin. The explanation can be found in the spatial distribution
of the ion velocity inside the beam which is not homogeneous.
Although an ideally collimated ion beam is targeted, a residual
divergence in the optical detection region and an additional
small but finite horizontal energy dispersion due to the elec-
trostatic switchyard is always present. Thus, two laterally
displaced laser beams probe different velocity distributions
with a different mean velocity 8 even if they are perfectly par-
allel. This results in Doppler shifts for the two lasers that do
not cancel in the geometric average of Eq. (2). Consequently,
a larger systematic shift in vy is obtained. Any additional
angle between the two laser beams can further increase or
even decrease this shift depending on the probed distributions.
This behavior has been reproduced qualitatively in numerical
simulations of the ion beam trajectory with SIMION 8.0. The
spatial coordinates and the velocity vector of the individual
ions in an analysis plane at the optical detection region were
used to calculate the scattering rate of the individual ions
for different laser frequencies of superposed collinear and
anticollinear laser beams. The resulting simulated resonance
spectra were analyzed for a variation of superimpositions of
the laser beams and the ion beam. It became apparent that
a horizontal displacement of the two laser beams can indeed
produce a systematic shift of vy with roughly the same size as
observed in the experiment.

The vertical displacement configuration (b) exhibited a
smaller shift than (a). The reason has also been found
in the ion beam simulations: The divergence introduced
by the switchyard is much smaller in the vertical than
in the horizontal direction. However, it should be noted
that the Wien filter additionally separates the ion velocities
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in the vertical direction. Therefore, a measurement series was
performed without the velocity filter in operation. This did
not lead to a change of the behavior, and we conclude that
the operation of the Wien filter does not introduce additional
uncertainties.

The largest shift of 8.6(7) MHz is produced with setting (a),
where the laser displacement was about 1 mm/0.2 mm =5
times larger than under usual experimental conditions. Thus,
a systematic uncertainty contribution for the laser beam align-
ment due to the spatial velocity dispersion (VD) in the beam
is estimated to Avyp = 8.6 MHz/5 ~ 1.7 MHz. This range
indeed covers all reference measurements taken during the
investigations and is only slightly larger than twice their lo
standard deviation of 0.8 MHz.

C. Photon recoil

A photon carries a momentum p, = hv/c additional to its
energy E = hv. Energy and momentum are conserved during
absorption and emission processes in an ion. This means that
a part of the photon energy is added to the kinetic energy of
the ion instead of the internal transition energy AE = hyy,
which results in slightly higher measured resonance frequen-
cies than vy. Therefore, the determined rest-frame frequency
must be corrected by the recoil frequency Svie. = hv/(2mc?)
for comparison with ab initio calculations that calculate the
difference of level energies. This is done during the analysis
process and does not introduce an additional uncertainty.

Another consequence of the absorption of a photon is
the change of the ions momentum by the size of the
photon momentum. Near-resonance interaction with several
excitation-emission cycles leads on average to an accelera-
tion of the ion in the collinear setup and a deceleration in
the anticollinear setup. In both cases the induced velocity
change requires a higher laser frequency in the laboratory
frame for the next excitation. Thus, a frequency shift towards
a higher rest-frame frequency could in principle occur if
more than one excitation takes place in the ODR. The mean
number of scattered photons 7z5. in resonance is estimated to
be 1 to 4 for laser intensities between half of the saturation
intensity and the saturation intensity. The velocity change
per excitation is du = hvc,/(mc) ~ 0.146 m/s, resulting in
a center frequency shift towards higher laser frequencies of
0Vc/a/0vdv ~ 0.65 MHz per excitation and emission cycle.
Hence, theoretically, an increase of the observed rest-frame
frequency is expected for increasing laser intensity.

However, no significant shift outside of the main uncer-
tainty Avyp was observed in a measurement series with
different laser intensities. A probable reason is the remain-
ing divergence of the ion beam, preventing single ions to be
excited over the full length of the ODR. This reduces the
mean number of scattering events of an individual ion, which
was calculated under the assumption of an ion in resonance
with the laser over the full length of the ODR. We note that
the majority of measurements were performed with half of
the saturation intensity, which makes systematic shifts from
photon recoil negligible with respect to the current statistical
uncertainty and the main systematic uncertainty Avyp. Nev-
ertheless, this effect needs to be investigated in more detail
once the main systematic uncertainty Avyp has been reduced.

D. Other uncertainties

A possible misalignment of the ion beam with respect to
the two laser beams was investigated and found to contribute
insignificantly to the uncertainty in accordance with previous
investigations [60]. Similarly, the correction of a small mis-
match (U < 0.2 V) in the scan voltage applied at the optical
detection region between the collinear and the anticollinear
resonance centers according to [60]

vo = | val ve — a—v(SU 3)
oUu

introduces an uncertainty of less than 70 kHz, which is neg-
ligible compared to the beam alignment uncertainty. We also
investigated the influence of the laser light polarization since
circularly polarized light can systematically shift the reso-
nance frequency due to the Zeeman splitting in a residual
magnetic field. Since the Zeeman splitting is not resolved, we
addressed simultaneously all possible Am = 0 Zeeman tran-
sitions with the linearly polarized laser light. This broadens
the resonance slightly but does not shift the center frequency.
We investigated the influence of impurities of the laser polar-
ization to the extracted rest-frame transition frequency. Such
an impurity can be caused, for example, by stress-induced
birefringence in the viewports of the beamline. Measurements
were performed using circularly and elliptically polarized
light, but a shift outside the range of the always-present laser-
alignment uncertainty was not observed, even with purely
circular polarization. Therefore, this effect was neglected at
the currently achievable level of accuracy.

In summary, the main systematic uncertainty is given by
Avyp = 1.7 MHz, which emerges from a possible residual
misalignment of the two laser beams in combination with the
ion beam divergence. It currently limits the achievable preci-
sion, but it still represents an improvement of more than three
orders of magnitude compared to the previous experimental
values [63].

VI. OUTLOOK

The next isotope of interest is '*C due to its nuclear spin
which introduces the hyperfine structure to the optical spec-
trum. This will challenge the experiment as well as the theory.
However, when the 23S, — 23P; transition frequencies in
13C4+ can be extracted with similar precision as in this work,
the nuclear mean-square charge radius of '3C can be deter-
mined from the optical isotope shift with a precision limited
only by the muonic x-ray spectroscopy result for '2C [66].
The conventional approach using mass-shift calculations in
the two-electron system will be applied as it has been before
to investigate the short-lived isotopes %He [67], and *He [68].

After carbon, we will tackle the two naturally abundant
boron isotopes '®!!B. Here, in addition to the He-like charge
state, we will also investigate the 22/, — 22Py ), transition
(206 nm) in Li-like B>*. Besides the all-optical charge radius
determination, the isotope shift measurement in both charge
states will enable a thorough comparison between mass-shift
calculations in light two-, three-, and five-electron systems
[24]. In order to produce B>+3* in an EBIS, a volatile organic
compound (trimethyl borate BO3C3;Hyg), which has a high
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vapor pressure, will be fed into the EBIS. First tests have
already been performed at GSI, Darmstadt [69].

Since for beryllium no volatile organic compound exists,
the investigation of Be*" requires to first produce Be™ in a
different ion source and then inject it into the EBIS for charge
breeding.

VII. SUMMARY

We successfully performed high-precision collinear laser
spectroscopy in the 23S; — 23P; transitions of He-like
12C*, In order to enable collinear laser spectroscopy on
highly charged ions, we upgraded the COALA beamline at
TU Darmstadt with a new electron-beam ion source including
a Wien filter for charge-to-mass separation. Additionally, we
implemented a new switchyard which allows us to operate up
to three ion sources installed permanently to quickly switch
between different ion species. This allows us to externally
feed ions from a different source into the EBIS for charge
breeding. In order to optimize signal rates and spectral
resolution of collinear laser spectroscopy with '2C**, we
investigated the bunched beam and continuous beam mode.
We found that the continuous beam mode yields the narrowest
spectral linewidth with a FWHM of 170 MHz originating
from the 1V energy width of the EBIS. Furthermore,

we investigated several systematic effects influencing the
determination of transition frequencies in frequency-comb-
referenced quasisimultaneous collinear and anticollinear laser
spectroscopy and found that the largest contribution originates
from the remaining ion beam divergence in combination with
a slight misalignment of the two laser beams, resulting in a
systematic uncertainty of 1.7 MHz. This led to an improve-
ment of the 23S, — 2 3P, transition frequencies of more than
three orders of magnitude compared to previous experimental
results and tested recent QED calculations of He-like carbon
with high precision. Additionally, an all-optical nuclear
charge radius of '2C was extracted, which is published in [48].
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