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Robustness of attosecond molecular modes under nuclear dynamics
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We investigate the impact of nuclear motion on attosecond charge migration modes, characterized by low-
frequency and long-distance hole density patterns in polyatomic molecules. We create the initial hole density
using constrained density functional theory and track the subsequent electron-ion dynamics using the Ehrenfest
dynamics together with the time-dependent density functional theory. Our focus is on a prototypical BrC4H
system, where we examine the effects of alterations in initial nuclear geometry. We find that the nuclear motion
drives and transforms the charge migration modes, underscoring the strong connection between hole patterns
and nuclear dynamics. For various initial stretches or bends, these modes demonstrate considerable robustness
to the nuclear motion, i.e., they do not dissipate under the classical nuclear motion throughout the computational
time. We discover that the charge migration modes correspond to prominent peaks in the frequency spectra of
the electronic dipole moment. Additionally, our calculations indicate that the modes primarily originate from the
last four atoms near the halogen site and are predominantly attributed to the hole density closest to these nuclear
trajectories. Our study offers insights into the behavior of the charge migration modes under varying nuclear
geometry and may have implications for understanding related nuclear effects.
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I. INTRODUCTION

When a molecule absorbs energy from the stimulus, such
as laser pulses or chemical reactions, electrons can be excited
from their ground state to higher-energy levels. This can cause
the charge (i.e., electrons or holes) migrates from one region
of the molecule to another, leading to the redistribution of
charge. The study of charge migration (CM) is of funda-
mental importance to the field of attosecond science [1–3],
where it is possible to experimentally track and control the
ultrafast motion of charges within molecules on timescales of
femtoseconds (fs) to attoseconds [4–7]. Since the CM hap-
pens usually as the first step following the photoionization
or photoexcitation, the control of CM dynamics can drive
the subsequent nuclear motion to a favorable reactive path
or fragmentation product [8], which is also important for un-
derstanding and designing chemical reactions and molecular
devices.

Since the complexity of CM arises from the interplay of
many factors, such as the electronic structure of the molecule
and electronic correlations, the full range of CM mecha-
nisms in molecules remains elusive. In the absence of the
nuclear motion, theoretical studies showed that CM can be
solely driven by electronic correlations [9–12] and identified
a variety of mechanisms that can give rise to CM. These
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mechanisms include the attosecond response of the electrons
to fill the exchange-correlation hole [13], the initial-state de-
pendence [14], the bond hopping mechanism [15], and the
two-state coherence oscillation [16], among others.

However, the coupling between the electronic and nu-
clear degrees of freedom introduces additional complexities
and challenges, which must be addressed to fully understand
the CM mechanism. Such electron-nuclear coupling can be
discussed with various theoretical methods at different lev-
els. One common approach is the Ehrenfest approximation
[17,18], where nuclei are treated as classical particles moving
on electronic mean-field potentials. The Ehrenfest method has
provided insights into how the nuclear motion affects the CM
in different cases, for example, by sustaining or disrupting
certain charge oscillations [19–23]. By taking into account the
quantum nature of nuclear motion, researchers have studied
the decoherence and recoherence in polyatomic molecules
[24–28]. These methods, with both quantum and classical
treatments of the nuclear motion, investigate from a variety
of perspectives and reveal the complexity of nuclear motion
on CM.

In this work, we study the effects of nuclear motion on
attoscond molecular modes. These molecular modes refer to
hole density oscillations across the entire molecular skeleton,
characterized by low characteristic frequencies (∼1 eV) and
long-distance migration (up to ∼17 Å) between the two ends
of a molecule [29,30]. Using the frozen nuclei approxima-
tion, the attosecond modes exhibit certain intriguing features.
For instance, Folorunso et al. showed that the speed of hole
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migration saturates as the length of the carbon chain in-
creases [29]. Mauger et al. recently found that the modes
are sensitive to initial conditions and suggested a possible
soliton-mode mechanism [31]. Although these hole modes
have been identified in polyatomic molecules, such as halo-
genated hydrocarbon chains [29,32] and halogenated aromatic
rings [33], the underlying mechanism of the molecular modes
and their coupling with the nuclear motion remain not fully
understood.

Based on the Ehrenfest dynamics together with the time-
dependent density functional theory (Ehrenfest-TDDFT), we
focus our study on the effects of nuclear motion on the
attosecond molecular modes. We find that the attosecond
modes exhibit a certain degree of robustness against the nu-
clear motion. By initially stretching or bending the molecular
geometry, we investigate the effects of molecular structure
and find that the modes persist despite the classical nu-
clear motion. Nuclear motion alters the frequencies of the
modes through sideband effects or frequency modulation.
Furthermore, the CM modes contribute distinct continuous
low-frequency signatures to the frequency spectrum of the
electron dipole moment. Our calculations are conducted on
a prototypical molecule, i.e., BrC4H. This molecule can be
oriented using the impulsive orientation technique [5,34] and
the presence of the attosecond modes is a common feature
among halogenated hydrocarbon chains [29].

Compared with previous studies of CM modes with the
frozen nuclei approximation, a fundamental difference in this
work is that we adopt the same initial conditions, but allowing
the nuclei to move as classical points of charge at the onset
of the dynamics. To trigger the CM modes, it is usually
necessary to create coherent states that constrain a unit hole
on the functional site of the molecular cation. This mimics
the localized nonstationary hole state after the strong-field
ionization [5], where the molecular functional group typically
exhibits high sensitivity to the interacting laser pulse [8]. Such
a coherent hole state is associated with multiple electronic
orbitals, contrasting with the ad hoc ionization resulting from
the sudden removal of a single electron from an orbital [35].

It is worth noting that Ehrenfest dynamics has limita-
tions in simulating the long-lasting charge migration [36].
On one side, the Ehrenfest method lacks the electronic de-
coherence, which may lead to incorrect asymptotic behaviors
with the moving nuclei. Additionally, the single trajectory
Ehrenfest method we used does not account for any nuclear
quantum effects due to the assumption of nuclei as classical
points of charge, potentially leading to the decoherence on
the timescale of several femtoseconds [22]. This decoherence
can be partially addressed by using multiple trajectories [37].
On the other side, in polyatomic molecules, fully quantum
calculations have demonstrated that the coupling between
electronic and nuclear dynamics usually causes rapid deco-
herence on the timescale of several femtoseconds [27,38,39].
Therefore, in this work, the long-time simulations limit the
discussion to the effects of classical nuclear motion. Our goal
is to set up specific initial conditions to better understand how
the electronic dynamics interacts with the nuclear motion and
how this might affect the attosecond modes.

The rest of the paper is organized as follows. In Sec. II,
we first introduce the constrained density functional theory

(CDFT) method for the hole initialization. The CDFT method
is only used to create the initial electronic coherence, which
imitates the site-specific hole state after the strong-field ion-
ization. Then, we introduce the Ehrenfest-TDDFT. Numerical
details are given in Sec. II C, including all the key parameters
and concrete steps to initialize the electron-ion dynamics. In
Sec. III, we study the CM modes and the nuclear effects. The
results are summarized in Sec. IV. Throughout this paper a.u.
refers to atomic units.

II. METHODS

A. Initial conditions for CM modes

We consider CM modes in the molecular ion with an
electron ionized from the highest occupied molecular orbital
(HOMO). To trigger the CM modes, one usually needs to
create a coherence initial hole state that constrains a unit hole
on a specific site of the molecular cation. This is achieved
by using the constrained density functional theory (CDFT)
[40,41], which was shown to be a valuable method for elec-
tronic structure calculations. More details of the CDFT can be
found in the review articles [42,43] and references therein.

A standard CDFT framework allows for the incorporation
of multiple constraints in a many-electron system. In this
work, we only consider the density constraint, which im-
poses the electronic density on specific site of a molecule.
Suppose there are, in total, m density constraints acting on
an N-electron system, which satisfy the following constraint
equations: ∫

wσ
k (r)ρσ (r)dr − F σ

k = 0, (1)

where ρσ is the electronic density for the σ -spin channel. The
F σ

k is the value of the kth constraint, describing the charge
imbalance between the constrained site and the rest. ωσ

k is
the weight function of the kth constraint, which has several
options, such as the Mulliken population [44], the Löwdin
population [45], the real-space Becke [46], the Hirshfeld par-
tition [47], and so on. In this work, we employ the Hirshfeld
partition method to generate the weight function.

To obtain the initial electronic state, one usually self-
consistently solves the following equations with constraint
potentials:[

HKS +
m∑

k=1

λkw
σ
k (r)

]
φi,σ (r) = εiφi,σ (r), (2)

where φi,σ is the ith σ -spin Kohn-Sham orbital and λk is the
kth constraint factor. HKS is the standard Kohn-Sham (KS)
Hamiltonian

HKS = −∇2

2
+ VH + Vxc + Ven, (3)

where VH is the Hartree potential, Vxc is the exchange-
correlation potential, and the Ven is the electron-nuclei
potential. Thus, Eq. (2) represents the standard KS equation,
with the exception of the additional weight potentials ωσ

k . By
solving Eqs. (1) and (2) together in a self-consistent manner
to obtain the values of λk and φi,σ , the constraints are effec-
tively satisfied. For more information about the computational
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optimization of the CDFT method, please see Refs. [48,49]
and the references therein.

It should be noted that the CDFT is solely used to gen-
erate the site-specific hole density following the strong-field
ionization and is not employed during the time-dependent
propagation. Therefore, the initial CDFT hole state ceases to
be a stationary state of the time-dependent Hamiltonian (HKS),
and the system begins to evolve in time.

B. Ehrenfest-TDDFT method

To investigate the interdependent electron and nuclear
dynamics, we utilize the Ehrenfest-TDDFT method [18].
This approach considers electronic correlations, the nuclear
motion, and nonadiabatic effects, and it has proven effec-
tive in understanding the electron-ion dynamics [50–52]. In
the Ehrenfest-TDDFT, the electron dynamics is described
quantum-mechanically by the time-dependent Kohn-Sham
(TDKS) equations [53], nonadiabatically coupling to the ionic
dynamics described by the Ehrenfest method [17]

i
∂φ j,σ (r, t )

∂t
=

[
− 1

2
∇2 + VH[ρ](r, t ) + Vxc[ρ](r, t )

+Ven(r, {R(t )})

]
ψ j,σ (r, t ), (4)

MI
d2RI (t )

dt2
= −∇RI

[ ∫
d3rρ(r, t )Ven(r, {R(t )})

+ 1

2

Nion∑
I �=J

ZI ZJ

|RI (t ) − RJ (t )|
]
, (5)

where ψ j,σ (r, t ) are the TDKS orbitals, and the nuclear mo-
tion couples to the total electronic density ρ(r, t ). RI (t ) are
the nuclear coordinates and Nion is the total number of nuclei.
MI and ZI are, respectively, the mass and charge of the Ith
nuclear.

C. Numerical details

All the calculations are carried out using the OCTOPUS pro-
gram [54]. The CDFT of the electronic density constraint is
implemented in a developer version [32]. All numerical quan-
tities are discretized in a cubic box (48 × 48 × 60 a3

0) with a
uniform grid spacing of 0.27 a0, where a0 is the Bohr radius.
The atomic core electrons are handled with norm-conserving
pseudopotentials [55]. We employ an adiabatic local density
approximation [56] for the electronic exchange-correlation
functional.

To prepare the initial conditions for the nuclear geometries
and the CDFT electronic state, we follow a three-step process.
(i) We optimize the molecular structure of the neutral BrC4H
and obtain its nuclear equilibrium positions. (ii) We consider
two different approaches to initialize the nuclear geometry. In
the first method, we stretch the bond length of the terminal
carbon-bromine (C–Br) bond with various percentages, while
in the second method, we bend the C–Br bond with different
angles. (iii) We perform CDFT calculations to constrain a unit
hole on the Br atom. We begin by setting the population of
an electron in the HOMO to zero. Then, maintaining the same

electronic configurations, we perform the CDFT calculations
for the [BrC4H]+ cation [32].

In this work, initializing the hole using CDFT is crucial.
This is because the hole state, when initialized by the CDFT,
typically results in a stronger charge current and more pro-
nounced oscillating modes compared to directly ionizing an
electron from the HOMO of the density functional theory
(DFT) ground state [35].

At the beginning of the time-dependent propagation, the
constraint potential is removed. This causes the initial CDFT
state to be nonstationary (i.e., a coherent superposition of
cationic eigenstates) and the forces acting on the nuclei are
not balanced. Consequently, the system undergoes dynamic
evolution, which is tracked by the Ehrenfest-TDDFT method.
During the time-dependent calculations, a velocity Verlet al-
gorithm is used to propagate the nuclear coordinates [57]. The
time step for each iteration is fixed to 8.46 × 10−4 fs. The
total propagation time is up to 120 fs, unless the ion dynamics
stably evolves over several vibrational periods.

In this paper, we present a modified definition of the time-
dependent hole density that is crucial for visualizing CM
modes in molecules when the nuclei are allowed to move. This
definition is introduced prior to our results, as it is necessary
for understanding the subsequent analyses that demonstrate its
correlation with the nuclear motion and the frequency spectra
of electronic dipole moment. Specifically, the time-dependent
three-dimensional hole density is defined as the difference
between the instantaneous DFT electronic density of the neu-
tral molecule and the time-dependent electronic density of the
cation obtained from the TDDFT,

ρH[r, R(t ), t] = ρ0
DFT[r, R(t ), t] − ρ+[r, R(t ), t], (6)

where R(t ) represents nuclear coordinates for a specific nu-
clear geometry, ρ+ is the cationic electronic density obtained
from the TDDFT, and ρ0

DFT is the instantaneous DFT elec-
tronic density with the nuclear geometry at the same time t .
Importantly, with the frozen nuclei approximation, this defini-
tion reverts to the conventional one used in previous studies,
and there is no contradiction with those cases. In Sec. III,
we discuss the modified definition and provide a comparison
by illustrating the hole density obtained using the neutral
electronic density at t = 0.

III. RESULTS AND DISCUSSION

In this section, we examine the CM modes of BrC4H fol-
lowing the ionization and explore how the nuclei affect the
process, including changes to the initial nuclear geometry and
the nuclear motion.

We begin our simulations by placing the linear [BrC4H]+
cation on the Z axis and stretching the terminal Cd–Br bond
length by various percentages relative to the neutral ground-
state nuclear geometry. Specifically, we stretch the Br atom,
while keeping the other atoms initially fixed at their positions
in the neutral ground-state molecule. For reference, the 0%
case corresponds to initializing all nuclear positions at the
neutral ground-state geometry. Due to the axial symmetry of
the linear molecule under the stretch, we analyze the time-
dependent one-dimensional integrated hole density on the Z
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FIG. 1. Dynamical properties for the initial 36.01% stretch of the Cd–Br bond length. The other bond lengths are initially the same as the
neutral ground-state molecule. The molecular ion is linear and aligned on the Z axis. (a) Time evolution of the one-dimensional integrated
hole density ρh(z, t ). Dashed lines: Nuclear positions on the molecular axis, from the top to the bottom corresponding to H, Ca, Cb, Cc,
Cd, and Br. The schematic diagram of the molecular shape is drawn to guide the eyes. Color bar labels the hole density in atomic units.
(b) Time-frequency analysis of the electronic dipole moment. FM: The frequency of CM modes with the maximum intensity. Color bar labels
the intensity of frequency spectrum.

axis for convenience, which is defined as

ρh(z, t ) =
∫∫

ρH[x, y, z, R(t ), t]dxdy. (7)

In this study, we provide a detailed examination of the
impact of the nuclear motion on CM modes. To illustrate this,
we utilize a representative example where the terminal C–Br
bond length is initially stretched by 36.01%. This scenario is
chosen specifically because it embodies universal outcomes
that shed light on the behavior of CM modes. By investigating
this typical case, we aim to unravel the key characteristics of
CM modes under the nuclear motion. Figure 1(a) depicts the
time evolution of the hole density, ρh(z, t ), with this specific
initial condition. At t = 0, the hole density is confined to the
Br atom, and during the first ∼15 fs, most of the holes remain
localized around the Br site. At this stage, we observe no
significant CM modes, indicating that there is no notable mi-
gration of the holes across the molecular skeleton between the
Br and the terminal Ca–Cb bond. However, as the simulation
progresses, pronounced CM modes emerge between 15 and
120 fs, driven by the nuclear motion. The initial stretch of the
Cd–Br bond length traps the hole on the Br atom, and then, due
to intramolecular energy transfer, the nuclear motion releases
the hole and causes it to migrate across the whole molecular
skeleton. For the neck structure observed at approximately
55 fs, it is noticeable that not all nuclear distances reach
their minimum values concurrently. Only the bond lengths
involved in the attosecond modes (i.e., bonds between Cb

and Br), maintain their minimum values during this phase.
These results suggest that CM modes are intimately connected
with the nuclear motion and provide valuable insights into the
mechanisms governing the hole migration in the [BrC4H]+.

It is worth noting that the hole patterns in Fig. 1(a) are com-
puted using the modified hole definition presented in Eq. (7),
rather than the neutral DFT density at t = 0 (see Appendix A
for a detailed comparison). This comparison demonstrates that
Eq. (7) reveals some latent properties of CM modes under
the nuclear motion. Specifically, when the nuclei begin to
move, Eqs. (6) and (7) ensure that, at each time step, the
DFT orbitals used to construct the neutral density are natural
orbitals [16]. These orbitals diagonalize the density operator
and are eigenstates of the time-dependent Hamiltonian, which
helps alleviate the spatial mismatch between the neutral and
cationic density that arises from the nuclear motion. As a
result, our modified hole definition provides an advantage over
the hole definitions using the fixed neutral density.

One can observe from Fig. 1(a) that the hole confine-
ment in specific regions of the molecule may be related to
high-frequency local oscillations, while CM modes tend to
appear at lower frequencies. This observation encourages us
to further investigate the frequency spectra of hole modes and
explore possible connections with the electronic dynamics.
Our analysis reveals that CM modes correspond to prominent
continuous low-frequency signatures in the electronic dipole
moment’s frequency spectra. On the other hand, the hole
confinement in certain molecular regions is mainly associated
with high-frequency electronic dipole oscillations.

To illustrate this, we present the time-frequency analysis
of the electronic dipole moment in Fig. 1(b). We employ the
wavelet-induced mode extraction (WIME) method [58,59],
which is particularly well suited for extracting oscillating
components that form amplitude modulated-frequency mod-
ulated (AM-FM) signals. This analysis offers insights into
the changes of intramolecular oscillating modes. During the
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initial 20 fs, most frequency components are found in the
high-frequency range of 7–8 eV. This is consistent with the
observation in Fig. 1(a) that local modes are trapped in spe-
cific parts of the molecule during this stage. Following this
period, the local modes persist, and concurrently, distinct
continuous low-frequency signatures emerge, shifting into the
2–3 eV range. These signatures are identified as the CM
modes, which are notably modulated by the nuclear motion.
For instance, at around 55 fs, the nuclear relative distances are
nearly at their smallest, creating a neck structure in the hole
density patterns observed in Fig. 1(a). Consequently, the CM
modes exhibit their highest frequency. In contrast, at around
95 fs, when the nuclear relative distances increase, the CM
frequencies decrease. This observation also suggests that as
nuclei approach each other, the hole density takes less time to
traverse the molecular skeleton.

Although the nuclear motion in Fig. 1 does not destroy
the modes after the long-time propagation, it does not imply
that the charge migration lasts indefinitely. Advanced quan-
tum simulations have shown that the nuclear motion typically
causes decoherence within a few femtoseconds [39]. In poly-
atomic molecules, decoherence usually makes the evolving
electronic wave function act as a statistical ensemble of elec-
tronic states, rather than a coherent superposition of them.
However, the Ehrenfest method considers the total wave-
function as a single product of its electronic and nuclear
components. So, the electronic wavefunction cannot decohere
in this method, as all populated electronic states involve with
the same nuclear geometry. This omission of electronic deco-
herence might impact the persistence of the oscillatory charge
migration observed in Fig. 1.

To investigate the intramolecular spatial distributions of
the CM frequency and its correlation with the electronic
dynamics, we perform a windowed Fourier transform on
the electronic dipole moment and conduct a space-frequency
analysis of the hole density. Figure 2(a) presents the results
of the space-frequency analysis of the hole density. In the
frequency region of 2–3 eV, we observe a distinct pattern
of four separate spots with nearly identical peak frequencies
located in the spatial regions of three C–C bonds and one
C–Br bond. This suggests that these four spots correspond
to the same oscillating mode distributed along the molecu-
lar skeleton, i.e., the CM modes. The maximum intensity is
located at a frequency of FM ≈ 2.32 eV. Alongside the FM

frequency, sidebands are present, which are attributed to nu-
clear effects. For comparison, we examine the CM dynamics
with the frozen nuclei approximation. As demonstrated in
Appendix B, the frozen-nuclei CM frequencies appear cleaner
and the electronic dipole spectrum does not exhibit spiny
splits. In Fig. 2(b), we identify that the FM corresponds to a
pronounced peak in the frequency spectra of the electronic
dipole moment. This observation establishes a connection be-
tween the CM modes and the frequency spectra of electronic
density evolution, which implies that the modes might be
controlled by ultrafast laser pulses.

While the time evolution of hole density and frequency
analysis provide some insights into nuclear effects, further
clarification is needed to understand the correlation between
CM modes and the nuclear motion. In this study, we find that
CM frequencies are largely influenced by nuclear positions.
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FIG. 2. Frequency analysis of the charge dynamics for the ini-
tial 36.01% stretch of the Cd–Br bond length. (a) Space-frequency
analysis for the hole density. FM: The frequency of CM modes with
the maximum intensity. Dashed horizontal lines: Nuclear positions
of the neutral ground-state BrC4H as reference. Color bar labels
the hole density in atomic units. (b) Frequency spectrum of the
electronic dipole moment. Solid curve: Results with moving nuclei
for the initial 36.01% stretch of the Cd–Br bond length. Dotted curve:
Results with frozen nuclei approximation copied from Appendix B
for comparison.

To better illustrate this relationship, we compute the hole
frequencies along the nuclear path, defined as the Fourier
transform of the integrated hole density closest to the nuclear
trajectory

FP
i (ω) = FT (

∫
Si

ρH[r, R(t ), t]dv ), (8)

where Si is the trajectory for nucleus i and dv is the volume
of integration closest to Si. In this work, the size of dv is fixed
as the grid volume, 0.273 a0.

Figure 3 displays the hole frequencies along nuclear trajec-
tories. We observe a nuclear effect, with distinct peaks around
FM appearing on the final four nuclear trajectories of Cb, Cc,
Cd, and Br, as opposed to those of H and Ca. These four
peaks exhibit comparable intensities and contribute to the CM
modes. Our findings suggest that nuclear positions and their
potentials are crucial factors in determining the intramolecular
hole migration. This is consistent with previous research using
the frozen nuclei approximation, which showed that the hole
density typically emerges close to nuclei [29]. Furthermore,
we observed a significant correlation between the pronounced
bimodal and unimodal peaks, situated around 2.7 and 2.9 eV,
and bond vibrations. The width of the bimodal split (1.4 eV)
approximately equates to half of the vibrational frequency of
each carbon bond (e.g., CaCb, CbCc, CcCd), and the unimodal
splits compared to FM (≈3.8 eV) are closely aligned with the
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FIG. 3. Waterfall plot for the frequency spectrum of the hole den-
sity along nuclear trajectories. Dashed black lines at FM = 2.32 eV
are drawn to guide the eyes. Color bar labels the intensity of fre-
quency spectrum.

vibrational frequency of the HCa bond. We therefore speculate
that the peaks observed between 2.7 and 2.9 eV might origi-
nate from frequency dispersions caused by coupling to nuclear
vibrations. In our current study, when the nuclear motion is
permitted, we find that the positions of the four nuclei serve
as anchors. As nuclear positions change, hole density distri-
butions and CM modes adapt accordingly, emphasizing the
significance of nuclear potentials in shaping intramolecular
hole dynamics.

The results presented above demonstrate the CM dynamics
for an initial stretch of the Cd–Br bond length by 36.0%,
corresponding to an initial 1.2 a0 stretch of the Cd–Br bond.
To establish the generality of our findings, we perform cal-
culations for two additional initial nuclear geometries. First,
we consider the initial 1.2 a0 stretch of the terminal Ca–Cb

bond. As depicted in Fig. 7 in Appendix C, the nuclear motion
introduces more spiky frequency splits into the electronic
dipole spectrum. The space-frequency analysis reveals that
the maximum intensity of the CM modes is 2.35 eV, which
clearly corresponds to the peak in the electronic dipole spec-
trum. Hole frequencies along the nuclear path (not shown)
further confirm that the hole density is concentrated around
nuclear trajectories of the Cb, Cc, Cd, and Br. Second, we
examine the initial bend of the Cd–Br bond length towards
the Y direction, with a 10.21-degree bond angle deviation. For
ease of analysis, we decompose the hole frequencies into two
orthogonal axes, Y and Z , as displayed in Figs. 8(a) and 8(b)
in Appendix D, respectively. The modes in the Y direction
exhibit a peak at the same FM of 2.42 eV as the modes in the
Z direction, suggesting that they are oscillation components
of the same CM modes.

For all other cases involving initial bends and stretches
examined in this study, we do not observe any fundamen-
tal differences. Our results consistently indicate that the CM
modes correspond to distinct peaks in electronic dipole spec-
tra and are associated with nearly coincident peaks in the
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tial stretches (left) or bends (right) of the Cd–Br bond length. Open
circles: FM. Solid squares: excitation energy. Dashed horizontal lines:
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frequencies of hole density along the final four nuclear tra-
jectories (i.e., Cb, Cc, Cd, and Br).

In Fig. 4, we extract the frequency of CM modes with
the maximum intensity (i.e., FM) and the excitation energy
for various bond length stretches and bond angle deviations.
The excitation energy is defined as the total energy differ-
ence compared to the ground-state total energy of the cation.
We utilize dashed horizontal lines to represent a specific FM

value of 1.93 eV. This value is obtained from Appendix B,
where computations were carried out using neutral nuclear
equilibrium positions with the frozen nuclei approximation.
Overall, taking into account the nuclear effects, the FM values
are generally 0.5 eV higher than those calculated using the
frozen nuclei approximation. The excitation energy experi-
ences a variation of approximately 2 eV for both stretch and
bend cases. More significantly, we observe that the FM values
fluctuate around a median value of 2.5 eV without exhibiting
any single increasing or decreasing trend. This observation
offers another perspective on the impact of the nuclear motion
on CM modes, revealing that CM frequencies demonstrate a
certain degree of robustness to the nuclear motion.

IV. CONCLUSION

Based on the Ehrenfest-TDDFT method, we investigated
the influence of the nuclear motion on CM modes. In
this study, the CM modes refer to attosecond modes of
hole density in polyatomic molecules, characterized by low
frequencies and long-distance migration across the whole
molecular skeleton. We examined nuclear effects in a proto-
typical linear BrC4H system, considering changes to the initial
nuclear geometry and the nuclear motion. By employing a
modified hole density, we find that the nuclear motion can
drive and convert CM modes, indicating a close relationship
between CM modes, hole patterns, and the nuclear dynam-
ics. With the frozen nuclei approximation, the modified hole
density reverts to the conventional hole definition, yielding re-
sults consistent with previous findings. Our frequency analysis
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FIG. 5. Time evolution of the one-dimensional integrated hole
density for the initial 36.01% stretch of the Cd–Br bond length. The
hole density is calculated by Eq. (A1). Color bar labels the hole
density in atomic units.

reveals that the frequency of CM modes with the maximum
intensity (FM) corresponds to a distinct peak in the electronic
dipole moment’s frequency spectra. This suggests that hole
mode measurements could be achieved by alternatively de-
tecting electronic dipole oscillations. Through calculations of
hole density frequency spectra along nuclear trajectories (FP

i ),
we determined that CM modes primarily originate from the
last four atoms near the halogen site. To demonstrate general-
ity, we computed various bond stretches and bends, finding no
fundamental differences in the results. Interestingly, despite
the CM modes’ ability to couple with the nuclear motion, we
observed a considerable robustness of the FM to the nuclear
motion.

Our findings may hold implications for future research.
Theoretically, the CM modes cannot be washed out by the
classical nuclear motion. This feature is also characterized
by the variation of FM around a median value of 2.5 eV
under different initial stretches and bends. Experimentally,
the detection of hole migration modes could be achieved by
alternatively resolving the frequency spectra of the electronic
dipole moment. Given that the electronic dipole can interact
with external potentials, CM modes may be controllable via
laser pulses or detectable using the attosecond spectroscopy
[60].

The Ehrenfest-TDDFT method represents a widely-used
hybrid quantum-classical approach, adept at handling nona-
diabatic electron-ion dynamics with considerable success in
various applications. However, a limitation lies in its repre-
sentation of nuclei as classical points of charge, causing a lack
of decoherence in the method. This absence might lead to the
neglect of essential mechanisms contributing to decoherence
[61], such as the broadening of the nuclear wave packet and
the decrease in the nuclear wave packet overlap. Our study
elucidates the effects of classical nuclear motion on changes
in nuclear geometry and nuclear Coulomb potentials. The ex-
ploration of more intricate nuclear quantum effects surpasses
the capabilities of our single trajectory Ehrenfest method,
necessitating further research to comprehensively grasp the
influence of nuclear motion on CM modes.
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APPENDIX A: HOLE DENSITY EVOLUTION USING
THE FIXED NEUTRAL ELECTRONIC DENSITY

In Fig. 5, we present a comparative analysis of the hole
density dynamics, maintaining all parameters identical to
those in Fig. 1(a), with the sole exception being the method
used to calculate the hole density. In this case, we compute
the one-dimensional integrated hole density (Qh), defined as

Qh(z, t ) =
∫∫

QH[x, y, z, R(t ), t]dxdy, (A1)

where QH represents the three-dimensional hole density, de-
fined by the difference between the time-independent neutral
DFT electronic density with the nuclear geometry at t = 0,
ρ0

DFT[r, R(0)], and the time-dependent electronic density from
the TDDFT at time t , ρ+[r, R(t ), t],

QH[r, R(t ), t] = ρ0
DFT[r, R(0)] − ρ+[r, R(t ), t]. (A2)

As depicted in Fig. 5, during the initial 5 fs, the majority of
the hole density is concentrated at the Br site. Between 5 and
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15 fs, the hole density progressively becomes trapped within
the carbon bonds, indicating the emergence of nuclear effects
that subsequently impact the hole dynamics. Beyond 15 fs,
we observe the hole density dispersing across various regions
of the molecule, deviating from the hole patterns presented in
Fig. 1(a).

APPENDIX B: CM FREQUENCY ANALYSIS WITH
THE FROZEN NUCLEI APPROXIMATION

To illustrate the effects of the nuclear motion on the fre-
quencies of the charge motion, we juxtapose the spatially
resolved hole frequency with the frequency spectrum of the
electronic dipole moment for comparative purposes. The
nuclei are frozen on the neutral equilibrium positions. As
illustrated in Fig. 6(a), the space-frequency analysis reveals
four distinct spots peaking at FM ≈ 1.93 eV, with closely
matched intensities that correspond to a prominent peak in
the electronic dipole moment’s frequency spectra. Upon com-
paring these frequencies with those in Fig. 2(a), we observe
that the frequency distributions in Fig. 6(a) are more pristine
and focused around the FM. Notably, sidebands are absent in
this representation, and the second harmonic emerges more
clearly. Furthermore, in this case, the nuclei remain fixed at
the neutral molecule’s equilibrium positions, denoted by the
dashed horizontal lines. For each frequency island at 1.93 eV,
a preference for concentrating on the nuclear positions is
evident.
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FIG. 8. Frequency analysis of the charge dynamics with an initial
10.21-degree bend in the Cd-Br bond: (a,b) present the space-
frequency analysis of the hole density for the frequency components
along the Y and Z axes, respectively, showcasing the frequency of
CM modes with the maximum intensity at approximately 2.42 eV.
Dashed horizontal lines: Nuclear equilibrium positions of the neutral
molecule. Color bar labels the hole density in atomic units. (c) Fre-
quency spectra of the electronic dipole moment.

APPENDIX C: CM FREQUENCY ANALYSIS FOR THE
INITIAL STRETCH OF THE TERMINAL C-C BOND

In Figs. 7(a) and 7(b), we present the spatially resolved
hole frequencies and the electronic dipole moment’s fre-
quency spectra, respectively, following an initial 1.2 a0 stretch
of the terminal Ca–Cb bond length. The space-frequency anal-
ysis reveals that the CM modes remain clearly discernible,
with evident frequency splitting due to the nuclear motion.
The frequency of CM modes with the maximum intensity
also aligns with the FM value of 2.35 eV, corresponding to
a distinct peak in the electronic dipole moment’s frequency
spectra. These results carry two implications. First, despite
the terminal Ca–Cb bond exhibiting weaker electronic affin-
ity compared to the halogen site, this bond is still crucial
for altering the CM modes and is more effective in causing
frequency splitting. Second, the results indicate that the FM
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remains close to the median value of 2.5 eV, as discussed in
Fig. 4, suggesting that the CM modes exhibit a certain degree
of robustness against the initial Ca-Cb bond length stretch.

APPENDIX D: CM FREQUENCY ANALYSIS FOR THE
INITIAL BEND OF THE TERMINAL C-BR BOND

With an initial 10.21-degree bend of the Cd–Br bond,
we carry out a space-frequency analysis of the hole density

decomposed along the Y and Z axes. Figure 8(a) displays the
space-frequency analysis in the Y direction, characterized by
the frequency component of the CM modes at 2.42 eV. As
shown in Fig. 8(b), in the Z direction, the CM modes are
clearly visible, peaking at the same frequency of 2.42 eV.
These two components correspond to a pronounced peak in
the electronic dipole moment’s frequency spectra, as depicted
in Fig. 8(c). The FM is centered at 2.42 eV, which is in close
proximity to the median value of 2.5 eV, as shown in Fig. 4.
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