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Quantum computing can provide speedups in solving many problems as the evolution of a quantum system is
described by a unitary operator in an exponentially large Hilbert space. Such unitary operators change the phase
of their eigenstates and make quantum algorithms fundamentally different from their classical counterparts.
Based on this unique principle of quantum computing, we develop an algorithmic toolbox, quantum phase
processing, that can directly apply arbitrary trigonometric transformations to eigenphases of a unitary operator.
The quantum phase processing circuit is constructed simply, consisting of single-qubit rotations and controlled
unitaries, typically using only one ancilla qubit. Besides the capability of phase transformation, quantum phase
processing in particular can extract the eigeninformation of quantum systems by simply measuring the ancilla
qubit, making it naturally compatible with indirect measurement. Quantum phase processing complements
another powerful framework known as quantum singular value transformation and leads to more intuitive and
efficient quantum algorithms for solving problems that are particularly phase related. As a notable application,
we propose a quantum phase estimation algorithm without quantum Fourier transform, which requires the
fewest ancilla qubits and matches the best performance so far. We further exploit the power of our method
by investigating a plethora of applications in Hamiltonian simulation, entanglement spectroscopy, and quantum

entropy estimation, demonstrating improvements or optimality for almost all cases.

DOLI: 10.1103/PhysRevA.108.062413

I. INTRODUCTION

Quantum computers provide a computational framework
that can solve certain problems dramatically faster than clas-
sical machines. Quantum computing has been applied in many
important tasks, including breaking encryption [1], searching
databases [2], and simulating quantum evolution [3]. Recent
advances in quantum computing show that quantum singular
value transformation (QSVT), introduced by Gilyén et al. [4],
has led to a unified framework of the most known quantum al-
gorithms [5], including amplitude amplification [4], quantum
walks [4], phase estimation [5,6], and Hamiltonian simula-
tions [7—10]. This framework can further be used to develop
new quantum algorithms such as quantum entropy estimation
[11-13], fidelity estimation [14], ground-state preparation,
and ground-energy estimation [15-17].

The framework of QSVT originated from a technique
called quantum signal processing (QSP) [18,19]. By inter-
leaving single-qubit signal unitaries and signal processing
unitaries, QSP is able to implement a transformation of the
signal in SU(2). There are several conventions of QSP varied
by choosing different signal unitaries. In the construction of
QSVT, Gilyén et al. [4] chose the signal unitary to be a reflec-
tion and then extended the signal unitary to a multiqubit block
encoding with the idea of qubitization [7], which naturally
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leads to a polynomial transformation of the singular values of
a block-encoded linear operator. The achievable polynomial
transformations in QSVT are determined by reflection-based
QSP, which has parity constraints or limitations, i.e., it can
implement either an even polynomial or an odd one. Thus,
to achieve a general transformation in QSVT, one might have
to apply techniques such as linear combination of unitaries
[20] and amplitude amplification [21,22], which take extra
resources such as ancilla qubits. Based on a convention of
QSP using z rotation as the signal unitary [23,24], Yu et al.
[25] developed an improved version of QSP that overcame
the parity limitation by adding an extra signal processing uni-
tary, which could implement arbitrary complex trigonometric
polynomials on one-qubit quantum systems and also provides
insight into the understanding quantum neural networks.

For the signal unitary being a z rotation, the corresponding
trigonometric QSP naturally possesses the ability of pro-
cessing phases, which indeed plays a central role in many
quantum algorithms. For example, the trick of phase kickback,
where the phase of the target qubits is kicked back to the an-
cilla qubit, is intensively used almost everywhere in quantum
computing. With the aid of controlled-unitary (controlled-U)
gates, many quantum algorithms utilize phase kickback to
extract information of large unitary operations from phases
of ancilla qubits, including the quantum phase estimation
[26,27], the SWAP test [28,29], the Hadamard test [30], and
the one-clean-qubit model [31]. Hence, it is of great interest
and necessity to explore a generalized formalism that could
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interpret those phase-related quantum algorithms, which may
further lead to new quantum algorithms and help us better ex-
ploit the power of quantum signal processing. Consequently,
it is natural to investigate and develop a multiqubit extension
of the improved trigonometric QSP in Ref. [25].

In this work, we generalize the trigonometric QSP and pro-
pose an algorithmic toolbox called quantum phase processing
(QPP). This toolbox has the ability to apply arbitrary trigono-
metric transformations to eigenphases of a unitary operator.
Besides achieving the eigenphase transformation, QPP is also
natively compatible with indirect measurements, enabling it
to extract the eigeninformation of quantum systems by mea-
suring a single ancilla qubit. We further employ this toolbox
to design efficient quantum algorithms for solving various
problems. First, we use the idea of binary search to develop an
efficient phase estimation algorithm without using the quan-
tum Fourier transform, requiring only one ancilla qubit. Such
an algorithm can be applied to solve factoring problems and
amplitude estimations. Second, we show that QPP can be
applied to simulate the time evolution under a Hamiltonian
H with access to a block encoding of H. This method is in
the same spirit as QSP-based Hamiltonian simulation [7,19],
which also matches the optimal query complexity. Third, we
propose a generic method to estimate quantum entropies,
including von Neumann entropy, quantum relative entropy,
and the family of quantum Rényi entropies [32]. Despite the
fact that QPP could be combined with amplitude estimation
to achieve a quadratic speedup, we present algorithms that
repeatedly measure the single ancilla qubit to estimate en-
tropies rather than using amplitude estimation, demonstrating
its compatibility with indirect measurements. Overall, QPP
provides a powerful algorithmic toolbox to exploit quantum
applications and delivers a different perspective on under-
standing and designing quantum algorithms.

The structure of this paper is presented as follows. Sec-
tion II introduces the structure and principal capability of
quantum phase processing. In Sec. III we propose the quan-
tum phase search algorithm, analyze the performance of the
algorithm, and make a brief comparison with previous works.
Section V interprets the method of Hamiltonian simulation in
the QPP structure. In Sec. IV we develop a generic approach
for quantum entropy estimation and further showcase the
methods of estimating von Neumann entropies, quantum rela-
tive entropies, and quantum Rényi entropies; then we compare
our algorithms with prior methods. Proofs and further discus-
sion of this work are given in the Appendixes.

II. QUANTUM PHASE PROCESSING
A. Quantum signal processing

We first review the concept of QSP. Quantum signal pro-
cessing was introduced by Low et al. [18], who showed how
to transform a 2 x 2 signal unitary R,(x) = e into a target
unitary whose entries are some transformations of the signal x.
The approach is to apply the signal unitary R,(x) interleaved
with some signal processing unitaries R, (¢), i.e.,

RZ(¢O)Rx(x)Rz(¢1 )Rx(x) te Rx(x)Rz(d)k)‘ (1)

Gilyén et al. [4] modified the signal unitary as a reflection
and explicitly showed that the transformation corresponds to a

Chebyshev polynomial of the signal x. Another common con-
vention of QSP is to choose the signal unitary to be a z rotation
R_(x) with signal processing unitaries being x rotations Ry (¢)
[23,24], which corresponds to a trigonometric polynomial of
the signal x. Different types of QSP and their relationships
were summarized by Martyn et al. [5]. Observe that both
of these two conventions of QSP have constraints on the
achievable polynomials: For the Chebyshev QSP, each entry
is a polynomial with either even or odd parity; for the trigono-
metric QSP, each entry is a trigonometric polynomial (in the
exponential form) with either real or imaginary coefficients.
As a result, the technique of linear combination of unitaries
[20] might be required for these conventions of QSP to im-
plement a general polynomial transformation, which requires
extra ancilla qubits. In a recent work, Yu et al. [25] overcame
the constraints by adding an extra signal processing unitary in
each iteration so that one could implement arbitrary complex
trigonometric polynomial transformation in a single QSP. Our
work is heavily based on this improved trigonometric QSP,
which is defined as

L
W, g 4(x) = R.(@)Ry(60)R.(¢0) HRZ(X)Ry(QJ R:(P1), (2)
=1

where L € N is the number of layers, and w € R, 0 =
(90,91, e ,QL) € RL+1, and ¢ = (¢)0,¢1, ce ,¢L) € RL+1
are parameters. The quantum circuits of different QSP con-
ventions and their realizable polynomials are presented in
Table IV.

The following lemma characterizes the correspondence
between trigonometric QSP and complex trigonometric poly-
nomials. The initial version of Lemma 1 first introduced in
[25] is in the form of quantum neural networks. Here we
restate the lemma in the formalism of QSP without changing
the results.

Lemma 1 (trigonometric quantum signal processing).
There exist w € R, 6 = (6y,61,...,0.) e RiY! and ¢ =

(¢o, &1, ..., 1) € REF! such that
Px) —0)

if and only if Laurent polynomials P, Q € C[e™/?, e=/?] sat-
isfy the following conditions: (a) deg(P) < L and deg(Q) <
L, (b) P and Q have parity1 Lmod2, and (c) |P(x)]* +
[0x)]> =1Vx e R.

Lemma 1 demonstrates a decomposition of QSP ch, 0. ¢(x)
into complex Laurent polynomials, as well as a construction
of QSP from complex Laurent polynomials. From condition
(b) of Lemma 1, it seems that P and Q still have parity con-
straints, i.e., they have either parity O or 1, but in fact Laurent
polynomials in C[e™/?, e=*/?] with parity O are essentially
complex trigonometric polynomials in C[e™, e=*] without
parity constraints. The proof of this theorem also provides
an algorithm that calculates angles w, 6, and ¢ in O(poly(L))

'For a Laurent polynomial P € C[z,z"'], P has parity O if all
coefficients corresponding to odd powers of z are 0, and similarly
P has parity 1 if all coefficients corresponding to even powers of z
are 0.
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FIG. 1. General circuit for quantum phase processing V- 9.4(U); here the number of layers L is an even integer.

operations; one can refer to Algorithm 3 in Appendix B 1 for
more details. There are also many other methods to compute
the angles; see, e.g., Refs. [23,24,33,34]. It can be inferred
from Lemma 1 that if P(x) satisfies the parity constraint and
|P(x)|] < 1 for all x € R, then there exists a corresponding
QO(x) satisfying the three conditions. A detailed analysis can
be found in Appendix B 1.

Following the trigonometric QSP construction and decom-
position in Ref. [25], we are interested in how to represent
the trigonometric polynomial transformation. One way is to
project out P(x) from W, 9 ¢, i.€., the (0]W,, ¢.40).

Corollary 1. For any complex-valued trigonometric poly-
nomial F(x) = Y, c;e’™ with |F(x)| < 1 for all x € R,
there exist w € R and 0, ¢ € R**! such that for all x € R,

(0IW,5.4(0)[0) = F (x). (4)

Moreover, based on the fact that any non-negative real-
valued trigonometric polynomial can be decomposed as a
product between a Laurent polynomial in C[e*/2, e=*/?] and
its complex conjugate, the trigonometric polynomial can be
represented by the expectation value of measuring a Pauli-Z
observable with respect to the state W, 410).

Corollary 2. For any real-valued trigonometric polynomial
F(x)= Z?Z_L cje'’ with |F (x)| < 1 for all x € R, there ex-
istw € R and 0, ¢ € REF! such that for all x € R,

Sw @) = (0IWhy 4 () ZWSy ,@)I0) = Fx).  (5)

The key of this corollary is that, for any real-valued
trigonometric polynomial F'(x) with degree L and satisfy-
ing |F(x)| < 1, we could always find a complex root P €
C[e™/?, e7*/?] such that PP* = [1 + F(x)]/2, as proved in
Appendix B 1, and then the expectation value of measuring
Z observable turns out to be F(x). However, such a root de-

J
Ut
K

where R(” and R\"” are rotation gates applied on the first qubit.
For an odd L € N, we apply an extra layer

Ut

0

to Vaf;yfﬁ(U ). The quantum circuit of VwLﬂ’ ¢(U ) is shown in
Fig. 1.

One could find that QPP simply replaces the signal unitary

R.(x) in QSP with interleaved controlled U and controlled

U'. We note that such a construction of using controlled
unitaries was first purposed by Low and Chuang [19], namely,

L2

Vs W) =RO@RY 0RO G| [ |
=1

0
I®n

,gn}R;O)wL)RgO)(m)

,

®n
1|R§,0)(921—1 R (¢4 )|:IO 8]R§0) (62)R (¢21)

composition does not hold in the polynomial space C[x]. For
instance, letting F'(x) = x, there does not exist P € C[x] such
that PP* = [1 + F(x)]/2. Thus the Chebyshev QSP [4,18,19]
could not directly use the Pauli-Z measurement to obtain a
Chebyshev polynomial.

As a summary of this section, the construction and func-
tions of the trigonometric QSP are briefly reviewed. In
particular, the trigonometric QSP is capable of implementing
arbitrary complex trigonometric polynomials by projection or
measuring the Pauli-Z observable in a single-qubit system.
These properties are the fundamental reasons why its gener-
alized version can achieve improvements in aspects of phase
estimation and entropy estimation, as will be demonstrated in
later sections.

B. Processing phases of high-dimensional unitaries

Although the model of QSP provides a systematic method
to make arbitrary polynomial transformations, it only works
on a qubitlike quantum system. Gilyén et al. [4] proposed a
multiqubit lifted version of the Chebyshev QSP, called quan-
tum singular value transformation, which could efficiently
apply Chebyshev polynomial transformations to the singular
values of a linear operator embedded in a larger unitary. In this
work, we consider a similar extension of the trigonometric
QSP and establish a quantum phase processing algorithmic
toolbox that could apply arbitrary trigonometric transforma-
tions to eigenphases of a unitary matrix U. The structure
of QPP generalizes the trigonometric QSP by replacing the
input signal x with the phases of a higher-dimensional unitary
matrix. For an even L € N and angle parameters w € R and
0, ¢ € R we define the quantum phase processor of the
n-qubit unitary U as

(6)

(

the signal transduction, which was frequently used in various
works [7,17,33]. The intuition lying behind the extension is
that the controlled U and its inverse are naturally multiqubit
analogs of R, gates. To better understand how rotation gates
in the first ancilla qubit process the phase of the target unitary
U, we analyze the eigenspace decomposition of QPP.

Lemma 2 (eigenspace decomposition of QPP). Suppose U
is an n-qubit unitary with spectral decomposition

2"—1

U= )l (7)
j=0
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Forall L € N,w € R, and 0, ¢ € R“*! we have

2"—1

Vaﬁa,.p(U) — ®(87iﬁ/2)LmOdZWaﬁo,qs(Tj)]B,-v (8)
j=0

where BJ’ = {|0, Xj)v 1, Xj)}

The proof of this lemma is deferred to Appendix B 3.
Lemma 2 shows that the eigenspace of QPP V, ¢ 4(U) co-
incides with that of the unitary U. Using this property, we
generalize the single-qubit trigonometric QSP to the mul-
tiqubit QPP that could perform a trigonometric polynomial
transformation on the eigenphase of the unitary U. In a spirit
similar to previous works [4,23,24], we could measure the first
ancilla qubit and achieve evolution of the input state upon
postselection of the measurement result being |0), as shown
in the following theorem.

Theorem 1 (quantum phase evolution). Given an n-qubit
unitary U = Zfz_o' '] x;)(x,l, for any trigonometric poly-
nomial F(x) = ZL?L cje, with |[F(x)| < 1 for all x € R,
there exist w € R and 0, ¢ € R?.+! such that

_ ] ©))
where F(U) = Y7.0' F(1)1x,){x)1.

The proof of Theorem 1 trivially follows from combining
Lemma 2 with Corollary 1, which we defer to Appendix B 4.
The other way is to evaluate the trigonometric polynomial on
the eigenphases and represent the result by the expectation
value of measuring an observable on the first qubit.

Theorem 2 (quantum phase evaluation). Given an n-
qubit unitary U = 23;01 €' x;){x;| and an n-qubit quantum
state p, for any real-valued trigonometric polynomial F (x) =
Z?:—L cje'’™, with |F(x)| <1 for all x € R, there exist
w€R and 0, ¢ € REF! such that p =V, 04(U)(0)(0] ®
)WV 0.4(U)T satisfies

FU
o=V

21
KUY =ulZO 1] =) piF(r)),  (10)
j=0

where p; = (x;lplx;) and Z© is a Pauli-Z observable acting
on the first qubit.

Theorem 2 is proved by combining Lemma 2 and Corollary
2, as shown in Appendix B 4. Theorem 2 shows that QPP is
natively compatible with indirect measurements, which could
represent the target trigonometric polynomial by probabilities
of measuring the ancilla qubit. Such a property does not
emerge in QSVT, since the Chebyshev QSP typically imple-
ments the target polynomial transformation using projection
rather than the Pauli-Z measurement. Chebyshev’s inequality
dictates that an estimate of the expectation value within an
additive error § can be obtained by measuring the ancilla
qubit O(1/8%) times. Alternatively, one could apply amplitude
estimation [21] to estimate the value by calling the QPP circuit
O(1/6) times, which is quadratically more efficiently than
classical sampling but with a larger circuit depth. In particular,
since the ancilla qubit in QPP naturally works as a flag qubit,
we could directly apply the iterative amplitude estimation [35]
on QPP without using extra qubits.

Theorems 1 and 2 are vital elements of the QPP algorith-
mic toolbox, together demonstrating that QPP is a versatile
and flexible toolbox for phase-related problems. First, QPP
could act in a similar manner to QSVT but transforming
eigenphases of a unitary rather than singular values of an
embedded linear operator. Moreover, using block encoding
and qubitization [7] enables QPP to process eigenvalues of an
embedded operator as well, as presented in later applications.
Second, QPP could extract the eigeninformation after de-
sired transformations by simply measuring the single ancilla
qubit, generalizing many indirect measurement methods like
the Hadamard test, which could not be natively achieved by
QSVT.

For the sake of notational simplicity, we omit the parame-
ters L, w, 0, and ¢, writing QSP as W (x) and QPP as V(U ) in
the rest of this paper. The capabilities of QPP are summarized
in Fig. 2. Next we will show that the structure of QPP is a
powerful tool for designing efficient and intuitive quantum
algorithms for solving various problems, including quantum
phase estimation, Hamiltonian simulation, and quantum en-
tropy estimation.

III. QUANTUM PHASE ESTIMATION

Quantum phase estimation is one of the most important
and useful subroutines in quantum computing. The problem
of phase estimation is formally defined as follows: Given
a unitary U and an eigenstate |x) of U with eigenvalue
", estimate the eigenphase t up to an additive error §.
In this section, we will develop an efficient algorithm for
quantum phase estimation based on QPP. Before proceeding,
let us prepare by becoming familiar with the QPP tool-
box. We start by considering a simple method of Hadamard
test.

A. Example: Generalized Hadamard test

A common method to estimate the phase of a unitary
is the Hadamard test, which solves the following problem:
Given a unitary U and a state |x), estimate (x|U|x). The
Hadamard test uses the measurement result of the ancillary
qubit as a random variable whose expected value is the real
part Re((x|U|x)). It can also estimate the imaginary part
Im({x|U|x)) by adding a phase gate. We now show that QPP
is a generalization of the Hadamard test.

Given a unitary U and a quantum state |x) such that
Ulyx) = e|x), let F(x) = cos(x) be the target trigonometric
polynomial for QPP. By Theorem 2 there exists a single-layer
QPP V (U) such that

fr @) =l (0, xVW)'(Z? @ I*")V (U)|0, x)]

(11)
=cos(t) = Re({x|U|x)).

Specifically, by computing the angles w, 6, and ¢, one can
find that the two rotation gates in the first ancilla qubit
are essentially Hadamard gates, which means that QPP im-
plements the Hadamard test. Similarly, letting the target
trigonometric polynomial be F(x) = sin(x), then QPP can
estimate sin(t) = Im({x|U|x)). The phase 7 could be ob-
tained from cos(t) and sin(t). Furthermore, one can select
trigonometric polynomials other than sin(x) and cos(x), which
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FIG. 2. Tllustration of the capabilities of quantum phase processing. A trigonometric transformation F'(x) = %(e““" — €°%%) of eigenphases
of an n-qubit unitary U can be represented by a QPP circuit V(U) in two different ways. (a) One approach is to directly simulate the target
function. By postselecting the ancilla qubit to be |0), the function transformations of phases are encoded into the amplitudes of eigenvectors.
(b) The other approach is to retrieve the target function by the expectation value of measuring a Pauli-Z observable on the ancilla qubit. More
intuitively, if the input state of circuit V (U) is a maximally mixed state, then the sum of eigenphase transformations is approximately the square
difference between two shaded areas in (b) multiplied by a constant. (c)—(e) Three examples for the QPP circuits to approximate functions near
a discontinuity, which will be useful in applications of quantum phase estimation and quantum entropy estimation. Here the quantity “deg”

refers to the degree of trigonometric polynomials, where every increase of such a degree takes an extra layer in a QPP circuit.

yields a generalization of the Hadamard test. For example,
QPP with a trigonometric polynomial F(x) that approxi-
mates the function f(x) = x/2m could directly estimate the
phase t.

Although QPP can implement a generalized Hadamard
test to estimate the phase, the input state |x) is required
to be an eigenstate of the target unitary. However, quite
often we are given a superposition of eigenstates instead
of a pure eigenstate, such as in the factoring problem. In
addition, measuring the ancilla qubit O(1/8%) times is nec-
essary to estimate the expected value with an additive error
8, despite the fact that the complexity can be improved via
amplitude estimation. Can we do better? As demonstrated
in the following section, we can further employ QPP to
construct a more efficient phase estimation algorithm that ac-

J

V)10, xi) =

for 0 < k < 2", where ¢, € (0, &).

The proof of Lemma 3 is deferred to Appendix C 1. By
phase kickback, measuring the ancilla qubit determines which
subinterval the eigenphase t belongs to with probability at
least 1 — &. Next we apply a phase shift ¢ to U to move to
the middle point of the designated subinterval so that V (e U)

\Y 1 _Sklov Xk) +\/§|17 Xk>
ﬂ'ov Xk> +\/ 1 _8k|17 Xk)

cepts a superposition of eigenstates, without using amplitude
estimation.

B. Quantum phase searching

As introduced in Sec. II, QPP can directly process the
eigenphases of the target unitary, which allows us to classify
the eigenphases. The main idea is to use a trigonometric poly-
nomial to approximate a step function so that we could utilize
QPP to locate the eigenphases by a binary search procedure.
We first show that QPP can classify the eigenphases of U.

Lemma 3 (phase classification). Given a unitary U =
Z?:_()l €| x;)(x;l, then for any A € (0,7) and ¢ € (0, 1),
there exists a QPP circuit V(U) of L = O(% In é) layers such
that

if, e [A,m—A)

. (12)
ift € (—m 4+ A, —A]

(

determines the next subinterval. Using this fascinating prop-
erty, repeating the binary search procedure shrinks the phase
interval until QPP cannot determine next subintervals, i.e.,
T € [&, ¢ ] and |, — &| & 2A. See the phase interval search
procedure in Algorithm 1 for details.
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Algorithm 1. Phase interval search.

Algorithm 2. Quantum phase search.

Require: A unitary U, an eigenstate | x) of U with eigenvalue ',
an interval [, ¢.], a A € (0, %), an ¢ € (0, 1), and an integer
Q.
Ensure: An updated interval [{;, ¢.] such that T € [{, ¢,.] and
& — & = 2A + ).
forj=0,...,9—1do
: Set the middle point ¢, = %9
3:  Construct QPP circuit V,, g 4(¢~*U) in Lemma 3 according
to A and ¢.
4:  Apply the circuit to the state |0, x) and measure the ancilla
qubit. If ¢, — ¢ > 2w — 2A, update

—

[&n — A, ¢+ A]  if the outcome is O
L8, &1 {[{1 — A, ¢, +A]  if the outcome is 1;
otherwise
[ew — A, Z],  if the outcome is O
L6, &1 < {[Cl, ¢w + A, if the outcome is 1.
5: end for
6: Output the interval [{;, &,].

The phase interval search procedure will shrink the phase
interval to a length 2(A + 5557) with probability at least
(1-— e)Q, where Q is the number of repetitions. Now the
phase interval is too narrow for phase classification. We apply
QPP on (eU)? for some appropriate integer d so that the
binary search procedure can continue to locate the amplified
phase dt € [d{;, d¢,]. Repeating the entire procedure gives
an estimation of phase t up to required precision §, as shown
in Algorithm 2.

Note that Algorithm 2 could accept a superposition of
eigenstates as the input, since eigenstates whose eigenvalues
disagree with measurement results of the ancilla qubit will be
filtered out, and finally the state in the main register converges
to a single eigenstate of U at the end of the quantum phase
search algorithm. We conclude the discussion in Theorem 3.

Theorem 3 (complexity of quantum phase search). Given an
n-qubit unitary U and an eigenstate |x) of U with eigenvalue
€'*, Algorithm 2 can use one ancilla qubit and 0(% ln(% In %))
queries to the controlled U and its inverse to obtain an esti-
mation of T up to § precision with probability at least 1 — ¢.

We can see that the quantum phase search algorithm pro-
vides a nearly quadratic speedup compared to the Hadamard
test method in Sec. III A. More importantly, the phase search
algorithm does not require the input state being an eigenstate
of U, making it more versatile for solving specific problems
like the factoring problem.

C. Comparison to related works

The quantum phase estimation method originally purposed
to solve the Abelian stabilizer problem [26,36] was found to
work for general unitaries. The most well-known version of
the phase estimation method [26] queries the controlled U,
0(%) times and applies the inverse quantum Fourier transform
(QFT) [37] to estimate the eigenphase of a unitary U with
precision 8 and success probability at least 4/72. The suc-
cess probability can be boosted to 1 — ¢ by using additional

Require: A unitary U, an eigenstate | x) of U with eigenvalue ¢'*,
aA e (0, %), ane € (0,1),andaé € (0, 1).

Ensure: A phase T € R such that |T — 7| < §.

1: Set Q@ « [ ZxT. A « A+ 55+, T <[], and
d < |1/A]. Initialize the interval [, ¢,] < [—m, 7].

2: fort=0,...,7 —1do

3:  Update the interval by the phase interval search (PIS)

procedure

[;]a Cr] <~ PIS (Ua IX)! [Cl: Cr]a A

&

’QT’Q>'

4:  Store the middle point of interval ¢ <« %
5: Update U < [e‘if’(':)U]d and

(6, &1 < (@ = &), A& = D]
6: end for
7: Output 7 < Y7 ' ¢ Od,

O(In é) ancilla qubits [27]. Introducing classical feedforward
process [26,38] can further reduce the number of ancilla to
one without increasing circuit depth. Recent studies [5,6]
utilize the structure of QSVT to reinterpret phase estimation
methods, introducing potential trade-offs among precision,
query complexity, and number of ancilla qubits. The quantum
phase search (QPS) method proposed in this work is based on
the intuitive idea of a binary search, which is fundamentally
different from the previous QFT-based algorithms. Dong et al.
[17] proposed a phase estimation algorithm, in a spirit similar
to ours, for the case U|y) = e~™*|y), where A € [, m — ]
for some constant n > 0. However, this prior condition on
the eigenvalue is usually not satisfied for an arbitrary unitary
and initial state. Here we compare our phase search method
to some previous phase estimation algorithms with respect to
the query complexity and number of ancilla qubits with the
same precision and success probability, which is shown in
Table 1. One can see that the quantum phase search method
achieves the best query complexity while requiring the fewest
ancilla qubits, turning out to be an efficient phase estimation
algorithm.

IV. QUANTUM ENTROPY ESTIMATION

Quantum entropy is used to characterize the randomness
and disorder of a quantum system, which has various theo-
retical and experimental applications of relevance. Estimating
the entropy of a quantum system is an important problem in
quantum information science. Classical methods of estimating
the quantum entropies require the density matrix of a quantum
state, which is costly, especially when the size of the system is
large. Recent works proposed quantum algorithms that could
efficiently estimate quantum entropies [11-13], showing po-
tential quantum speedups over the classical methods. The
motivating idea behind these quantum approaches is the pu-
rified quantum query model [7], which prepares a purification
of a mixed state p. The purified query model can apply to
cases where the states are generated by a quantum circuit and
have applications in many tasks [11,40]. Formally, the purified
quantum query oracle of a mixed state p is a unitary U, acting

062413-6



QUANTUM PHASE PROCESSING AND ITS APPLICATIONS ...

PHYSICAL REVIEW A 108, 062413 (2023)

TABLE I. Comparison of QPE algorithms. In the query complexity, the O notation omits log-log factors. The number of ancilla qubits is

the total number of qubits used other for the system of U

Methods for QPE Queries to controlled U No. of ancilla qubits Success probability Precision
QFT based (from [26,27,39]) o(;(1+ 1)) [Int+In(2+1)]
Semiclassical QFT based (from [26,38]) 0(% (l + sl)) 1 l—¢ §
QSVT based (from [5,6]) O(+In (1)) [In 1]+ 3 (or3)
QPP based (in Theorem 3) O(;1n(1)) 1
as A. von Neumann and quantum relative entropy estimation
on_1 The von Neumann entropy [41] is a generalization of the
U,100410) = |W,)ap = D Alb ) 5 (13) Shannon .entropy .from the classical 1nfqrmat10n theory to
g P ]2:(; Pil¥y ! quantum information theory. For an n-qubit quantum state p,

such that trg(|W,)(¥,|) = p, where {|v/;)} and {|¢;)} are sets
of orthonormal states on systems A and B, respectively. Using
the qubitization method in [7], such an oracle model can be
used to build a qubitized block encoding U ,» of the target state
0. We show the detailed construction of U, » in Appendix D 2.

Consequently, it is reasonable and compelling to investi-
gate whether QPP, the structure designed for unitary phase
processing, could contribute to the improvement of quan-
tum algorithms for quantum entropy estimation. Note that
quantum entropies of a quantum state p can be interpreted
as the corresponding classical entropies of the eigenvalues
of p. If one could find trigonometric polynomials F(x) that
approximate the classical entropic functions, then quantum
entropies can be naturally estimated via phase evaluation of
Up in Theorem 2 by the spectral correspondence between
p and Up. Specifically, the following theorem is the basic
principle of the QPP-based quantum entropy estimation; its
proof is deferred to Appendix F 1.

Theorem 4. Let |W,) 45 be a purification of an n-qubit state
p and U, be a qubitized block encoding of an n-qubit state o
with m ancilla qubits. For any real-valued polynomial f(x) =
Zi:o c jxk: with |[F(x)] < 1 for all x € R, there exists a QPP
circuit V (U, ) of L layers such that

(ZOY gy = trlpf ()], (14)

where |®) = [V (U,) ® I5]|0®°"*+1)|W,) 45 and the polyno-
mial on a quantum state is defined as f(o) = Zé:o cjok.

Theorem 4 shows that one could measure the value of
tr[p f(o)] as the Z expectation value of the ancilla qubit. An
estimate of the expectation value within an additive error §
can be obtained by measuring the ancilla qubit O(1/8%) times.
Moreover, we could directly apply the iterative amplitude es-
timation [35] on QPP to achieve a quadratic speedup without
using extra qubits. For clarity, we present the QPP circuit of
quantum entropy estimation in Fig. 3. We also note that The-
orem 4 can be applied to extract many information-theoretic
properties of quantum states other than quantum entropies.

In this section, to demonstrate the power of QPP, we utilize
the generic method in Theorem 4 to estimate the most fun-
damental entropic functionals for quantum systems, including
the von Neumann entropy, the quantum relative entropy, and
the family of quantum Rényi entropies.

the von Neumann entropy is defined as

S(p) = —tr(pIn p). 15)

Letting {p;}; be the eigenvalues of p, then the von Neumann
entropy is the same as the Shannon entropy of the probability
distribution {p;};,

2"—1
S(p)=—_pjinp;. (16)
j=0

Recall from the qubitization technique that partial eigen-
phases of the qubitized block encoding U » are given by 7; =
Earccos(p;); then we have p; = cos(£t;) € [0, 1]. Here we
assume that the nonzero eigenvalues are lower bounded by
some y > 0. Then, by Theorem 4, the main idea of using QPP
to estimate the von Neumann entropy is to find a polynomial
f(x) that approximates the function In(x) with some appropri-
ate scale on the interval [y, 1],and |f(x)| < 1 forx € [—1, 1].
In particular, the polynomial f(x) could be obtained from
the Taylor series of In(x). The overall result is stated in the
following theorem.

Theorem 5 (von Neumann entropy estimation). Given
a purified quantum query oracle U, of a state p whose
nonzero eigenvalues are lower bounded by y > 0, there
exists an algorithm that estimates S(p) up to precision &
with high probability by measuring a single qubit, querying
U, and U;, O(# lnz(%)ln(wn times. Moreover, us-
ing amplitude estimation improves the query complexity to
O(%; In(3) In(2C2)),

In particular, the dependence on y can be translated to the
rank (or dimension) of the density matrix, from which we have
the following corollary.

Corollary 3. Given a purified quantum query oracle U, of
a state p whose rank is ¥ < 2", there exists an algorithm that
estimates S(p) up to precision ¢ with high probability by mea-
suring a single qubit, querying U, and U}, O(% 1n*(£)In(1))
times. Moreover, using amplitude estimation improves the
query complexity to O(% In*(£)In(1)).

We defer the proofs to Appendix F 2. Note that the estima-
tion of the quantum relative entropy between states p and o,
ie.,

D(p || o) = —tr(pIna) — S(p), a7
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FIG. 3. The QPP circuit in Theorem 4 for quantum entropy estimation.

immediately follows from the above analysis. In particular, we
only need to apply QPP on a qubitized block encoding of ¢ to
estimate tr(p In o) if the relative entropy is finite. The result
of quantum relative entropy estimation is shown in Theorem
6.

Theorem 6 (quantum relative entropy estimation). Given
purified quantum query oracles U, and U, of states p and
o, respectively, such that their nonzero eigenvalues are lower
bounded by y > 0 and the kernel of o has a trivial inter-
section with the support of p, there exists an algorithm that
estimates D(p || o) up to precision ¢ with high probability,
querying U,, U,, and their inverses 0(# ln%%)ln(mlﬁ))
times. Moreover, using amplitude estimation improves the
query complexity to O(# ln(%) ln(%)).

B. Quantum Rényi entropy estimation

The quantum Rényi entropy [32] is a quantum version of
the classical Rényi entropy that was first introduced in [42].
For @ € (0, 1) U (1, 00), the quantum «-Rényi entropy of an
n-qubit quantum state p is defined as follows:

Sa(p) = Intr(p®). (18)

l -«
Leting {p;}; be the eigenvalues of p, then the quantum
a-Rényi entropy reduces to the «-Rényi entropy of the proba-
bility distribution {p;};,

21

1
Sa(p)=——In [ > pf | (19)
j=0

Similarly, we assume all nonzero eigenvalues are greater than
some y > 0. The method of Rényi entropy estimation, based
on Theorem 4, is in the same spirit as estimating the von
Neumann entropy; the only difference is that we now aim to
find a polynomial f(x) that approximates the function x*~!
for any @ > 0 and @ # 1 on the interval [y, 1]. The exponent
is @ — 1 because we can write tr(p®) as tr(pp®~ '), and the
isolated p comes from the input state of QPP.

When « > 0 is a noninteger, the polynomial could be given
by separately considering the integer part and decimal part of
o — 1. Thus we only need to find a polynomial that approx-
imates x*~! for o € (0, 1) on the interval x € [y, 1], which
could be obtained from the Taylor series of x*~!. We present
the results in the following theorem and further discussion in
Appendix F 3.

Theorem 7 (quantum Rényi entropy estimation for real
a). Given a purified quantum query oracle U, of a state
o whose nonzero eigenvalues are lower bounded by y > 0,

there exists an algorithm that estimates S, (o) up to precision
& with high probability by measuring a single qubit, querying
U, and U a total of times of O(ﬁnz) if @ € (0, 1) and

~ . @y-1 .
O(%nz) ifa € (1, 00), where n = %. Moreover, using
quantum amplitude estimation improves the query complexity

to O(ﬁn) ifa € (0,1) and 0(“;? n) if & € (1, 0o0). Here

the O notation omits logarithmic factors.

Similarly, we provide a method to estimate S, (o) without
information of y in Appendix F 3. When « is an integer,
the function x*~! naturally becomes a normalized polynomial
so that approximation error does not exist by Theorem 4. In
this case, the dependence on the threshold y can be further
improved.

Theorem 8 (quantum Rényi entropy estimation for integer
o). Suppose o > 1 is a positive integer. Then there exists an
algorithm that estimates S,(p) up to precision ¢ with high
probability by measuring a single qubit, querying U, and

o\ —2 . . . . .
U J , 0(%) times. Moreover, using amplitude estimation

improves the query complexity to O(M).

Note that this method of computing S,(p) for ¢ € N
naturally establishes an efficient algorithm for entanglement
spectroscopy, a task of obtaining the entanglement of a quan-
tum state. Consider a bipartite pure state |W,)4p in Eq. (13).
The entanglement between systems A and B can be charac-
terized by the eigenvalues of the reduced density operator
p =trp(|¥,)(W,|). Specifically, one needs to compute the
tr(p*) fork =1, ..., kmax to estimate kmay largest eigenvalues
of p by the Newton-Girard method [43-45].

C. Comparison to related works

As introduced above, we utilize the structure of QPP to
estimate quantum entropies based on the purified quantum
query model. Here we briefly mention some closely related
works on quantum entropy estimation under a similar setting
and provide the comparison of algorithms in Table II. For
von Neumann entropy S(p), Gilyén and Li [11] proposed an
efficient quantum algorithm based on QSVT and amplitude
estimation that achieves a near-linear query complexity and an
additive error . Work by Gur et al. [13] utilized the quantum
singular value estimation [46] and amplitude estimation to im-
plement an algorithm with a sublinear query complexity up to
a multiplicative error bound. By contrast, our algorithm could
estimate the result by measuring the first ancilla qubit, which
has a slightly worse query complexity in the worst case but
a smaller circuit size. Nevertheless, by Corollary 3, our com-
plexity can depend on the rank of the density matrix, which
will be further improved for low-rank cases. Note that one
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TABLE II. Comparison of algorithms for estimating von Neumann entropy within additive error. Here the O notation omits logarithmic
factors, y > 0 is the lower bound of eigenvalues, ¥ > 0 is the rank of the state p € C?*? and ¢ is the additive error of estimating S(p). Here
and in the following tables QAE is short for quantum amplitude estimation.

Methods for S(p) estimation

Total queries to U, and U}

Queries per use of circuit

QSVT based with QAE (from [11])

QPP based (assumes rank, in Corollary 3)

QPP based with QAE (assumes rank, in Corollary 3)
QPP based (in Theorem 5)

QPP based with QAE (in Theorem 5)

|

0(:#5) 0(:#5)

(@

=1 !
= 2>
‘— 0 2=
i SN S
&) X
—~ A~~~

Si= r w1
S—" e

(@}
‘.—
D

3=
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could apply amplitude estimation on QPP without using extra
qubits, which might be required for previous QSVT-based
algorithms. As a result, the QPP-based algorithms allow us to
flexibly consider the trade-off between the query complexity
and the circuit depth in practical applications.

With regard to the family of quantum «-Rényi entropies
S«(p), when « is an integer, QPP establishes an efficient
algorithm for entanglement spectroscopy. Compared to pre-
vious algorithms for entanglement spectroscopy [43,44], the
QPP-based algorithm significantly reduces the circuit width
from O(na) to 4n 4 1 without using qubit resets as in [45].
For a more general case that « is not an integer, Subramanian
and Hsieh [12] introduced a quantum algorithm that combines
the QSVT technique and the deterministic quantum computa-
tion with one clean qubit (DQC1) method. Their algorithm
estimates S, (o) with an additive error by measuring a single
qubit, using an expected total of O(d?/y&?) queries to the
purified quantum oracle, where d = 2" is the dimension of
0. Our QPP-based approaches improve the results in [12]
in terms of the dependence on the dimension. For instance,
for ¢ > 1, our algorithms based on single-qubit measurement
require a query complexity of O(ﬁ). The main reason there

is a speedup factor of d? is that the DQC1 method requires
a maximally mixed state (111 as the input state, whereas the
QPP-based method uses p as the input state. Moreover, as
we mentioned before, QSVT is not natively compatible with
indirect measurement; one needs to utilize an extra ancilla
qubit to control the QSVT circuit in order to implement in-
direct measurement, as shown in [12]. Similar to the earlier
description, we could leverage quantum amplitude estimation
to achieve a better query complexity. More detailed compar-
isons are shown in Table III.

The polynomial transformation implemented by QSVT lies
in the amplitude of the outcome state, which could not be
obtained by indirect measurements of the ancilla qubit in
QSVT. Thus most QSVT-based entropy estimation algorithms
estimate the value by either applying amplitude estimation or
combining with the DQC1 model, and both of these methods
increase the circuit size. Another approach is using a poly-
nomial to estimate the square root of the function /f(x),
as shown by Wang et al. [47]. This approach makes QSVT
compatible with indirect measurements, since the approxi-
mated function now can be represented by the probability of
measuring, like in QPP. However, the problem is that some-
times 4/ f (x) could be more difficult to approximate than f(x).
For example, f(x) = x is just a simple one-term polynomial,
whereas /f(x) = /x takes many more terms to precisely
approximate. Thus such a method presented in [47] may lead
to even worse complexity than previous ones in [11-13]. We
defer further discussion and comparison to Appendix F 4.

V. HAMILTONIAN SIMULATION

This section aims to investigate the application of our phase
processing circuits in simulating the dynamics of a quan-
tum system. Unsurprisingly, our algorithms can reproduce
the optimal results introduced in [19]. Specifically, for the
Hamiltonian H, given an evolution time ¢ and a simulation
error ¢, the goal is to simulate the time evolution e~#* with
error &, i.e., produce a unitary U such that |[U — e~ #7|| < .
Usually, this is accomplished by designing a quantum cir-
cuit to simulate the operator e~*! with high precision. In
the setup, we assume a block encoding of the Hamiltonian,
which is a commonly used input model appearing in [4,7,48].

TABLE III. Comparison of algorithms for estimating quantum «-Rényi entropies within additive error for different o. Here the O notation

omits logarithmic factors, ¥ > 0 is the lower bound of eigenvalues of a mixed state p € C?*¢, 5 :=

p, and ¢ is the additive error of estimating S, (p).

r(p9)~!
[1—c|

is the quantity depending on « and

Total queries to U, and U}

Methods for S, (p) estimation ae(0,1) o € (1,00) o e Ny
QSVT based with DQC1 (from [12]) O(<L5n?) O(<L5n?) o(L )
QPP based (in Theorems 7 and 8) o( Vg,lmsz %) O(“;':Zl n%) O(Fan?)
QPP based with QAE (in Theorems 7 and 8) O(W n) 0("“;?1 n) O(Lan)
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Before presenting the results, we recall the definition of block
encoding.

A. Block encoding

A block encoding of a matrix A € C*'*%" with spectral
norm ||A]| < 1 is a unitary matrix Uy such that the upper left
block of the matrix is A, i.e.,

Uy = (5 :). (20)

Then we can write A = ((0®"| ® I®)U,(|0®™") ® I®"),
where m denotes the number of ancilla qubits in the block
encoding. In other words, for any state |¢y) € CV we have
((0®™| @ I®™)U,|0®™, ) = A|r). In particular, letting |vr;)
be an eigenvector of A with an eigenvalue A, then we will have
a state

Ual0®", ¥) = A0®™, ) +V1 = 22[L;), (1)

where | L) denotes a state orthogonal to |0®™, v;). In this
equation, we absorb the relative phase into states and ignore
the global phase. To associate the spectrum of A and its
block encoding U, it has to be ensured that the subspace
span{|0%®™ 4, ), U|0®™, 4, )} is invariant under Uy. However,
this is generally not true for an arbitrary block encoding. To
resolve this issue, Low and Chuang [7] proposed a so-called
qubitization technique that uses controlled U, and controlled
U AT once to implement a qubitized block encoding Uy preserv-
ing the subspace span{|0®+D vy ) U4 |080"FD 47, )}, Write

Tal0®FD, ) = 205D ) + V1 =221 1,),  (22)
where | 1,) denotes a state orthogonal to [02"*+D v, ). Then
1

G =—

XA ﬁ

are eigenstates of U, with eigenphases 1, = = arccos A.
Now the spectrum of A and that of U, are associated, which
allows us to process and extract the spectrum of an arbitrary
matrix A by applying QPP on U,. More details of qubitization
are discussed in Appendix D 1. In the next section, we will
show how to use QPP to solve the Hamiltonian simulation
problem.

(02D ) £l 1)) (23)

B. Hamiltonian simulation

Suppose we have a block encoding Uy = [H/, A 1. With
out loss of generality, we may assume ||H| < 1 and A =1,
since for |H|| > 1 the problem can be considered as simulat-
ing evolution under the rescaled Hamiltonian H/A for time
At. Recall that the qubitization establishes the relation be-
tween the eigenvalues of the Hamiltonian H and eigenphases
of its qubitized block encoding Uy,ie.,© = arccos(A). Since
the time-evolution operator =" can be decomposed as e =,
the main idea is to transform eigenphases of Uy by Theorem
1 as 7, — e ™. We select a trigonometric polynomial F (x)
that approximates the function f(x) = e~/ with desired
precision. Then applying the trigonometric polynomial F (x)
on each eigenphase t; approximates

f(rk) — e*iCOS(T;L)I — e*i)nt’ (24)

which provides a precise approximation of the time-evolution
operator e ', The query complexity of Hamiltonian
simulation is analyzed in the following theorem, and the de-
tailed proof is deferred to Appendix E.

Theorem 9. Given a block encoding Uy of H/A for some
A > ||H]|, there exists an algorithm that simulates evolution
under the Hamiltonian H for time ¢ € R within precision § >
0, using two ancilla qubits and querying controlled Uy and
controlled U}, for a total number of times in

In(2/82)

In (e + ln(jﬁz))

ol Al +

We remark that one could measure the ancilla qubit after
applying our circuit, and the residual state is highly approxi-
mate to the desired state. In this case, we can relax the function
approximation error. The final state approximates the target
state with an error of §, succeeding with a probability at least
1 — 28. As aresult, the circuit depth can be reduced.

From the result, we conclude that QPP solves Hamiltonian
simulation problems with the access to block encoding, and
the query complexity matches the optimal results as in [7]. We
notice that QPP could also solve other Hamiltonian problems
such as spectrum estimation, ground-state energy estimation,
and ground-state preparation. Details are in Appendix E.

VI. CONCLUSION

In this paper, we introduced a quantum phase processing
algorithmic toolbox based on applying trigonometric trans-
formations to eigenphases of a unitary operator. The toolbox
allows us to implement a desired evolution to the input state
and, more interestingly, to extract the eigeninformation of
quantum systems by simply measuring the ancilla qubit. We
demonstrated the capability of this toolbox by developing
QPP-based algorithms for solving a variety of problems. Ow-
ing to the capability of QPP to directly process eigenphases,
we designed an efficient and intuitive phase estimation algo-
rithm purely based on the idea of binary search, which uses
only one ancilla qubit and matches the best prior performance.
Utilizing block encoding and qubitization, we showed that
QPP could reproduce and even improve previous quantum
algorithms based on the framework of QSVT, such as Hamil-
tonian simulation and quantum entropy estimation.

Quantum phase processing generalizes the trigonometric
QSP by extending the R, rotation instead of the reflection
in the Chebyshev-based QSP as QSVT did, providing an
alternative interpretation for applying QSP to multiple qubits.
Due to the common underlying logic between these two QSP
conventions, it is unavoidable to find similarities between QPP
and QSVT. However, due to the distinctions between trigono-
metric and Chebyshev-based QSP, our results show that QPP
is a powerful toolbox for developing quantum algorithms
related to eigenphase transformation and processing, which
essentially complements the existing QSVT framework. On
one hand, QPP implements arbitrary complex trigonometric
polynomial, which overcomes the parity constraints in QSVT
and thus exempts one from using a linear combination of
unitaries in certain cases. On the other hand, QPP is na-
tively compatible with indirect measurements, which could
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extract eigeninformation of the main system via measuring
the single ancilla qubit. Notably, QPP could work without
amplitude estimation, which requires shorter circuits and less
coherence time than QSVT and hence might be more friendly
to near-term quantum hardware. Quantum phase processing
natively inherits the trick of phase kickback and thus it is
particularly suitable for developing phase-related quantum
algorithms. Other than applications mentioned in this paper,
QPP can be potentially applied to other problems, including
but not limited to Rényi divergence estimation, unitary trace
estimation, and quantum Monte Carlo method. Moreover,
considering the connections between quantum signal process-
ing and single-qubit quantum neural networks [25,49], our
results may provide insight and lead to applications of QSVT
and QPP in the area of quantum machine learning [50-59].
Overall, we believe that the QPP algorithmic toolbox would
deepen our understanding of quantum algorithm design and
be useful in the search for quantum applications in quantum
physics, quantum chemistry, machine learning, and beyond.
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APPENDIX A: BRIEF SUMMARY OF COMMON QSP
CONVENTIONS

As shown in Table IV, the trigonometric QSP can use a
single-qubit quantum system to make an arbitrary transforma-
tion of a polynomial in C[e™/?, e=*/2] with parity. However,
since all normalized and square-integrable functions can be
approximated by the polynomials in C[e™/?, e=*/2] with par-
ity 0, i.e., the polynomials in C[e™, =], the trigonometric
QSP can be claimed to be parity-free.

APPENDIX B: THEOREMS OF QUANTUM PHASE
PROCESSING

1. Existence of Laurent complementary and angle finding

Other than the characterization of trigonometric QSP in
Lemma 1, we also need to specify the achievable trigonomet-
ric polynomials P(x) for which there exists a corresponding
Q(x) satisfying the three conditions in Lemma 1. First we
prove the following lemma, using similar ideas of root finding
from previous works [23,24,33].

Lemma 4. Suppose A(x) is a non-negative real-valued
trigonometric polynomial. Then there exists a Laurent poly-
nomial Q € C[e"/?, e=*/2] such that QQ* = A.

Proof. Define A(x) = Z?i—ZL a;e'*/*. We can decompose
A by the set of 4L roots {& -, so that

4L

A() = aye ™ [ — &)

k=1

(B1)

where {&}{£, can be efficiently found by computing all roots
of a regular complex polynomial g(§) := Z?io aj_ &7, In
particular, since A is real and non-negative, these roots appear
in inverse conjugate pairs, i.e., {&}{L, = {&, é 2L . Then A
can be further simplified to

‘ 2L ' 2L ' 1
AQx) = 02L@71Lx (g(etxﬂ _ Ek)) |:1_[ <elx/2 _ g:>:|

k=1

(B2)
From the fact /2 — & = —e™/2& (e /% — é), we have
2L 2L !
A(x) = ay (1_[ Ek) |:l_[ (e_’x/z - —):|
k=1 k=1 S
2L |
x []‘[ <e"x/2 - —)} (B3)
k=1 5
Letqg = ay ]_[iil &.. Note that g is real since
2
=S azL( nil; ék)
AO)=ayg0) =ay [[ 2 = —5— (B4

2L
[Tz 1617

k=1 >k

TABLE IV. Summary of the quantum circuits and the corresponding types of realizable polynomials retrieved by various conven-

tions of QSP, most of them originally done by Martyn et al. [5] in their Appendix A. Note that W, (x) := [i h iv 1; xz], R(x) ==
[ 1)1 - 1; xz], and all polynomials are assumed to be normalized.
Conventions of QSP QSP circuits Type of polynomials

W, (from [18])

C|[x] with parity L mod2

and other constraints

Reflection (from [4])

C|[x] with parity L mod2

and other constraints

W, (from [23,24])

R[e™/2, /2] with parity L mod2

or trigonometric

C[e™/?, e~*/?] with parity L mod2

Improved 0 RGO RO HRG} - (R HE @ HR@)HA

__________ —

trigonometric (from [25])
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is real. Define Q(x) := ,/ge~"**/? T, (e — é) and the
result follows. n

Using Lemma 4, we show that there exists a Q such
that QQ* = 1 — PP* for any trigonometric series P satisfying
IPI> < 1.

Lemma 5 (existence of Laurent complementary). Let P €
C[e™/?, e=™*/2] be a Laurent polynomial with degree no larger
than L and parity L mod2. Then |P(x)| < 1forallx € R if and
only if there exists a Laurent polynomial Q € C[¢™/2, e=™/2]
satisfying the following conditions: (a) deg(Q) < L, (b) QO has
parity L mod2, and (c) [P(x)|* 4+ |Q(x)|> = 1Vx € R.

Proof. (<) The statement trivially holds from condition
© [PMI* + Q)P = 1.

(=) Suppose P € C[e™/?, e*/2] is a Laurent polynomial
satisfying the above requirements. Note that if |[P(x)| =1
for all x € R, then the result follows by setting Q = 0. Sup-
pose |P(x)| < 1 for some x € R. Then A =1 — PP* is a real
and positive Laurent polynomial. By Lemma 4 there exists
a Laurent polynomial Q € C[e™/?, /2] such that QQ* =
1 — PP* ie., |P(x)]* + |Q(x)|> = 1 for all x € R. Conditions
(a) and (b) follow from the fact that deg(P) < L and P has
parity L mod2. |

Combining Lemmas 5 and 1, now we can compute the
corresponding rotation angles «, @, and ¢ of W, ¢ 4 for a given
trigonometric polynomial P(x), as shown in Algorithm 3.

2. Proofs of Corollaries 1 and 2

The following is the proof of Corollary 1.

Proof. Note that F' is a Laurent polynomial with degree no
larger than 2L. By Lemma 5 there exists a Laurent polynomial
G € C[e*/?, e7™/?] such that deg(G) < 2L, G has parity 0,
and |F(x)]> + |G(x)|> = 1 for all x € R. By Lemma 1 there
exists w € R, § € R**! and ¢ € R**! such that

2L F -G

The result directly follows. |
The following is the proof of Corollary 2.
Proof. Note that [1 & F(x)]/2 are non-negative real-valued
trigonometric polynomials. Then by Lemma 4 there exist two

J

Algorithm 3. Angle finding.

Require: A Laurent polynomial P € C[e™/2, e=*/2] such that
[P(x)] < 1forall x € R.

Ensure: Rotation parameters w, 0, and ¢ such that
(0|W,0,(x)|0) = P(x) forall x € [—m, m].

1: Compute the set of roots {Ek}ﬁi , and leading coefficient a,;,
from real-valued and non-negative trigonometric polynomial
A(x) =1 — P(x)P*(x), where L is the degree of P. Sort the
set by ascending modulus and determine

/ 2L —i 2L i 1
Q <« ay nk:I Eke iLx/2 Hk:l(elx/z _ g)

: while deg(P) > 0 do
3: k < deg(P), px < P[e/?], p_x < Ple /7],
qr < Qle*™/?], and g_; < Qe*/7].
4: Determine 6, ¢ such that cos %ei‘”k/zpk + sin %"e‘“”k/zqk =0
and — sin %ei¢k/2p,k + cos %"e*"q’k/zq,k =0.
5: Update polynomials (simultaneously) such that
P « ¢/ cos % e2P + ¢~ /2 sin %e*/2Q  and
Q <« e /2 cos %e""‘/zQ — e'%/2 sin %ke""‘/zP.
6: end while
7: Determine w, 6, and ¢, such that

R, (0)R,(00)R,(¢ho) = [P ;)*Q} where 0 < (6, ...,6;)

Q*
and¢ <~ (¢01 sy ¢L)
8: Return w, 0, and ¢.

Laurent polynomials P and Q such that for all x € R,
1+ F(x) 1 —F(x)

P(X)P*(X)=T, Q(X)Q*(X)=T. (B6)

Observe that P and Q satisfy the three conditions in Lemma
1; thus there exist w € R, 8 € RX1! and ¢ € R such that

(OIW,S 5 4(@X)'ZW 5 4(x)]0)
= P(x)P*(x) — Q(x)Q* (x) = F(x) (B7)
forall x € R. [ |

3. Proof of Lemma 2

The following is the proof of Lemma 2.
Proof. Observe that the decomposition of unitaries is

27— 2"—1
Ut oo i
[O 1] = 2 e TI0N0I® [ xl + D I @ 1x) (xil (B8)
j=0 j=0
-1 —it;/2 0 =
=) e [e 0 eirj/2i| ® lxj)xil = Z ¢ PR(1)) ® 1x;) (] (B9)
j=0 Jj=0
-1
— e_irj/sz(Tj)]ij (BIO)
j=0
I 0] = -
[o U]= 0201 ® 1x;)xi1 + Y eI 1x)(x;] (B11)

=0 Jj=0
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2"—1 2"—1

it €_it//2 0 it
=) e ’f”[ 0 o | ® il =D @R ® Il (B12)
j=0 j=0
-1
= @eltj/sz(Tj)Bj. (B13)
j=0
In a similar manner, we can decompose Ry, and R, gates applied on the first qubit such that for any ¢ € R,
21 -1 21
RO ®I=RO@) @Y Ixjxjl = RO @ @D Ly = PR s,
j=0 J=0 j=0
-1
RO ®I="=PR.C)p;. (B14)
j=0

For convenience, the B; are omitted in the rest of the proof. From the above equations, for alleven L € N, w € R, and 0, ¢ €
RL+1’

2"—1 L/2
Vi s(U) = @D R(@)Ry(60)R-(¢0) | [ € ™/*Re ()R (61— 1)R-($21-1)e™ > Ro (1) )Ry (621)R-(¢h21) (B15)
j=0 I=1
27— L 2|
= P R0R(d0) | [ R-(tR,(ODR-(p1) = @D WLy 4(T))- (B16)
j=0 =1 j=0
A similar statement holds for odd L € N. |

4. Proofs of Theorems 1 and 2

The following is the proof of Theorem 1.
Proof. By Corollary 1 there exists w € R, € R**!, and ¢ € R>:*! such that (0|W£5’¢(x)|0) = F(x). Then for such w, 0,
and ¢,

2"—1

(01 ® IV, 25 4 (U)(10) ® 1) = > (0] ® I®")V, 25 4 (U)(10) ® |3} (x;]) (B17)
j=0
2"—1
= Y 1101 ® IV, 4(U)I0, x)1(x;] (B18)
j=0
2n—1
=Y (0B, W5 4(U)B,()I0)B, (x| (by Lemma2) (B19)
j=0
2"—1
=Y FEplxxl (B20)
Jj=0
=FU), (B21)
as required. ]

The following is the proof of Theorem 2.
Proof. We begin the proof by decomposing the observable Z® @ I. Note that

2"—1 2"—1

2901=2" ) 1x)xl =Pz, (B22)
j=0 j=0

where B; = {|0, x;), |1, x,)}. By Corollary 2 there exist w, 6, and ¢ such that (O|Waf’0,¢(x)TZWaf’0’¢(x)|O) = F(x). Then we have

2"—1

w20 @ Dpl = tr| ZC @DV oW D (xi1p1xi)0, X0, xil |Vikp U (B23)
Ji k=0
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2"—1

=Y pitrl0, xjlVLE g s (U (ZO @IV, 4010, x;)]  (Where p; = (x;1plx;))
j=0

2"—1

= Zpj(O|ch’0,¢(‘rj)TZWaio!¢(‘Ej)|0) (by Lemma 2)
j=0

2"—1

= Z ij('L'j).
j=0

APPENDIX C: DETAILED ANALYSIS OF QUANTUM
PHASE SEARCH

1. Proof of Lemma 3

First we show that there exists a trigonometric polyno-
mial that approximates the square wave function S(x) :=
sgn(sinx), following the results of approximating the sign
function by polynomials [4].

Lemma 6 (trigonometric approximation of the square wave
function). For any A, ¢ € (0, 1) there exists a trigonometric
polynomial F € C[e™™, ¢”] of degree L = O(4In1) such
that for all x € [—7, ], |[F(x)| < 1, and for all x € [—7 +
A, —AJU[A, 7 — A], |Sx)— F(x)| <&, where Sx) =
sgn(sin x) is the square wave function.

Proof. By Lemma 25 in [4], there exists a polynomial
P € R[x] of degree L = O(3 In1) such that |P(x)| < 1 for
all x e [—1,1] and |P(x) —sgn(x)| < ¢ for all x € [—1, 1]\
(=4, 8). Letting § = sin(A) and writing the polynomial P in
a Chebyshev form as P(x) = Z?:o a;T;j(x) for some a; € C,
then by a change of variable

L o f
Psinn = Y T e e
j=0

is a trigonometric polynomial of degree L =0(1Ini)=
0(% In %). Simply letting F(x) = P(sinx), then we have
|F(x)] <1 for all x € [—m, ] and kgn(sinx) — F(x)| < ¢
forallx € [—m + A, —AJU[A, 7 — Al |

Then we show that there exists a QPP that utilizes the
approximated square wave function to classify phases on the
interval [—7 + A, —AJU[A, 7 — A].

The following is the proof of Lemma 3.

Proof. By Lemma 6 there exists a trigonometric poly-
nomial f(x) approximating the square wave function with
order L = O( % In é) such that L is a multiple of 4 and
lf(x) =Sx)| <eforall x € (—7 + A, —AJU[A, 7 — A).
It follows from Lemma 1 that there exist trigonometric poly-

nomials P = v # and Q = # By Theorem 1 there
exist parameters w € R and 0, ¢ € RE*! such that

1+ 1—
VU)I0, i) = \/#w, Xe) +,/#|1, Xe)-
(C2)
Define & = 1| f(tx) — S(t)|. For iy € (—m + A, —A],

VW)I0, xi) = v/&l0, xi) + /1 — el L, xi), (C3)

(B24)

(B25)

(B26)

[
and for 7, € [A, T — A),

VIO, xe) =1 — &xl0, xi) + v/exll, xe). (C4)

Since |[f(x) —Skx)| <& on (—w + A, —AJU[A, 7 — A),
we have g, <¢ for each 7, € (—7 + A, —AJU[A, T —
A). |

2. Phase interval search

The phase interval is the region containing the eigenphase
of the input state. According to Lemma 3, the main idea is
to iteratively shrink the phase interval by the binary search
method. At each iteration, we can decide the next subinter-
val, either (—7 + A, —A] or [A, r — A), depending on the
measurement result of the ancilla qubit. As A is small, the
length of the interval is reduced by nearly half and thus the
size would exponentially converge to 2A.

Formally, let U be a unitary, A € (0, %), and ¢ —
0 (detailed analysis of success probability is discussed
in Appendix C3). Suppose V(-) is the quantum circuit
stated in Lemma 3 with respect to A and e. Define G =
[-7, —7 + AJU[—A, A]U [ — A, 7] as the area that pro-
duces garbage information. Then for any quantum state |) =
Z?:Ol cjlx;) and ¢ € [—m, w] we have

V(e U)I0, y)

= |0) Z

JIA<T—{<m—A

+11) >

Ji—m+A<Ti—{<—A

0
cilxy+ Y. &)
JiTi—teg

1
cilxy+ Do &) |
jir—2€g

(C5)

where g(ji) are garbage coefficients corresponding to state |i)
of the ancilla qubit. Consequently, the measurement of the
ancilla qubit can identify the interval containing the remain-
ing eigenphases of the measured state. Note that the above
approach is no longer applicable if the length of the interval
is close to 2A, in which case t; — ¢ will always fall into the
garbage area G. Such an interval is referred to as indistinguish-
able. We could iteratively apply the binary search procedure
to shrink the phase interval until it becomes indistinguishable.
The following corollary guarantees that Algorithm 1 can re-
duce the length of the input interval close to 2A with high
probability.
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Lemma 7. Suppose A, &, and Q are inputs of Algorithm
1. Then the algorithm outputs an interval [, ¢,] such that
& — &) = 2(A + zg—ﬂ) and t € [{, ¢] with probability at
least (1 — &)<, _ .

Proof. Define [;,(" ), z"] as the interval generated at the end
of the jth iteration and g“n({ ) as the middle point of this interval.
Observe that for j > 0 the interval generated at the end of the
(j + Dthiteration is either (& — A, ¢y or (¢, o8 + A).
By induction we have

@ - ¢

|§r(Qfl) _ ;l(Q—l)|

=A
+ 2
(s, O -5
=A+-|A+——"—"—— Co6
+2< + > (Co)
T SRS L L
= +3+?+“'+2Q71+ 20 (C7)
1—-27¢9 2A+
() ~
b
=2A+2—Q, (C9)

as required. By Lemma 3 the probability of failing to decide
the correct subinterval is at most ¢ in each iteration; thus the
success probability of outputting an phase interval containing
7 is at least (1 — £)<. [ |

3. Phase search through interval amplification

Letting A := A + >o71, merely applying Algorithm 1 will
not provide an estimate within expected precision, given that
the error is at most the 2A. To address this issue, the main idea
is to execute the phase interval search procedure on (¢’ U )?
for some appropriate integer d so that the binary search
procedure can continue to locate the amplified phase dt €
[d¢;, dg], since the interval length is 2d A > 2A. Repeat-
ing the entire procedure can exponentially reduce estimation
error.

Let us formally describe the entire procedure. In the first
round of phase interval search, the initial phase interval is
[—m, m]. We iteratively apply QPP V (-) on the target unitary
U® = U to obtain a phase interval [g“l(o), ¢ ] of length 2A.
We define £ := (¥ + ¢(9)/2 as the middle point of the
interval. Letting d := [1/A], we then construct a unitary as
UM = (%" U®)? 50 that the interval of the amplified phase
dt is rescaled to [—1, 1]. Therefore, we can run the phase
interval search procedure on U to retrieve a new interval
(2", ¢V of length 2A. Repeating the entire procedure above
gives an estimation of phase t up to required precision.

Now we analyze how the above procedures improve the
eigenphase estimation precision. For the target eigenphase ©
of the input unitary U, the corresponding phase of unitary U"
isd(t — ¢ egV, ¢ Let ¢ = (¢ + ¢1)/2 denote
the middle point of the second interval [g“l(l), ¢V]. Then we
can readily give an inequality that characterizes the estimation

error,
|6 —d(@ =M < A. (C10)
We further rewrite this inequality as
M A
(o) < 2 <a C11
T<§m+d>‘\d\ (C1D)

From this equation we can see that this scheme gives an
estimate of eigenphase with an error of d 2. After repeating
the procedure sufficiently many times, we inductively obtain a
sequence (¢, ¢V, . .) that could be taken as an estimate of
the eigenphase. Therefore, the estimation error will exponen-
tially decay with iterating. For instance, assuming our scheme
is executed 7 times, it will inductively give an estimate as

(1) (2) (T-1) A
_ 0) é‘m é‘m gm A -T
T <§m+—d+d2+ +d71>‘<d71<d :
(C12)

Note that d = [1/A] must be at least 2; otherwise we cannot
find a sequence that converges to the eigenphase. Also, if the
estimation precision is expected to be §, then 7 should satisfy
d~T < 8. Then we derive that

_ 27 [ In(p)

The entire phase search procedure executes the phase interval
search, i.e., Algorithm 1, 7 times. Then by Lemma 7 the
success probability of the entire phase search procedure is
(1 — n)<7, where 7 is the input threshold of Algorithm 1. For
any ¢ € (0,1),letn = QLT Then the total success probability
is

A= >1-0Tn=1-¢, (C14)

where the first strict inequality is the Bernoulli inequality for
n < 1land QT > 2. By Lemma 3, to ensure that the success
probability of the entire algorithm is at least 1 — &, the number
of QPP layers L should be

(1. QTN (1 Ing

Here g(A) is a function in terms of A only and hence can be
omitted in the complexity analysis of Theorem 3.

Overall, by running the scheme many times, we can find
an estimate of the eigenphase with precision § and success
probability at least 1 — ¢. The above results are summarized
in Algorithm 2.

4. Proof of Theorem 3

The following is the proof of Theorem 3.

Proof. We analyze the number of queries to the controlled-
U oracle in Algorithm 2 to get an estimate within required
precision § > 0, probability of failure ¢ > 0, and input A.
Note that A is a self-adjusted parameter and hence can be
considered as a constant in complexity analysis.

Observe that Algorithm 2 executes the phase interval
search procedure 7 times, while the 7th phase interval search
procedure requires Q calls of circuit V(U?") of L layers.
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By Egs. (C13) and (C15) the total query complexity of the
controlled-U oracle is

T-1
Z Oxd xL=0d"LO)

t=0

“ofiso(%)n(5)
e

5. Application: Period finding and factoring

(C16)

In this section, we consider applying the quantum phase
search algorithm to solve the period-finding problem. The
goal of period finding is to find the smallest integer » (namely,
the order) of a given element x in the rings of integers modulo
N € N such that x” = 1 (modN).

In the quantum setting, the problem of a reversible quan-
tum modular multiplier has been well studied [60,61]. It has
been proved that the quantum operator

U,|lymodN) = |[xymodN), ye€ Z/NZ, (C17)

can be constructed in cubic resources for every integer x €
Z/NZ. A novel property of such modular multiplier is that
there is no additional quantum cost to realize a power of U,
since U} = U,;. Moreover, an eigenvector of U, is in the form

1o 2isk
lug) = — exp< >|kaodN),

corresponding to its eigenphase %, and the uniform superpo-

(C18)

sition of all eigenvectors is |1), i.e., |1) = \Lﬁ ZZ;(I) |ug).

The conventional quantum period-finding algorithm is to
apply the quantum phase estimation algorithm to the modular
multiplier with input state |1) and then use the continued
fraction algorithm to extract the order from the estimated
phases. Similarly, we use the quantum phase search algorithm
to extract eigenphases of the modular operator. The details of
the algorithm are shown below.

Algorithm 4. Quantum period finding.

Require: N € Z, x € Z/NZ, constant A € (0, %), and error
tolerance £, § > 0.

Ensure: order r of x in Z /NZ.

1: Construct the modular multiplier U, by x and N.

2: Retrieve an estimated eigenphase t of U, by the QPS
algorithm, that is, T < QPS(U,, |1}, A, ¢, 3).

3: Apply a continued-fractional algorithm on t to retrieve / and r;
return r.

6. Application: Amplitude estimation

The problem of quantum amplitude estimation can be
efficiently solved by the phase estimation algorithm [21],
providing a quadratic speedup over classical Monte Carlo
methods. In recent years, several studies [35,62-64] have

realized phase-estimation-free amplitude estimation with the
same quantum speedup. However, these works require a large
number of samplings, i.e., measurements from quantum cir-
cuits. Here we show that our phase search algorithm can also
apply to the amplitude estimation and inherit the computa-
tional advantage from conventional phase estimation.

Let A denote a quantum circuit that acts on n qubits.
Applying the circuit A to [0"), the produced state is of the
form

Al0®") = cos()|0)|¥) + sin(T)|1) ), (C19)

where |) and |¢) are (n — 1)-qubit states and 7 € (—m, )
is the phase. Here cos(t) and sin(r) denote the amplitudes
of states |{) and |¢), respectively. Our goal is to estimate
|sin(t)| up to a given precision with high probability.

Suppose we can repeatedly apply the circuit A and its
inverse A". Then we can construct a circuit for the Grover
operator

G = AQ2[0%")(0%"| — 1®")AT(I — 21)(1]) @ 18"V,
(C20)

Note that, in the space spanned by {|0)|¥), |1)|¢)}, the Grover
operator G has an eigenphase 27 or —2t. Thus our am-
plitude estimation algorithm just applies the quantum phase
search algorithm to the Grover operator. Specifically, applying
our quantum phase search algorithm can effectively extract
eigenphases +2t. Moreover, postprocessing can estimate the
amplitude within the required precision. We show more de-
tails below.
Algorithm 5. Quantum amplitude estimation.

Require: circuit .4, constant A € (0, %), and error tolerance
g, 8 >0.

Ensure: an amplitude sin(7).

1: Prepare the initial state | x) = .4]0)®" and construct the Grover
operator G in Eq. (C20).

2: Retrieve an estimated eigenphase 7 of G by the QPS algorithm,
that is, T < QPS(G, |x), A, &, 5).

3: Return |sin(%)|.

APPENDIX D: FURTHER REVIEW FOR BLOCK
ENCODING

1. Qubitization

In this section we review the technique of qubitization
purposed by [7]. Such a technique associates the spectrum of
target block encoding U with the block encoded matrix A.
Assume A is Hermitian with ||A] < 1, since our work only
deal with Hamiltonians and density operators. Recent work
has discussed an explicit construction scheme for building
a block encoding sparse matrix [65]. To better understand
qubitization, we analyze the spectral information of the circuit
in Fig. 4. Let U, denote the qubitization of block encoding
and U, and U, denote the unitaries for the dashed region in
Fig. 4. Then Lemma 10 of [7] implies that Uy satisfies

(0® D @ [9m) Ty (J0° D) @ I97) = A, (D1)

(0% @ 1% Tg (102" D) @ I1¥") = 1®". (D2)
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r--—>"">"">""=>""=""~"~"~—~"~-""—-"~- 1
j0) — ? —
‘ | REFLECTOR
|0®m> ym| LT | [
| U Ut |
n Al |7 |
L = _==_____ _

FIG. 4. Circuit realization for the qubitized unitary UA. Here U,
is an (n + m)-qubit block encoding of an n-qubit matrix A and the
REFLECTOR gate is equivalent to 2|0®+D)(Q@0m+D| _ j&€tm+D) Note
that it suffices to control the REFLECTOR and three X gates to realize
a controlled-U, gate.

Let |1;,) be an eigenstate of A corresponding to its eigenvalue
A. Define [1;) := [0%"+D), ). After respectively applying
U, and UA2 to |;.), states are of the form

Oaldhn) = ) + V1 =221 15), (D3)
O31n) = 1), (D4)
where |1,) is an orthogonal ~state that satisfies
(J080m+Dy (®0m+D| @ 1®7)| 1,) = 0. The above results
|
i tor 1) = —= (1) + 115)
eigenvector |x,") = — i ,
g Y NG A A

1

ﬁm&n — i1,

eigenvector |x, ) =

Therefore, we can select Uy as the input unitary in the QPP
circuit, to access the arc cosine of eigenvalues of A, allowing
phase evolution and evaluation to be applied on block encoded
matrices.

2. Block encoding construction for density matrices

The quantum purification model, which prepares a purifi-
cation of a mixed state p, is an extensively explored model
for entropy in the literature. Consider quantum registers A
and B storing n and n’ qubits, respectively. Suppose we have
access to an (n + n’)-qubit unitary oracle U, acting on these
two registers such that

W) = U, 0%")410%" ),

trp(|W)ap(Wlap) = p. (DY)

Such an oracle can be further employed to construct a block
encoding 17,, of p. We recall Lemma 7 in [7] and give the
circuit construction for U, in Fig. 5, using U, and U ; once.

Note that the unitary U, for the dashed region in Fig. 5
satisfies

(0%, @ 1) Uy (0% )45 @ 1) = p,  (D10)

(02T, @ 1) 0'02 (0BT p @ I8 = I®". (D11)

Define {p j}%":?)l as the set of eigenvalues of p and {rj}?:(;_l

as the set of eigenphases of U ,» under subspace H, defined in
Eq. (D6). Using the same reasoning as in Appendix D 1, we

also imply that all subspaces span{|1ﬁx), |JA_A)} are mutually
perpendicular. Moreover, Eq. (D4) implies

Ual1) = V1 =221y5) — 21Ly). (D5)
Note that it suffices to analyze U, under subspace
(D6)

My = P spanlin), 111)),
A

since the input state of ancilla qubits is always [0®"+D). In
this subspace, we can see that U, is essentially a rotation
whose matrix is similar to Ry, i.e.,

U, = (REFLECTOR ® I®")U,

Bt VU] e
= ~— R
y LVI—2 A gt ’
(D7)

The spectral details of U, in H follow immediately:
eigenvalue et where A = cos(ty);
eigenvalue e~ where A = cos(—1;) (D)
[
have

{rj}ﬁ”:*(;*l = {arccos(p;), — arccos(p;)};_'- (D12)

As shown above, the spectrum of U, is connected to that of p
in subspace H,,.

APPENDIX E: FURTHER DISCUSSION OF HAMILTONIAN
PROBLEMS

1. Hamiltonian simulation

In this section, we explain the main idea of our method for
Hamiltonian simulation and discuss how to find parameters
for simulating the target function f(x). For convenience, let
Uy denote the qubitized block encoding of a Hamiltonian H.

Prepare the initial state [0®"+2)_ /), where the first qubit is
the ancilla qubit of QPP and the other m + 1 qubits are ancilla

’ /F 7777777777 j
097) g —7 ] _
LU, Ul | I | REFLECTOR
‘O®H>A /m L] [ (- E—
} SWAP :
/ /\_ __________ 1

FIG. 5. Circuit realization for U,. The input state for two ancilla
registers is |02}, . Here SWAP is a 2n-qubit SWAP operator and
REFLECTOR is equivalent to 2|0®¢+%)) (0®C+)| — [®(+1) Note that
it suffices to control the SWAP and REFLECTOR gates to realize a
controlled-U, unitary.
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qubits of the qubitized block encoding Uy. Decompose the
initial state |0®"+2)_ /) by eigenvectors of the Hamiltonian

10) 0D ) = 3" 1000, y),  (ED)
s

where ), |8,.]*> = 1. As shown in Eq. (D7), the qubitized
block encoding Uy is a rotation in each subspace
span{|0®+D -y 11,)}. Then we construct the circuit of
Hamiltonian simulation by incorporating Uy into the structure
of QPP. Note that one eigenvalue of the Hamiltonian corre-

J

1

1
0B +2) = (
| ¥a) 7

V2

sponds to two eigenvalues of Uy and then the action of the
circuit can be described as the matrix below, with respect to
the basis of {|0, x,"), |1, x,)} and {|0, x; ), |1, x, )} for each

eigenvalue A,
—0(—7)
P (-u) |, )"

P(13)
@ (|:Q* ()
(E2)

—Q(T/\)i| 69[1”(—1’)\)
Pi(w) |, 7 Q" (—)

On the other hand, note that each state |0’”+1, ;) can be writ-
ten as an equal-weighted sum of eigenvectors of Uy, implying

~ 1 ~
10)([0® D gy + ] 1)) + E'OK'O@(M’ Vi) — ium). (E3)

Using Eq. (E3), we thus rewrite the initial state as a superposition of eigenvectors of Uy. With the decomposition in Eq. (E2),

applying QPP to the state |0”+2, ) outputs a state of the form

Zﬁ((l)(fk)m) + O0*(w)l1))
/2 72

The output state is near the target state as much as pos-
sible by suitably truncating the target function. In fact, the
difference between the final output state and the target state
is bounded by the quantity

€< max [[P()I0) + Q"I = e " 0)|  (ES)

= max ]\/lP(x)—e‘i°05<x)’|2+ 1—|P(x)]%,  (E6)

x€[—m,

where € denotes error. Let a, = P(x) — e~/ denote the
difference and assume that |a,| < & for all x € [—m, ]. Then
we show how large |P(x)|? is:

|ax|2 — [P(x) _ e—iCOS(X)I][P*(x) _ eiCOS(x)t] = |P(x)|2
= 2Re[e' I P(x)] + |a,)? — 1 (E7)
> 1= 2ay] + la:* = (1 — |a. ). (E8)

The state approximation error is at most as large as

€ < max ]¢|ax|2 +1—(1—la,]? <2  (E9)

xX€|—m,

Hence, Eq. (E9) establishes the relation between the state
approximation and the function approximation.

It remains to show P(x) can approximate f(x) = e~/ s
with arbitrary precision, which is true since f(x) could be
expanded into a trigonometric polynomial. We summarized
the results in Theorem 9 and discuss how to truncate f(x) in
the proof. The following is the proof of Theorem 9.

Proof. By Theorem 1, QPP can simulate any trigonometric
polynomial with an order N. Thus we just need to find such
a polynomial that approximates the function f(x) = e~ €™
within precision §2/2. We recall the Jacobi-Anger expan-
sion €7@ =3 ik Ji(2)e™*? [66], where Ji(z) is the kth
Bessel function of the first kind. The truncation error of the
Jacobi-Anger expansion has been well studied in the literature

(|0®(m+1)’ w}\) + l|j—A>) + (P(_t)\)l(» + Q*(_f)»)u))

7 (02D ) — i|ix>))- (E4)

(
[4,67]. Given the truncation error §2/2, the order N is given by

In(2/82)
In (e N ln(2/52))

Iz]

N=0||z| + (E10)

Then QPP circuit uses N times controlled Uy and U, ;1 Recall
that the evolution time is #A; thus we set the parameter z =
tA. Clearly, the cost of the circuit is the same as claimed, and
the proof is finished. |

2. Hamiltonian eigensolver

A fundamental problem in physics is to calculate static
properties of a quantum system. Of all the questions one might
ask about a quantum system, the most frequently asked is what
the energy and eigenstates of a Hamiltonian are. After the
development of quantum phase estimation, numerous quan-
tum algorithms for computing the spectrum of a Hamiltonian
have been developed. Clearly, we could just directly apply our
phase search algorithm in a similar spirit to give quantum
algorithms for extracting Hamiltonian eigeninformation. To
this end, we describe several quantum algorithms based on
quantum phase estimation below.

The quantum algorithm proposed by Abrams and Lloyd
[68] computes the eigenstates and eigenvalues of a Hamil-
tonian via applying quantum phase estimation to the sim-
ulated real-time evolution operator, resulting in exponential
speedups over known classical methods. Under postselection
of the ancilla register, this approach can output the spectrum
by reading an eigenvalue and obtaining the corresponding
eigenvector. Despite being conceptually simple, the technical
realization of the synthesis between quantum phase estimation
and Hamiltonian simulation could be difficult. Indeed, realiz-
ing the evolution operator requires a potentially large circuit,
which would complicate the entire phase estimation circuit
and make its practical implementation challenging.
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In fact, the use of the time-evolution operator is not neces-
sary for phase estimation. Work by Poulin et al. [69] proposed
a method that extracts the spectrum of a Hamiltonian H from
a qubitized block encoding of H/A. The idea is to estimate
a phase of the qubitized block encoding U and then directly
calculate the corresponding eigenvalue of H by the relation-
ship between their spectrum, i.e., A = A cos(z;). To achieve
the desired precision §, one needs to apply the block encoding
O(A/5) times.

Moreover, the eigenvector of the Hamiltonian can be ex-
tracted from the postmeasurement state of quantum phase
estimation. Specifically, suppose we obtain an eigenvector
x5 = J%('OW“)’ ¥,) £i|L;)) by phase estimation. Since

(J020n+Dy (®m+D| @ [®)| 1) = 0, we directly measure the
ancilla register of the qubitized block encoding in the com-
putational basis. Clearly, the probability of obtaining all zeros
from the measurement is exactly half, and the postmeasure-
ment state is the corresponding eigenvector. If the result is
not as expected, we could reapply the phase estimation and
repeat the measurement, projecting the state into | X; ) or
[x, ). Repeating k times makes the failure probability decay
exponentially as (1/2)*.

Another important Hamiltonian problem is to compute
ground- and excited-state properties of many-body systems,
which is quite a challenge in quantum physics and quantum
chemistry. Recently, Dong et al. [17] proposed a method via
quantum eigenvalue transformation of unitary matrices, which
could be naturally generalized into the structure of QPP.

APPENDIX F: THEOREMS OF ENTROPY ESTIMATION
1. Proof of Theorem 4

The following is the proof of Theorem 4.

Proof. We start with the spectral decomposition of ¢ and
U, under subspace H, defined in Eq. (D6). From Eq. (DS8)
we have

21

o= gVl (F1)
j=0
21 eir,- 0
U, =P [ 0 e_,-,,} &L (F2)
j=0 {157

where 7; = arccos(q;) and | X;E) are eigenstates of U, such
that

1 N
X = ﬁ(l()@’", vj) +ilLj).
1 A
Ix;) = E(I()@'", Vi) —ilL) (F3)

for some quantum state |L ;) (defined in Appendix D 1) so that
(10®™) (0®™| ®1®”)|ij) = (. Also, note that [0®"){0®"| ®
p is a density matrix in H, and hence can be decom-
posed by the basis {| in)}?:_ol. Now we are ready to analyze
the effect of QPP on the input state. Define the function
F(x) = Y%, die™ := f(cos(x)). Note that |F|(x) < 1im-
plies [ld]l; < 1.

Suppose the input state is a purified state |W,)4p so that
trp(|W,)ap) = p. Here the register A is the main register of

the QPP circuit. By Schmidt decomposition, there exists an

orthonormal set {|¢_,-)}§"=_0] of quantum states on register B

such that
2"—1
Wo)as = Y J/DiIV)ald)s. (F4)
j=0

From Theorem 2 there exists a QPP circuit V (U, ® Iz) of L
layers such that

(Z0) gy = [ (Z© @ 1B @ Ip)| D) (P[] (F5)
2"—1 2"—1 2"—1
=Y pIF(tp)+ Y piF(=1)) =Y _(p} + pj)f(g)).
j=0 j=0 j=0
(F6)

where pT = (x;°| (10°")(0®™"| ® p) |x;"). Further, Eq. (F3)
implies

P+ 07 = 102 (0% @ o))

+ G 100%™40%" @ p)l k) (FT)
= (Y;lply;). (F8)
The statement holds as
2]
(Zey =Y _(Wilol¥) flg)) =tlpf(@)].  (F9)
j=0
[ |

Specifically, for any entropic function that is well approx-
imated by a polynomial, we can use QPP circuits to estimate
such an entropy by Theorem 4. The following result guar-
antees that the number of circuit layers L for polynomial
approximation is O(In %) up to precision €.

Lemma 8 (Corollary 66 in [4]). Let xo € [—1, 1], 7 € (0, 2],
and 8§ € (0,r]; also let f:[—xo—r—38,xo+r+38] > C
and be such that f(xg +x) = Y ooy cxx’ for all x € [—r —
8, r + 8]. Suppose B > 0 is such that Z;C:io(" + 8)*|ck| < B.
Letting ¢ € (0, 2—13], then there is an efficiently computable
polynomial P € C[x] of degree 0(% In g) such that for all
xe[-1,1], |P(x)| < e+ B, and for all x € [xg — r, xo + 1],
|f(x) = P(x)| < e.

2. Proofs for von Neumann and relative entropy estimation

The following is the proof of Theorem 5.

Proof. Define f(x) = 2];;(8). We expect to find a polyno-

mial P(x) € R[x] such that for all x € [y, 1],

P(x) — <—. F10
[P(x) — f()l AIn(1/y) (F10)
By takingxo = 1,r =1—y,8 = §,B= 3, and n = 35575
in Lemma 8, such a polynomial P exists with degree
1. B 1 In(1
L=O<—1n—) =0(—1nM). (F11)
§ y €

Note that Lemma 11 of Ref. [4] used the same setup for
Lemma 8. Then Theorem 4 implies that there exists a QPP
circuit V(U,) of L layers to estimate tr[oP(p)]. Up to preci-

sion 41;, the experimental estimation E can be retrieved
n(l/y)
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by measuring the first qubit of Vw,9,¢(UP) with input state
|08 Dy (08 +D)| & p. We have

|E —tr[pf(0)]] < |E — tr[pP(p)]|+ |tr[pP(p)] — tr[p f(0)]]

(F12)
€ e
and hence
12In(y)E —S(p)| < & (F14)

To obtain the desired precision, by Chebyshev’s inequality,

the total number of measurements is 0(1“;#), while each Up
requires one call of U, and its inverse. Consequently, the total
query complexity of U, and its inverse is

0(%12<1>1nM>.
YE Yy &

The statement for using amplitude estimation follows by
switching Chebyshev’s inequality to the complexity of am-
plitude estimation [21,35]. |

Note that by replacing U, with U,,, the proof of Theorem 6
is exactly the same as the proof of Theorem 5.

The following is the proof of Corollary 3.

Proof. We follow the same proof as for Theorem 5, with
extra consideration of the threshold value ¥ > 0 and the error
generated by this threshold value. We choose the same func-
tion f and a polynomial P of degree O(% In %) such that for
allx € [y, 1],

(F15)

[Px) = fOl<n

where n > 0 is decided later. Denote by E the experiment
estimation. Then

|E —tr[pf ()]

(F16)

< |E = t[pP(p)]l + [tlpP(p)] — trlpf(p)]l  (F17)

< |E = tulpP(P)]l + klIxP — xfllo.1 + 1P — flly.1
(F18)

< |E —ulpP(p)]l + 2cy + 1. (F19)

Choose |E — tr[pP(p)]] < 81n(81/y)’ y = m, and n =
81“0/)/) We have
12In(y)E — S(p)l < + 5t Z = (F20)
Then the total complexity is
1
o () () ()
e e € e e
K 4(kK 1
=0z’ {—)In|{ -] (F21)
e € €

as required. The statement for using amplitude estimation fol-
lows by switching Chebyshev’s inequality to the complexity
of amplitude estimation [21,35]. |

3. Proofs for quantum Rényi entropy estimation

An extra lemma is required to proceed to the main content.
Note that this lemma is the result of Lemma 8.

Lemma 9 (Corollary 67 in [4]). Suppose v, € € (0, %) and
¢ € (0, 1). Then there exists a polynomial P € R[x] of degree
0(5 In 1) such that for all x € [—1, 1], |P(x)| < 1, and for all

xely, 1L IPG) - Lx~ | <e

The following is the proof of Theorem 7.

Proof. Reference [70] states that it is possible to obtain an
estimation of S,(p) up to precision &, by an estimation of
tr(p®) within error &’ %8 Now we turn to demon-
strate how to obtain tr(p®) with error bounded by &’.

Suppose o € (0,1). By Lemma 9 there exists a poly-
nomial P € R[x] of degree O(% In ﬁ) such that for
all x e [—1,1], |[P(x)| <1, and for all x € [y, 1], |P(x) —
Vlz "X < ]4 &’. Similar to the proof of Theorem 5, Theo-
rem 4 implies that there exists a QPP 01rcu1t V(U ) of L layers

to estimate tr[ pP(p)]. Up to precision v 73 Y "¢ the experimental
estimation E can be obtained by measuring the first qubit of
V(U,) with input state [0 +D) (08D | & p. We have

-«

'E - P (F22)

and hence

12y 'E —tr(p®)] < €. (F23)

By considering Chebyshev’s inequality, the total query com-
plexity of U, and U; is O(W In ﬁ). Now replace ¢’ by
&. The query complexity becomes

tr(p*)~? tr(p%)
1 .
0<|1 — a2y 3-2g2 n yl—ee

1 sa—la] ;
2ln(2€/y)x°‘ ! which

is bounded by We/y) for x € [0, 1]. Using the same setup as

(F24)

Now supposea > 1. Define f(x) :=

for the proof of Theorem 5, we would have B = % Note the
following deductions:
o0
> (a lm) ‘(1 —y2)
1=0
— o — |a]
<> (—1+y/2) (F25)

. l

Il
o

e -1 -1
=1—(a—LaJ)Z( l) (—1+v/2) (F26)

I=1
=1—(a—la])In(y/2) < In2e/y).
Immediately, Lemma 8 implies that there exists a polyno-
mial P(x) € R[x] of degree 0(% In m(iﬁ) such that for all
x €[y, 1],

(F27)

/

€
41n2e/y)

Redefine P(x) := x1*/P(x) of degree O(a + & In 2C/1). By
the same procedure as for the case of @ € (0, 1), we can find
a QPP circuit estimating tr[pP(p)] so that the experimental
estimation E satisfies

|P(x)

—fl < (F28)

(F29)

12In(2e/y)E — r(p®)| < &
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TABLE V. Comparison of algorithms for estimating von Neumann entropy within additive error. Here the O notation omits logarithmic
factors, ¥ > 0 is the lower bound of eigenvalues, ¥ > 0 is the rank of the state p € C?*?, and ¢ is the additive error of estimating S(p).

Methods for S(p) estimation

Total queries to U, and U}

Queries per use of circuit

QSVT based with QAE (from [11])

QSVT based with QAE (assumes rank, from [47])
QPP based (assumes rank, in Corollary 3)

QPP based with QAE (assumes rank, in Corollary 3)
QPP based (in Theorem 5)

QPP based with QAE (in Theorem 5)

O(-4%) O(-%)
0(%) 0(%)
0(%) O(%)
0(%) 0(%)
0(-2) 0(;,)
O(L) O(L)

<
)

As a result, the total query complexity in terms of ¢ is

0(“(0")2 In*(1/y) (ay 4 tf(p“)ln(l/)/)>>_
1 — al?ye? €

The statement for using amplitude estimation follows by
switching Chebyshev’s inequality to the complexity of am-
plitude estimation. n

As for the proof of Theorem 8, Theorem 4 implies the
query complexity is simply O(;;) when « is an integer. Then

J

(F30)

the statement of Theorem 8 follows by replacing & with
e. Note that in this case |l — «| € O(«). In the following
corollary, we present a method to estimate S, (o) when y is
unknown.

Corollary 4. Assume a rank x < 2" for an n-qubit state p
and a purified quantum oracle U,,. There exists a QPP circuit
that estimates S, (o) within precision & by measuring a single
qubit, at the expense of querying U, and U ; for a number
of

212/01 3/a—2 t o
o 2 s i (MO L) ifg e (0, 1),
agd/ |1 —ale

(F31)

Ko tr(ﬂ"’)"K) a’e tr(p®) '« (tr(p")‘l) 3\ .
0(831n <—|1—Ol|8 e + In 11— ale In T —ale n ifa € (1, 00),

T al Moreover, using amplitude estimation improves query complexity to

tr(p*)~!

where n =

28/a 2/a—1 t 14
o 2|5 i (LN L2 e e 0, 1),
ag?/ |1 —ale

(F32)

t ay—1 2 t a\—1 t a\—1
(ezl (Tip—)alf)[oé_xg+ln< Tip—)a;)m(lrl(ilw)]”z) e, eo)

Proof. As shown in the proof of Theorem 7, we could find
a polynomial P(x) such that

|P(x) — fa@)| < nVx e[y, 1], (F33)
where
el if g e (0, 1)
Jax) =9 2 : (F34)
Tn2e/) ifa > 1.
Denote by E the experiment estimation. Then
|E —tr[pf ()]
< |E —tu[pP(p)]l + [tr[pP(p)] — trlpf ()]l (F35)
S |E — ulpP(p)]| 4 kllxP — xflljo.1 + 1P = flly.ny
(F36)
< |E —t[pP(p)]l + 26y + 1. (F37)

For o > 1, choose |E —tr[pP(p)]| < WZ/WW’ y =
lGKlnflGK/e’)’ andn = m. We have
g ¢ ¢ ,
[2In(2e/y)E — tr(p™)| < Ttz =¢ (F38)

(
Then the total complexity is

ot (ol 22 )o(2)
ol () n(2) (1)) v

_O<tr(p"‘)_3/c | (tr(,o )~ K) ol —a|tr(p Ye

1 —oaf3e3 |1 —ale [
t ay—1 t 1
+n r(p%) K r(p”)” (F41)
11 —ale 11 —ale
The result follows by the fact that «|l — «| = O(a?) and

tr(p®) < L.
For « € (0,1), choose |E
871/01(%’)1/0(’ and n = b4

1—a o/
—ulpP(P)]] < Lo, y =

/ / /

t(a)|<£+8+8
—tr < — J— —_ =
p 4 4

> g (F42)

|2,y0t71E
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TABLE VI. Comparison of algorithms on estimating quantum «-Rényi entropies for different «, in terms of the query complexity of U,
and U;. Here the O notation omits the logarithmic and « factors, y > 0 is the lower bound of eigenvalues, ¥ > 0 is the rank of a mixed state

o € C%4 and ¢ is the additive error of estimating S, (p).

Total queries to U, and U

Methods for S, (p) estimation a e (0,1) o € (1,00) a e N,

QSVT based with DQC1 (from [12]) 0(;’%;,2) O(V% UZ) 0(@%,72)

QSVT based with QAE (assumes rank, from [47]) 0(’(;;_/"1?)/21“) 0(%) 0(’(‘1—[ ) (only for odd «)
QPP based (assumes rank, in Corollary 4) O(“ZQ’ZZ 3/‘¥) 0(!12;%,73> 0(8%772)

QPP based with QAE (assumes rank, in Corollary 4) 0("25;1 ;72/”) 0(“25;”‘ n2> OA(én)

QPP based (in Theorems 7 and 8) 0( V3,]2%2 772) O(”‘;’;] rf) O(EL2 )

QPP based with QAE (in Theorems 7 and 8) 0( - n) O(“QI n) o(Ln)

Then the total complexity is
2(ax—1) 1 a—1

of " Jolom (%
(e) Y €
_0 26/01’(2/0(72 0 23/0¢Kl/a1 Sl/aflKl/otfl

- (8/)2/(1 (8/)1/01 n (8/)1/01

o 29/aK3/a72 3 | K
a(g/)_%/a +n ;

212/at oa\—3/a,.3/a=2 t o
r(p*) "%k 341n r(p* )k 7
all — a|3/egd/e |1 —ale

(F45)

(F43)

(F44)

Il
Q

as required. The statement for using amplitude estimation fol-
lows by switching Chebyshev’s inequality to the complexity
of amplitude estimation. |

4. Comparison of entropy estimation algorithms

We present further comparison of different entropy estima-
tion algorithms in this section. In Table V we add the von
Neumann entropy estimation algorithm proposed by Wang
et al. [47]. When assuming rank «, the QPP-based algorithm
improves the result in [47] by a factor of «. In Table VI, we
add Rényi entropy estimation algorithms proposed by Wang
et al. [47].
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