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Persistent currents in quasi-one-dimensional Bose-Einstein condensates become chiral in the presence of
current-density interactions. This phenomenon is explored in ultracold atoms loaded in a rotating ring geometry,
where diverse current-carrying stationary states are analytically found to generalize previously known solutions
to the mean-field equations of motion. Their dynamical stability is tested by numerical simulations that show
stable currents for states with both constant and modulated density profiles, while decaying currents appear only
beyond a unidirectional velocity threshold. Recent experiments in the field place these states within experimental
reach.
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I. INTRODUCTION

More than two decades ago, a new chiral theory was
predicted to emerge from the presence of a density-dependent
gauge field [1]. By performing a unitary transformation,
the theory can be mapped into a one-dimensional (1D)
Gross-Pitaevskii equation in which the number density,
entering the interaction term, is replaced by the current density
[2]. Recently, this theory has been experimentally realized in
ultracold atoms [3–6] with light-induced density-dependent
gauge potentials [7–10]. The chiral properties can be observed
in current-carrying states [10–12], and are particularly
manifest in chiral solitons [1,13–18]. Quasiperiodic time
dynamics, in the presence of both contact and current-density
interactions, has also been reported for a chiral bright soliton
rotating in a ring [19].

In physics, chirality is usually associated with the com-
bination of spin and motion, and it is particularly relevant
in relativistic theories concerned with weak interactions and
neutrinos [20], and also in condensed-matter, nonrelativistic
systems subject to spin-orbit interactions [21]. In addition,
there exist spinless systems that show chiral dynamics due
to the broken time-reversal symmetry, as the unidirectional
motion of topological edge states in the quantum Hall effect
[22] and in photonic crystals [23].

The Gross-Pitaevskii equation with current-density in-
teraction belongs to the latter-mentioned set: it describes
a spinless system that is not symmetric under time rever-
sal. In homogeneous settings, plane waves and particular
soliton states have been shown to solve this equation of mo-
tion [1,2,10]. However, neither their interconnection nor the
existence of more generic stationary states has yet been ex-
plored. In the present paper, we report on general solutions to
the equations of motion in a ring configuration. In this regard,
our goal is to generalize what has been done with contact

interactions [24] to systems with current-density interactions.
There, the symmetry with respect to Galilean transformations
results in a symmetric dispersion of plane waves and soli-
tonic states. Here, though, the Galilean symmetry is missing,
thus clockwise or counterclockwise rotations are not equiva-
lent motions, and increasing speeds translate into increasing
interactions. As a result, expected asymmetries but also un-
expected paths in the dispersion relations arise. Apparent
differences between current-density and contact interactions
are shown in the trajectories and also in the profile of sta-
tionary states. For varying rotation, solitonic states connect, in
general, with plane waves, although for negative velocities, af-
ter a velocity (or alternatively, an interaction) threshold, some
branches of bright solitons are detached and follow a free-
particle dispersion. The stability of stationary states is ana-
lyzed both by linearization and nonlinear time evolution of the
Gross-Pitaevskii equation with current-density interactions.

The rest of the paper is structured in three sections.
Section II goes over the equations of motion and conserved
quantities that describe the system dynamics. It also sets
the stage around plane waves and asymptotic soliton states.
Section III determines the general solutions to the equations of
motion, the key parameters for their existence, and their sta-
bility. Finally, Sec. IV presents our conclusions.

II. THEORETICAL MODEL

We consider a quasi-one-dimensional, rotating ring of
radius R, where the condensate wave function ψ (x, t ) follows
the generalized Gross-Pitaevskii (GP) equation [2] in the ro-
tating frame:

ih̄∂tψ = 1

2M
(−ih̄∂x − M�R)2ψ + κ h̄J ψ, (1)
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where � is the angular rotation rate, J (x, t ) is the current
density measured in the laboratory frame J = h̄(ψ∗∂xψ −
ψ∂xψ

∗)/(i2M ), and κ (dimensionless) is the strength of the
current-dependent interaction. From now on, we assume κ >

0 for simplicity and investigate both positive and negative
rotation rates. The wave function is normalized to the number
of particles N in the condensate, N = ∮

dx |ψ |2. For later use,
we introduce the average number density n0 = N/(2πR), and
the wave number k� = M|�|R/h̄ associated with rotation; we
will also make use of the nondimensional quantities ñ = R n0,
for the density, and �̃ = MR2�/h̄, for the angular rotation.

The stationary states ψ (x, t ) = φ(x) exp(−iμt/h̄) fulfill
the time-independent equation

Ĥ φ = μφ, (2)

where μ is the energy eigenvalue of the nonlinear
Hamiltonian operator Ĥ = (−ih̄∂x − M�R)2/2M + κ h̄J .
However, the conserved energy E is given by the expectation
value of just the first term in Ĥ , that is [1,18],

E = 1

2M

∮
dx ψ∗(−ih̄∂x − M�R)2ψ. (3)

Since the system considered is translational invariant, Eq. (1)
admits plane-wave solutions

ψq(x, t ) = √
n0 ei(q x−μqt/h̄), (4)

with wave number q, such that qR = 0,±1,±2, . . . , and en-
ergy eigenvalue

μq = (h̄q − M�R)2

2M
+ κ

h̄2q n0

M
. (5)

As can be seen, the energy shift κ h̄2q n0/M of the plane-wave
eigenvalue with respect to the noninteracting system (κ = 0)
increases in absolute value with the number density.

Other than plane waves, dark (ψD) and bright (ψB) soliton
solutions can be found in the literature [1], which, for com-
pleteness, we rewrite here as approximate stationary states
(when their characteristic lengths ξD and ξB are small against
the radius) in the ring moving with angular velocity �:

ψD(x, t ) ≈
√

N

2(πR − ξD)
tanh (x/ξD) ei(k�x−μDt/h̄), (6)

if � > 0, and

ψB(x, t ) ≈
√

N

2ξB
sech(x/ξB) e−i(k�x+μBt/h̄), (7)

if � < 0. The characteristic lengths are ξB = 2(κNk�)−1,
and ξD = ξB (

√
1 + 4πR/ξB − 1)/2, and the energy

eigenvalues are

μD ≈ h̄2

Mξ 2
D

= κN R

2(πR − ξD)
h̄�, (8)

μB ≈ −h̄2

2Mξ 2
B

= −
(

κN

2

)2 M �2R2

2
. (9)

These expressions show different scaling: the dark soliton
eigenvalue (for ξD � πR) varies linearly with κ�Rn0, while
the bright soliton eigenvalue (for ξB � πR) scales quadrati-
cally in κ�n0 and with the fourth power of the ring radius

R. Another difference between ψD and ψB comes from their
domains of existence. In the regime considered, the bright
soliton exists for arbitrary values of |�|; in this respect, it
resembles the dynamics of a classical particle. However, the
dark soliton presents a particular constraint in the ring since its
π -phase jump has to be canceled by a background constant ve-
locity �R = h̄(π + 2π j)/(2πRM ), with j = 0,±1,±2, . . .,
which restricts the possible rotation rates to �D = (1/2 +
j)h̄/MR2. This boundary condition remarks the wave char-
acter of the dark soliton.

In what follows, for a given average density n0 (or for a
given particle number N), we search for analytical station-
ary solutions to Eq. (2) that generalize the known solutions,
Eqs. (4), (6), and (7), where the two latter ones correspond to
the asymptotic limit for large rings.

III. GENERAL CURRENT-CARRYING STATES

The approximate solutions for large R, Eqs. (6) and (7), can
be made exact for generic rings by means of Jacobi elliptic
functions, which are periodic functions that generalize the
trigonometric functions [25]. In particular, the Jacobi sine
function sn(x/ξ, m), with characteristic width ξ and param-
eter m ∈ [0, 1], generalizes the dark soliton solution (6) if
� > 0,

ψsn(x, t ) =
√

m

κ ξ 2k�

sn(x/ξ, m) ei(k�x−μsnt/h̄), (10)

while the Jacobi cosine function cn(x/ξ, m) generalizes the
bright soliton solution (7) if � < 0,

ψcn(x, t ) =
√

m

κ ξ 2k�

cn(x/ξ, m) e−i(k�x+μcnt/h̄), (11)

and the energy eigenvalues are

μsn = h̄2

2Mξ 2
(1 + m), (12)

μcn = − h̄2

2Mξ 2
(2m − 1). (13)

In both cases, since the phase is a linear function of the posi-
tion and follows the ring motion, the current density vanishes
in the comoving reference frame. An example is shown in
Fig. 1(a), which depicts the states given by Eqs. (10) and
(11) for a single node (one soliton) along the ring, rotation
rate |�| = 0.5 h̄/(MR2), and two values of the average num-
ber density, n0 = 0.5/R (left panels) and n0 = 2.5/R (right
panels). As can be seen, increasing the number of particles,
and thus the interaction, translates into narrower solitons. For
given average density and rotation, these states show clear
differences [see Fig. 1(b)] with the corresponding states in the
regular Gross-Pitaevskii theory with contact interactions.

For m → 1, the elliptic wave functions (10) and (11) tend
to the hyperbolic functions (6) and (7), respectively. In the op-
posite limit, for m → 0, the trigonometric functions sin(x/ξ )
and cos(x/ξ ) are obtained. The spatial period of the elliptic
functions is given in terms of the complete elliptic integral of
the first kind K (m) [25]. Since the period has to be a divisor
of the ring length 2πR, it fulfills

j K (m) ξ = πR, (14)
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(a)

(b)

FIG. 1. Stationary solitonic states defined by Eqs. (10) and (11)
for |�| = 0.5 h̄/(MR2). (a) States at low n0 = 0.5/R (left panels) vs
high n0 = 2.5/R (right panels) number density; they correspond to
the black solid symbols in Fig. 2. (b) For n0 = 0.5/R, comparison
with equivalent states obtained with contact interaction (of nondi-
mensional, nonlinear strength g) for the same interaction strength g =
κ = 1: dark soliton with � = 0.5 h̄/(MR2) (left panel) and bright
soliton with � = −0.5 h̄/(MR2) (right panel). The labels indicate
the dimensionless values of � and n0, with units h̄/(MR2) and 1/R,
respectively.

where j = 1, 2, 3, . . . is a positive integer that indicates the
number of nodes in the ring. Equation (14) is also the defini-
tion of the characteristic length of the corresponding nonlinear
wave. Imposing the phase periodicity leads to the possible ro-
tation rates where this solution can exist: |�| = j h̄/(2MR2).
By means of Eq. (14), the wave-function normalization pro-
vides an implicit equation for the parameter m:

k�

Nsn

2πR
= L(m)

κ ξ 2
, (15)

k�

Ncn

2πR
= m − L(m)

κ ξ 2
, (16)

where we have defined the function L(m) = 1 − E (m)/K (m),
and E (m) is the complete elliptic integral of the second kind.
L(m) takes values in the range [0,1] when m varies in [0,1].

A. General solutions

More general solutions to Eq. (1) can be found that inter-
polate between plane waves (4) and solitonlike states (10) and
(11). Generic stationary states ψ (x, t ) = √

n(x) exp[iθ (x) −
iμt/h̄] have number density n(x) and phase θ (x) given in
terms of the system parameters {R, N,�, κ}. The condensate
phase is related to the density through the (stationary) continu-
ity equation in the moving reference frame ∂x(J − n�R) = 0,

which gives rise to the constant current density:

J = n

(
h̄

M
∂xθ − �R

)
. (17)

Notice that J = 0 for both the plane waves (4) having h̄q =
M�R, and the solitonlike states defined in Eqs. (10) and (11).
By using Eq. (17), the GP Eq. (2) can be written as a single
equation for the density:

μ = − h̄2

2M

∂2
x

√
n√

n
+ M

2

(J
n

)2

+ κ h̄(J + �Rn). (18)

Premultiplication by ∂x
√

n and subsequent integration brings
the density equation to the form

(∂xn)2 = 4M

h̄2 [h̄κ�Rn3 −2(μ − h̄κJ )n2 −2Cn−MJ 2],

(19)

where C is an integration constant with units of energy
per unit length. Since the right-hand side of Eq. (19)
is a cubic polynomial in the density, the formal, com-
plex general solution of this equation is the Weierstrass
℘ function [25] (see the Appendix). To obtain normalizable
real solutions, the Weierstrass function can be written as Ja-
cobi elliptic functions, which arise from the transformation
n(x) = α + β f 2(x) and the constraint

MJ 2 − 2κ h̄α2J − (κ h̄�Rα3 − 2μα2 − 2Cα) = 0. (20)

At this stage, following Refs. [24,26,27], we choose f (x) =
dn(x/ξ,m), the Jacobi dn function with parameter m and
argument x/ξ , so that (see the Appendix for details)

ψ (x, t ) =
√

α + β dn2(x/ξ,m) eiθ (x)−iμt/h̄, (21)

where the characteristic width ξ satisfies

ξ = h̄√
Mκ h̄|�β|R . (22)

The phase, from the integration of Eq. (17),

θ (x) = sgn(�) k�x + MξJ
h̄(α + β )


(η; x/ξ,m), (23)

is expressed in terms of the incomplete elliptic integral of
the third kind 
(η; x/ξ,m) [25], with η = mβ/(α + β ). For
m → 0, since dn(x/ξ,m) → 1, the wave function (21) ap-
proaches the plane-wave solutions (4), whereas, for m → 1,
dn(x/ξ,m) → sech(x/ξ ) and the wave function can approach
the soliton solutions (6) and (7) depending on the values of α

and β. In particular, Eq. (21) gives dark-soliton states (� > 0)
for β < 0 and bright-soliton states (� < 0) for β > 0, so
�β < 0 for all cases.

The expression for the wave-function period, Eq. (14),
determines β (implicit in ξ ), and then α can be calculated from
the state normalization. From them, one obtains the energy
eigenvalue

μ =
(
m − 2 − 3

α

β

)
h̄2

2Mξ 2
+ κ h̄J , (24)
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which resembles (and reduces in the proper limits to) Eqs. (12)
and (13), and the constant current density

J = ± h̄β

Mξ

√
(m − 1)

α

β
+ (m − 2)

α2

β2
− α3

β3
. (25)

On the other hand, the periodicity of the phase, by substitution
of the expressions for ξ , α, β, μ, and J , results in an implicit
equation for the parameter m in terms of the system quantities
{R, N,�, κ} (see the Appendix).

The general solution, Eq. (21), leads to soliton states only
if � �= 0. When the rotation rate approaches zero, the length
scale ξ associated with the soliton grows infinitely, and so
Eq. (21) only gives plane-wave solutions. Still, the Weierstrass
℘ function is the formal solution as � → 0, but it diverges
in this case, and such a solution with infinite density has no
physical meaning. In any case, the nonrotating scenario is
actually a singular case of Eq. (19) since the cubic term of the
equation vanishes for � = 0 and the Weierstrass and Jacobi
elliptic functions are no longer its solution; however, besides
plane waves, as we show later, one can always find solutions
to the resulting linear equation with J = 0.

B. Case study

To analyze the general solutions, we focus on a particu-
lar case with number density n0 = 0.5/R and current-density
interaction strength κ = 1. Figure 2 collects the energy eigen-
value μ, the average (canonical) momentum per particle
〈p̂/N〉 = M

∮
dx J/N , and the energy per particle E/N , as

a function of the angular velocity �, of plane-wave (thick
lines) and soliton states (thin lines with symbols); dark and
bright solitons belong to trajectories with positive and nega-
tive angular velocities, respectively. All the trajectories show
bifurcation points that interconnect families of plane-wave
and soliton states; generally, in contrast to systems with con-
tact interactions, these connections are not smooth (giving rise
to tangent trajectories), since neither μ nor 〈p̂〉 retains here its
usual meaning of chemical potential and conserved momen-
tum, respectively. In contrast, the connections of trajectories
are smooth in the energy versus rotation graph.

The plane-wave solutions trace parabolas centered at
�/(h̄/MR2) = qR that have an energy shift of κ h̄2qn0/M
due to the current-density interactions. This asymmetry stems
from the chirality of the system and shows as well in the soli-
ton trajectories. Among the latter, families of states with one
or two dark solitons make the connection between two plane-
wave trajectories whose nondimensional wave numbers, qR,
differ in one or two units, respectively; thus, for instance,
the one-dark-soliton family (thin line with circles) connects
the plane waves that have qR = 0 with those with qR = 1 [the
filled circle corresponds to the particular solution (10) that
only exists for � = 0.5 h̄/(MR2)], while the two-dark-soliton
family (thin lines with right-pointing triangles) connects qR =
0 and 2. In general, as one may expect, solutions with j
solitons connect plane-wave states with a difference of j in
the nondimensional wave number qR.

A similar connecting role could be expected to be played
by bright solitons at negative angular velocities. We show
in Fig. 2 the trajectories for one-bright-soliton states (thin

FIG. 2. Energy eigenvalues μ (top panel), average momentum
per particle (middle panel), and energy per particle (bottom panel)
of plane-wave states (thick lines) with wave numbers q ∈ [−2, 2] ×
1/R, and dark (DS) and bright (BS) solitonlike states (thin lines
with symbols) in a rotating ring with number density n0 = 0.5/R
and current-density-interaction strength κ = 1. Isolated states ψsin ∝
sin(qx) (crosses) are also shown at � = 0. The states labeled as
DS × 2 (BS × 2) have two dark (bright) solitons. Note that in the
energy diagram (bottom panel), the trajectories of solitonic states
(thin lines with symbols), as per Eq. (A12), connect smoothly with
the plane-wave trajectories (thick faded lines).

line with squares) and for two bright solitons (thin line with
left-pointing triangles). As can be seen, the two-soliton family
indeed connects the plane-wave solutions with qR = 0 and
−2. The single-soliton trajectory, however, behaves differ-
ently: instead of connecting the cases with qR = 0 and −1,
it detaches from the expected path as |�| increases (i.e., as the
interaction becomes more attractive); the filled square corre-
sponds to the particular solution (11) for � = −0.5 h̄/(MR2).
For high velocities, the single-soliton trajectory reproduces
the behavior of a free particle, with energy and momentum
varying quadratically and linearly, respectively, with the rota-
tion rate. This does not happen for the two-soliton trajectory
in the present case since the total attractive interaction (or
number of particles) is not large enough for each soliton to
reach the free-particle features, but this may eventually occur
with the right choice of parameters. The threshold velocity
(and interaction) above which bright-soliton states show a
free-particle dispersion, therefore, will mainly depend on the
number of solitons and on the particular parameters of the
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(a)

(b)

(c)

FIG. 3. General solitonic states (21), which have a nonzero cur-
rent J �= 0 in the rotating frame. (a) States with one soliton (left) and
two solitons (right) at a number density n0 = 0.5/R for positive and
negative rotating rates and different interaction strength κ . (b) Spec-
trum of linear excitations for a one-bright-soliton state (left) and a
two-dark-soliton state (right) with κ = 1 and frequency ω in units
of h̄/(MR2). The dispersion relations only present real frequencies,
indicating that both cases are linearly stable.

system (the number density and the strength of the current-
density interaction).

Typical details of the general solitonic states are shown
in Fig. 3(a); the density and phase profiles of one-soliton-
like (left panels) and two-soliton-like states (right panels) are
represented for selected positive and negative values of the ro-
tation rate. By contrast with the solutions in Fig. 1, these states
present a constant, nonvanishing current J �= 0 in the rotating
frame. As can be inferred from the bottom panel of Fig. 2, and
by means of Eq. (17) so that 2πRJ = 〈p̂/M〉 − �R N , for a
family with j solitons, J vanishes for the particular solutions
(11) and (10), and also once a bright soliton family reaches the
free-particle dispersion, as happens to the one-bright-soliton
family in the present case; moving away from these particu-
lar cases, J decreases (increases) for increasing (decreasing)
rotation rate when � is positive (negative). This fact reflects
the production of backflow currents in response to the soliton

phase jumps. The effect of varying the interaction strength
can be seen by comparing the top (κ = 1) and bottom (κ = 2)
panels of Fig. 3(a). For increasing interaction, not only do the
solitons become narrower [as seen in Fig. 1(a) for the sn and
cn solutions], but they also acquire steeper phase gradients
that increase the constant current density J (17).

In the nonrotating case, � = 0, one can find plane-wave
states along with the isolated, sinusoidal solutions, ψsin ∝
sin(q x) and ψcos ∝ cos(q x), marked as crosses in Fig. 2,
which (due to the absence of current) are degenerate solutions
of the Schrödinger equation; thus, superpositions of these
states with real amplitudes are also allowed solutions. As we
mentioned earlier, the general solution that we used so far,
Eq. (21), only yields plane-wave states at this point, and the
more general solution, the Weierstrass℘function, is not phys-
ically valid. This means that one cannot follow a connection
path between plane-wave families with wave numbers of dif-
ferent signs, qR > 0 and qR < 0, as doing so would provide
a means of adiabatically changing the chirality of the states.
Contrary to the situation in systems with contact interactions,
there is no such path here, and the sinusoidal solutions that
should be part of it, at � = 0, remain unconnected as isolated
states.

C. Dynamical stability

To determine the dynamical stability of the states consid-
ered, we have performed both the analysis of linear excitation
modes and the numerical simulation of the nonlinear time
evolution with Eq. (1). To carry out the former analysis, we
have solved numerically the Bogoliubov equations for the
linear excitations of solitonic states and searched for com-
plex excitation frequencies that could point to dynamical
instabilities.

The linear excitation modes δψ j = [u j, v j]T of a station-
ary state ψ can be calculated as solutions to the Bogoliubov
equations, which are obtained from the substitution in
Eq. (1) of the perturbed state ψ (x, t ) = exp(−iμt/h̄) {φ(x) +∑

j[u j (x) exp(−iω jt ) + v j (x)∗ exp(iω∗
j t )]}, where j indexes

the modes. The resulting system of equations is

B̂ δψ j = h̄ω j δψ j, (26)

with the Bogoliubov operator

B̂ =
(

Ĥ − μ 0
0 −Ĥ∗ + μ

)

+ h̄κ

2M

(
φ [φ∗ p̂ − ( p̂φ∗)] −φ [φ p̂ − ( p̂φ)]

−φ∗[φ∗ p̂ − ( p̂φ∗)] φ∗[φ p̂ − ( p̂φ)]

)
,

(27)

where Ĥ is the energy operator in Eq. (2) and p̂ is the mo-
mentum operator. The dynamical instabilities correspond to
modes with complex frequencies Im(ω j ) �= 0.

On the other hand, the dispersion relation for the linear
excitation modes of plane waves with wave number q has the
analytical expression

ωk = h̄k

M

[
q+ κn0

2
±

√
qκn0 + (κn0)2 +k2

4
− sgn(�) k�

]
,

(28)
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(a)

(b)

FIG. 4. Stable (left panels) and unstable (right panels) states with
two bright solitons. (a) Initial stationary states and final states after a
nonlinear evolution; see Fig. 5 for more details. (b) Spectra of linear
excitations. The state with rotating rate |�̃| > 1.0 is unstable.

where k is the wave number of the excitation. While all pos-
itive q lead to real frequencies, negative q such that |q| >

κn0/4 are unstable. In our case study, this means |q|R >

0.125; therefore, all the plane waves with negative wave num-
ber are unstable. This result suggests that also the solitonic
states connecting plane-wave families with negative wave
numbers should contain unstable states, at least near the con-
nection points of the corresponding trajectories in the μ versus
� diagram.

For solitonic states with positive rotation and also for the
family of one-bright-soliton states with negative rotation, we
have not found unstable modes among the spectrum of lin-
ear excitations; two typical examples of the corresponding
dispersion are shown in Fig. 3(b), which present only real
frequencies. Concerning single bright solitons, our results (for
the ring trap) are in agreement with the findings of Ref. [15],
which also accounted for contact interactions, on their stabil-
ity against small perturbations, despite the nonintegrable char-
acter of the model. However, as expected from the above anal-
ysis of plane waves, we have found that for negative rotation
with |�̃| � 1.0, the two-bright-soliton states have excitation
modes with complex frequencies and therefore are (linearly)
unstable; in contrast, those states in the same family with
|�̃| < 1.0 are stable. Figures 4 and 5 show, respectively, the
results of the linear analysis and the nonlinear time evolution
for two of these states. The latter has been obtained after
seeding a perturbative amount of white noise on the initial
stationary states. The equilibrium configuration is preserved
for a long time when �̃ = −0.9; see Fig. 5(a). However, when
�̃ = −1.25, the real-time evolution shows the decay of the

FIG. 5. Nonlinear time evolution in the rotating frame of the
two-bright-soliton states from Fig. 4, with (a) �̃ = −0.9, which is
stable, and with (b) �̃ = −1.25, which is unstable. The evolution
is done after adding a perturbative amount of white noise over the
initial stationary state that changes the energy by 2%.

initial two-soliton state, as can be seen in Fig. 5(b). These
results confirm the predictions of the linear analysis.

IV. CONCLUSIONS

We have studied persistent currents that are chiral in quasi-
1D Bose-Einstein condensates with current-density interac-
tions loaded in a rotating ring trap. The chiral current-carrying
states, plane waves and multisolitonlike states, manifest clear
differences with respect to systems with contact interparticle
interactions. The state eigenenergy versus rotation diagram
is asymmetric against the direction of the rotation rate �,
and, due to this asymmetry, there are no solitonic trajectories
crossing � = 0, so it is not possible to adiabatically connect
plane-wave states with different chirality. Our tests of dy-
namical stability, which show agreement between the linear
and the nonlinear analysis, demonstrate stable currents for
(positive-velocity) states with both constant and modulated
density profiles, while decaying currents appear only beyond
a unidirectional (negative) velocity threshold. The latter insta-
bility points to alternative stable states, moving and strongly
localized bright solitons, whose dynamics resemble the en-
ergy and momentum features of classical particles. These
results open prospects of new work in the search of equivalent
current-carrying states within the three-dimensional frame-
work of the recently realized effective chiral theory [6]. They
also broaden the phenomenology of BEC dynamics in ring
geometries, which lies at the basis for the exploration of
atomtronic technologies.
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APPENDIX: SOLUTIONS AS JACOBI
ELLIPTIC FUNCTIONS

With the transformation n(x) = α + β f 2(x), the density
Eq. (19) takes the form

(∂x f )2 = Mκ�Rβ

h̄
f 4 − 2M

h̄2

(
μ − h̄κJ − 3h̄κ�Rα

2

)
f 2

− 4Mα

h̄2β

(
μ − h̄κJ + C

2α
− 3h̄κ�Rα

4

)
, (A1)

if the condition

MJ 2 − 2κ h̄α2J − (
κ h̄�Rα3 − 2μα2 − 2Cα

) = 0 (A2)

is fulfilled. Thus, by means of the Jacobi elliptic function
f (x) = dn(x/ξ,m), the generalized Gross-Pitaevskii Eq. (1)
is satisfied with parameters

ξ = h̄√
Mκ h̄|�β|R , (A3)

J = ± h̄β

Mξ

√
(m − 1)

α

β
+ (m − 2)

α2

β2
− α3

β3
, (A4)

μ =
(
m − 2 − 3

α

β

)
h̄2

2Mξ 2
+ κ h̄J , (A5)

C = h̄2β

2Mξ 2

[
1 − m + 2(2 − m)

α

β
+ 3

α2

β2

]
, (A6)

and �β < 0.
The condition for the periodicity of the density, Eq. (14),

along with Eq. (A3), gives

|β| =
(

jK (m)

πR

)2 1

κk�

, (A7)

where j = 1, 2, 3, . . . , and the normalization imposes the
relation between α and β:

α + [1 − L(m)] β = n0. (A8)

The phase can be found by means of Eq. (17):

θ (x) = sgn(�) k�x + MJ
h̄

∫ x

0

dx′

α + βdn2(x′/ξ,m)
. (A9)

The latter integral can be expressed in terms of the incom-
plete elliptic integral of the third kind 
(η; x/ξ,m), where
η = mβ/(α + β ) [25]:

θ (x) = sgn(�) k�x + MξJ
h̄(α + β )


(η; x/ξ,m). (A10)

For x = 2πR, the elliptic integral is complete 
(η;m), so that
the phase becomes periodic in the ring θ (x) = θ (x + 2πR) +
2π l , with the l integer. That is, from Eq. (A10),

2 j
MξJ

h̄(α + β )

(η;m) + sgn(�)2πRk� = 2π l, (A11)

which, by substitution of the expressions for ξ, α,

β, μ, and J , in Eqs. (A3), (A8), (A7), (A5), and (A4), results
in an implicit equation for the parameter m. Once this is
found, substituting backwards, all the constants in Eq. (21) are
obtained. After substitution in Eq. (3), the resulting energy is

E

N
= h̄2

2Mξ 2

[
m − 2L(m) − α

β

− 2β

3n0
(m − 2(m + 1)L(m) + 3L(m)2)

]
. (A12)
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[8] N. Goldman, G. Juzeliūnas, P. Öhberg, and I. B. Spielman, Rep.
Prog. Phys. 77, 126401 (2014).

[9] C. S. Chisholm, A. Frölian, E. Neri, R. Ramos, L. Tarruell, and
A. Celi, Phys. Rev. Res. 4, 043088 (2022).

[10] M. J. Edmonds, M. Valiente, G. Juzeliūnas, L. Santos, and P.
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