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Imaging electron angular distributions to assess a full-power petawatt-class laser focus
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We present a technique to assess the focal volume of petawatt-class lasers at full power. Our approach exploits
quantitative measurement of the angular distribution of electrons born in the focus via ionization of rarefied gas,
which are accelerated forward and ejected ponderomotively by the field. We show that a bivariate (θ, φ) angular
distribution, which was obtained with image plates, not only enables the peak intensity to be extracted, but also
reflects nonideality of the focal-spot intensity distribution. In our prototype demonstration at intensities of a few
×1019 to a few ×1020 W/cm2, an f/10 optic produced a focal spot in the paraxial regime. This allows a plane-
wave parametrization of the peak intensity given by tan θc = 2/a0 (a0 being the normalized vector potential and
θc the minimum ejection angle) to be compared with our measurements. Qualitative agreement was found using
an a0 inferred from the pulse energy, pulse duration, and focal spot distribution with a modified parametrization,
tan θc = 2η/a0 (η = 2.02+0.26

−0.22). This highlights the need for (i) better understanding of intensity degradation due
to focal-spot distortions and (ii) more robust modeling of the ejection dynamics. Using single-shot detection of
electrons, we showed that while there is significant shot-to-shot variation in the number of electrons ejected at
a given angular position, the average distribution scales with the pulse energy in a way that is consistent with
that seen with the image plates. Finally, we note that the asymptotic behavior as θ → 0◦ limits the usability of
angular measurement. For 800 nm, this limit is at an intensity ∼1021 W/cm2.

DOI: 10.1103/PhysRevA.108.053101

I. INTRODUCTION

The recent proliferation of petawatt-class laser facilities [1]
is driven by a two-pronged desire: creating extreme intensities
in the laboratory [2,3] where new fundamental physics can
be explored, and developing new laser-based technologies [4].
Pair production [5–8] and strong-field photon-photon scatter-
ing [9–12] are examples of the former. Secondary sources,
particle accelerators and high-energy photon beams, are ex-
amples of the latter. While efforts are underway to upgrade
or build bigger and more powerful lasers [13–18], instrumen-
tation to characterize the focal spot, necessary to guide and
improve designs, and to employ as experimental diagnostic
tools, has not kept pace. Intensity estimates today, as it have
been for some years, still largely rely on indirect approaches
that either do not sample the full beam at full power or are
not performed in real time. As such, these estimates tend
to depend on extrapolations and assumed behavior of laser
parameters that fail to account for real-time beam condi-
tions and fluctuations, intensity-dependent degradation due
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to spatiotemporal coupling [19], beam aberrations, and other
nonlinear effects in the focus. Pulse-front tilts as small as 0.2
fs/mm due to slight imperfections in compressor gratings, for
example, have been shown to reduce the intensity as much as
an order of magnitude [20]. Clearly, new tools are needed.

Several approaches have been suggested to characterize the
peak intensity at full power, exploiting concomitant processes
with high intensities (>1018 W/cm2): radiation associated
with relativistic Thomson scattering [21–24], appearance in-
tensity of ionization stages of tenuous gases [25,26], and
ponderomotive ejection of electrons [27–30]. For widespread
use as a diagnostic, it is important that the method be straight-
forward to implement, minimally intrusive to the principal
scientific study, sensitive to beam conditions and distortions,
and capable of single-shot deployment. Thomson scattering
in the 1018–1019 W/cm2 intensity range produces spectrally
convenient Doppler-shifted, second harmonic radiation that
is detectable with a gated spectrometer [24]. The spectrom-
eter requirement, however, makes single-shot deployment
challenging. At the same time, intensities >1019 W/cm2

cause harmonic orders to overlap, making them difficult
to distinguish. While monitoring the fundamental is pos-
sible, midinfrared detection will be required. Ionization is
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FIG. 1. Experimental setup (not to scale) for image plate and
scintillation detectors (a). Image plates are mounted a fixed distance,
d ≈ 40 mm, after the focus with active area facing the focal spot.
Scintillation detectors (not shown) are mounted in the holder, at-
tached to a rotation table, rotating about the focus in the �E -�k (i.e.,
x̂-ẑ) plane a fixed distance (≈ 138 mm) away. Typical VEGA-3 focal
spot images obtained at low power are shown in (b)–(d).

single-shot capable but provides limited information on
the intensity distribution in the focus. Moreover, ionization
thresholds tend to be clumped together for certain intensities,
with large gaps between thresholds at other intensities. This
manuscript introduces a straightforward experimental tech-
nique upon which an in situ intensity-measurement tool might
possibly be based. The approach exploits the angular distribu-
tion of electrons ejected from the focus. The electrons not only
allow the intensity to be monitored, they reveal asymmetries
in the intensity distribution within the focal volume.

Figure 1(a) shows the experimental schematic of nascent
electrons being ejected into a bivariate (θ and φ) angular
distribution (BiAD) that we measured using image plates.
The BiAD measurements were taken under paraxial condi-
tions that allowed us to test the validity of the plane-wave
parametrization discussed below. Our measurements were
done at pressures between 10−5 and 10−4 mbar. In this range,
the image plates required ∼100 laser shots. We also made
single-shot measurements of the electrons with scintillation
detectors.

This manuscript is organized as follows. We provide some
background and outline the theory in Sec. II. In Sec. III,
we describe the experiments. We present the results from
our analysis of the BiADs in Sec. IV. We also compare the

measured tan θ vs a0 scaling with the theoretical predictions
and discuss the limitations of this application for higher in-
tensities. Finally, we present a road map for deployment as a
tomographical tool and how it might be extended well beyond
the current intensity record of 1023 W/cm2 [2].

II. THEORY

It is well known that the ponderomotive force causes free
electrons to experience an outward force from the focus of
laser beams [31,32]. When the normalized vector potential,
a0 = eEλ0/2πmec2 ≈ 0.855λ0(µm)

√
I (W/cm2)/1018,

exceeds 1, the laser accelerates electrons to relativistic
energies within a single cycle. Here, e, E , λ0, me, c, and I
are the elementary charge, electric field magnitude, laser
wavelength, electron mass, speed of light in vacuum, and
peak laser intensity, respectively. Consequently, the magnetic
and electric forces become comparable, resulting in the
electrons gaining momentum along the direction of laser
propagation. Due to the existence of longitudinal field
components, as necessitated by Maxwell’s equations, the
electron ejection is not restricted to a plane [32]. Rather,
electrons with a Lorentz factor γ are ejected into a cone about
the wave vector �k with apex angle θ (γ ) that obeys [31,33]

tan θ = p⊥/p‖ =
√

2/(γ − 1), (1)

where p⊥ and p‖ are the transverse and longitudinal compo-
nents of the electron’s momentum relative to �k, respectively.
As electrons interact with higher laser intensities, γ increases,
which decreases p⊥/p‖ and θ according to Eq. (1). Thus,
one might expect the existence of a characteristic ejection
cutoff angle θc for the BiAD of ejected electrons that reflects
the peak intensity, or a0, experienced by the electrons. The
exact dependence of θc on a0, however, requires knowledge
of how the kinetic energy of the most energetic electrons
with γ = γp is related to a0. While studies have considered
this relationship in various contexts, how the ponderomotive
force contributes to γp is not known analytically for a general
case due to theoretical complications in treating the relativistic
dynamics of the accelerated electrons. A plane-wave analysis
by Hartemann et al. [31] predicts

γp = 1 + a2
0/2 (2)

for the interaction of free electrons with a linearly polar-
ized field [28,29,34]. We note that for a focused laser pulse
traveling along −ẑ and polarized with Ex along x̂ as shown
in Fig. 1(a), the longitudinal component of the electric field
Ez has a first-order contribution ∝ ∂Ex/∂x [35–37]. For a
TEM00 Gaussian laser mode, it can be shown that the largest
contribution scales as Ez(r = w0/

√
2)/Ex(r = 0) ≈ 1/(kw0)

[35], where r is the radial distance in the transverse plane and
w0 is the beam waist of the Gaussian laser beam. Therefore, as
the f/# (f-number) of the focusing optic increases, Ez/Ex de-
creases. In our experiment, we used an off-axis f/10 parabolic
mirror where 1/(kw0) ≈ 0.018, which is in the paraxial limit.

We note there are other relationships between γp and a0;

γp =
√

1 + a2
0/2 [38] is often considered in the context of

energy absorption from a high-intensity laser pulse by an
electron in a plasma [39,40]. It has also been considered for
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TABLE I. Summary of experimental conditions used to measure θc with nitrogen gas. The U and τ (as defined in Sec. III B) reported
here is the average value obtained over the corresponding sequence of shots, after considering the systematic uncertainties in the measurement
process, which dominate the uncertainty in measuring the average. The techniques used to measure U and τ are detailed in Sec. III B. The
sources for the uncertainty in θc are the error in positioning the image plate and in estimating where the signal cuts off as detailed in the text.

Fig. Plate Type No. of Shots U (J) (±10%) τ (fs) (±20%) Pressure (mbar) θc (deg)

2(a) SR 100 23.0 35.4 4 × 10−5 22 ± 1
2(b) SR 100 23.4 55.4 7 × 10−5 30 ± 1
2(c) MSa 96 8.8 34.7 9 × 10−5 39 ± 2

aMS plates were used for the lower-intensity measurement as they are more sensitive than the SR by a factor of ∼3.

free electrons in a laser field [26]. This scaling and that of
Eq. (2) differ significantly in the value of a0 for a given γp. For
example, for γp = 2, a0 according to Eq. (2) is 60% of that in

γp =
√

1 + a2
0/2. Thus, it is important to distinguish between

conditions under which either is applicable, if at all, and test
them to gain a better understanding of the role of the pondero-
motive force in this relativistic intensity regime. While a direct
quantitative measurement of a0 may be complicated, we can
test the plane-wave prediction of the dependence of θc as a
function of a0 by combining Eqs. (1) and (2) to give

tan θc = 2/a0. (3)

To that end, we point out that a0 depends on the pulse
energy and pulse duration. Thus, by varying these parameters,
we can compare the θc measured for varying a0 inferred from
low-power measurements to Eq. (3). In the next section, we
demonstrate the effectiveness of the image plate technique as a
simple yet powerful diagnostic to measure the ring-like BiAD
of ejected electrons and to find θc.

III. EXPERIMENTAL METHODS

Our experiment was performed on the VEGA-3 petawatt
laser [41] at the Centro de Láseres Pulsados (CLPU) in Spain,
with λ0 = 0.8 µm. A cartoon of the setup is shown in Fig. 1(a).
We generated free electrons via the ionization of low-density
gases (∼10−5–10−4 mbar) to create sufficiently large electron
signals that could be detected by our instrumentation. As the
electrons of interest are accelerated to relativistic energies
by the laser, gaining a final energy that is far greater than
their energy at birth, we consider them to be at rest initially.
The gas pressures were chosen low enough to reduce space
charge and collective plasma effects, allowing us to work
in the single-particle regime. A conservative estimate of the
Debye shielding length [42,43] λD, for example, shows that
even completely ionizing all 14 electrons of the nitrogen
molecule at 10−4 mbar (∼2.4 × 1018 molecules/m3), λD ≈
0.3 mm for 50-keV electrons and ≈0.4 mm for 100-keV
electrons. This is much larger than the size of the focal spot,
and thus allows us to ignore potential collective effects.

A. Image plates

We used two types of commercially available image
plates—Fujifilm BAS-MS and BAS-SR—to image the BiAD
of ejected electrons under different experimental conditions
specified in Table I; images are shown in Fig. 2. Image
plates store a fraction of the energy of traversing electrons

in a photostimulable phosphor layer that can be read with a
phosphorimager device [44–46]. Plates with a hole (radius
≈10 mm) to allow the laser to pass through were mounted
∼40 ± 2 mm after the focus, perpendicular to �k, and facing
the focal spot as shown in Fig. 1(a) (not to scale). They were
covered with a single layer of Al foil (thickness 12 µm) to
block scattered laser light. In the case of Figs. 2(a) and 2(b),
we placed an additional Al shield (thickness 520 µm) directly
in front of the plates to block the abundant low-energy elec-
trons to enhance the contrast for the most energetic electrons
of interest. This increases the detection threshold to ∼0.5
MeV [47] and sets the large-angle falloff to ∼55◦ according to
Eq. (1), which is in good agreement with the observed large-
angle falloff for the measurements as shown. After correcting
for the signal fading in time [48] before the plate is read,
all measurements are shown in photostimulated luminescence

FIG. 2. Scaled image plate data captured under conditions de-
tailed in Table I, where 1 on the color bar corresponds to peak PSL
values (see text) of 7.06, 6.82, and 31.88, respectively, for (a)–(c).
The laser is polarized along the �x axis and �k points into the page.
White dots indicate the single-electron PSL level vs φ (see text).
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FIG. 3. The φ-averaged line profile, h(θ ) (see text), for data in
Figs. 2(a)–2(c), represented by red (far right), yellow, and dark blue
(far left) curves, respectively. The dashed lines indicate exponential
fits used to determine θc. The dot-dashed magenta (blue) curve indi-
cates the single-electron PSL level for the BAS-SR (BAS-MS) plates
used for Figs. 2(a) and 2(b) [Fig. 2(c)] and the shaded regions are
the estimated uncertainties in these levels based on measurements in
Ref. [50]. The solid data points represent our best estimate of θc and
the associated uncertainty (see text).

(PSL) units [49], which is linearly proportional to the energy
deposited on the plate.

The primary goal of the analysis is to determine θc. This
can be achieved by obtaining an average line profile for vary-
ing θ that is representative of each image, to then find the
smallest θ at which the signal falls to the PSL level that a sin-
gle electron would deposit. First, to remove extraneous noise
from the recorded image, a median filter was applied in units
of 3 × 3 squares of 50 µm × 50 µm pixels. The data was then
visually centered using the large-angle falloff in Figs. 2(a) and
2(b) with the crosshairs shown in white, which is accurate to
±1 mm. As the BiAD in Fig. 2(c) extends beyond the image
plate, the center in this case was chosen in the vicinity of that
in Figs. 2(a) and 2(b) relative to the hole cut in the plate,
since the same alignment procedure was used for all three
measurements. The uncertainty was extended to ±5 mm for
the measurement in Fig. 2(c). We define g(θ, φ) as the PSL
value stored in each pixel of the image, located at a given θ

[= arctan (
√

x2 + y2/d )] and φ [= arctan (y/x)] from the laser
focus [as shown in Fig. 1(a)]. A φ-averaged line profile, given
by h(θ ) = ∫ 2π

0 g(θ, φ)dφ /
∫ 2π

0 dφ, for each image in Fig. 2
is shown in Fig. 3. We then obtain a θc that is representative
of the recorded image by finding the smallest θ where h(θ ) =
the PSL value that a single electron in the MeV energy range
would deposit on average in a single pixel on the image plate.
This is estimated to be ∼(9 ± 2) × 10−3 PSL for BAS-SR and
∼(3 ± 1) × 10−2 PSL for BAS-MS from Ref. [50] for normal
incidence. To account for the incident angle dependence of the
deposited PSL, this value was then multiplied by 1/ cos (θ ) to
obtain a signal floor as shown in Fig. 3. The shaded region in
magenta (pale blue) represents the signal floor for the BAS-SR
(BAS-MS). The point of intersection of h(θ ) and the corre-
sponding floor was used as a first estimate to then apply an

TABLE II. Summary of experimental conditions used for mea-
surements with the scintillation electron detectors. The U and τ (as
defined in Sec. III B) reported here is the average value obtained over
the corresponding sequence of shots, after considering the systematic
uncertainties in the measurement process, which dominate the uncer-
tainty in measuring the average. The techniques used to measure U
and τ are detailed in Sec. III B.

Gas U (J) (±10%) τ (fs) (±20%) Pressure (mbar)

N2 10.6 35.6 5 × 10−5

26.9 40.4 3 × 10−5

Ar 10.2 30.3 9 × 10−5

26.7 38.7 9 × 10−5

Xe 10.0 31.5 4 × 10−5

26.4 49.7 4 × 10−5

exponential fit to h(θ ) from this point to an added 4◦ (toward
the left in Fig. 3). We then found θc by extending the fit data to
smaller θ to find where it crosses the shaded region, as shown
in Fig. 3. To account for the uncertainty in positioning the
plate, the same procedure was repeated by randomly varying
the position of the center and the distance of the plate from
the focus within the limits of uncertainty detailed earlier. This
dominates the contribution from the uncertainty in estimating
the signal floor. The final θc value for each measurement is
reported in Table I. Additionally, to highlight the variation
of the small-angle falloff position for different φ, the same
procedure for a fixed center was applied to individual radial
line profiles, g(θ, φ = φ0), with φ0 ∈ [0◦, 359◦] in steps of
3◦. These profiles were taken in strips (width 0.55 mm) to
reduce fluctuations due to single-pixel noise. The position of
the falloff point along each φ0 is shown by the white dot
markers in Fig. 2.

B. Inferring a0

To compare the θc measured (Table I) to that predicted by
Eq. (3), we need an estimate of a0 for each measurement. To
that end, we infer a0 from the pulse energy U delivered on
the focal plane, the temporal pulse duration τ (full width at
half maximum), and images of the focal spot. Our procedure
is described in detail in the Appendix of Ref. [24]. Briefly,
after removing extraneous noise with a median filter in units
of 3 × 3 pixels of the recorded image (similar to that done in
Sec. III A), the pulse energy (U ) is distributed over the focal
spot by scaling the peak signal in the image to I = KU/τ .
The proportionality constant K is determined by the focal-
spot distribution. Specifically, K = Cpk/(CsumApix ) where Cpk

corresponds to the peak signal, Csum is the total signal, and
Apix is the area of the camera pixel in physical units (cm2,
when I is expressed in W/cm2).

We measured the pulse energy in the full beam through
a leaky mirror before the compressor on each shot. We then
factored in losses suffered from the leaky-mirror transmittiv-
ity, the compressor, the reflectivity of the tuning and parabolic
mirrors, and during beam transport. We report the average U
during each sequence of laser shots in Tables I and II with an
overall uncertainty estimated to be ∼ ± 10% after considering
the systematic uncertainties in the calibration process. We

053101-4



IMAGING ELECTRON ANGULAR DISTRIBUTIONS TO … PHYSICAL REVIEW A 108, 053101 (2023)

measured τ for each laser shot by diverting a small portion
of the beam from the target chamber into a second-harmonic
autocorrelator placed outside a fused silica viewport (thick-
ness 5 mm). The reported τ in Tables I and II is the average
value over each sequence of laser shots after correcting for
the dispersion through the viewport and ∼1 m of air in beam
transport to the autocorrelator. We estimate that the overall
uncertainty in the reported τ is ±20%. The uncertainty in the
precision of measuring the averages (<2%) is dominated by
the systematic uncertainties in measuring U and τ . A repre-
sentative set of focal spot images taken over different days
at low power, shown in Figs. 1(b)–1(d), indicate that there
is some shot-to-shot fluctuation of the focal spot distribution
as well as some consistent distortions. The fluctuation in the
focal spot distribution affects the peak intensity for fixed U
and τ since it changes the area over which the pulse energy
is distributed. Consequently, the peak intensity will decrease
if there is an increase in the energy distributed away from
the center of the focus. If U = 23 J, τ = 35 fs, the peak
intensity (∝U/τ ) for Figs. 1(b)–1(d) would be ∼2.0 × 1020,
1.9 × 1020, and 1.5 × 1020 W/cm2, respectively, assuming
that these images are representative of the focus at full power.
Using this method, we observed that for fixed U and τ , the
fluctuation in the focal spot distribution over different laser
shots across different days contributes to an uncertainty ∼8%
in the intensity estimate. As a result, the overall uncertainty
in the intensity derived from the focal spot method is es-
timated to be ∼24%. Therefore, we infer a0 ± δa0 for the
measurements in Figs. 2(a)–2(c) to be ∼9.1 ± 1.1, 7.3 ± 0.9,
and 5.7 ± 0.7, respectively.

C. Scintillation electron detectors

While studying the average distribution over multiple shots
reveals the average features of the laser focus, it is also impor-
tant to characterize the shot-to-shot variation. We demonstrate
proof of principle with the use of a scintillation electron de-
tector that offers fast measurement capabilities, which may be
extended to capture the BiAD of ejected electrons on each
shot. Here, we observe shot-to-shot fluctuations for varying
θ at a fixed distance from the focus in the x-z plane. We
give the experimental conditions for these measurements in
Table II. The detector was comprised of a bismuth germanate
(BGO) scintillator crystal (thickness 3 mm), placed in front of
a multipixel photon counter (MPPC) [51] that was connected
to an oscilloscope to record the electron signal. The front
surface of the scintillator was located at 138 mm from the
laser focus. A tungsten disk (thickness 3 mm) with a 3-mm
hole was used as an aperture to limit the acceptance angle to
∼0.37 msr. Two layers of Al foil (thickness 12 µm each), were
used to block scattered laser light and the copious number of
electrons with kinetic energy �70 keV. A layer of aluminized
mylar (thickness 2 µm, with 100-nm Al on each side) was used
to cover the front of the detector for added light tightness. The
detector was placed on a rotatory stage as shown in Fig. 1(a).

The scintillation signal recorded by the MPPC, and then
registered electronically on the oscilloscope, was integrated
in time for each laser shot. This signal integral per shot was
then plotted as a function of angular position of the detector
as shown in Fig. 4, which shows measurements made with
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FIG. 4. Single-shot scintillation data captured with Ar gas for
15◦ � θ � 95◦ with 26.7 J (blue dots) and 10.2 J (green squares)
of laser energy on target for the experimental conditions detailed in
Table II. The average high (low) energy data are displayed as “∗”
(“×”) along with their corresponding standard deviations. The solid
(dashed) orange and black lines are sigmoid fits to the small and large
angle falloff, respectively, for the high- (low-)energy measurement.
The large angle threshold is set by the aluminum filters used to block
the plethora of low-energy electrons.

Ar at low (10.2 J) and high (26.7 J) laser energy. By fitting
a sigmoid θ > 60◦ (shown in black), we show that the large-
angle falloff is independent of the laser intensity and is caused
by the Al foil that blocks electrons with energy �70 keV [47].
This is evident from Fig. 4, where the black solid and dashed
lines fall to 5% at almost the same θ (∼75◦). This large-angle
falloff at θ ≈ 75◦ is also consistent with the predicted energy
from Eq. (1), as similarly discussed for the large-angle falloff
of the image plate measurements in Sec. III A. To highlight
the shift in the small-angle falloff, a sigmoid curve was fit in
the range θ < 60◦ and θ < 50◦ for the low- and high-energy
cases, respectively. A summary of all the sigmoid fits for the
small-angle falloff can be seen in Fig. 5, which is consistent
with the results from Sec. III A in that the electrons are ejected
at smaller angles for higher peak intensities.

IV. DISCUSSION

From the results presented in Fig. 3, it is clear that θc scales
with the laser energy and pulse duration, and presumably
intensity. We now compare this scaling with that predicted
by Eq. (3) using the a0 estimates from Sec. III B. Figure 6
compares the measured and theoretical scaling of tan θc with
a0 for the three image plate measurements in Figs. 2(a)–2(c)
with a0 ± δa0 ≈ 9.1 ± 1.1, 7.3 ± 0.9, and 5.7 ± 0.7, respec-
tively. We first point out that the data is statistically consistent
with tan θc ∝ 1/a0. It is also evident that the data is not
consistent with the coefficient of 2. Fitting the experimental
data to the function tan θc = 2η/ax, to the measured data at
ax = a0 (shown by the blue dashed line), ax = a0 + δa0 and
ax = a0 − δa0 (represented by the boundaries of the shaded
region), η was found to be 2.02+0.26

−0.22.
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FIG. 5. Normalized and background subtracted sigmoid fits for
the small-angle falloff of measurements performed with N2 (violet),
Ar (orange), and Xe (yellow). The solid (dashed) curves correspond
to high (low) energy measurements.

There could be several reasons why η differs from 1: (i) the
inferred a0 might not correspond to the peak intensity present
in the focus, (ii) the measured θc may not reflect the peak
intensity in the focus, or (iii) a more robust theoretical model
of the dynamics in a focused laser pulse is needed.

Here, we discuss some factors that could likely contribute
to (i). First, the focal spot may not behave the same way at
high power as it did at low power, and might possibly expand
in size or have a larger proportion of energy distributed farther

FIG. 6. Energy scaling, tan θc vs inferred a0–9.1 ± 1.1, 7.3 ± 0.9
and 5.7 ± 0.7 for the three measurements in Fig. 2 shown by blue
filled circles, with Eq. (3) shown by the green solid curve. The
inferred a0 is based on the conditions given in Table I (see Sec. III B).
The horizontal error bars, ±δa0, represent the uncertainty in calculat-
ing a0 using the low-power focal spot image (Figs. 1(b)–1(d)). The
vertical error bars represent the uncertainty in the measurement of
tan θc (see Sec. III A). The blue dashed line represents a numerical fit
of the data to tan θc = 2η/a0, where η = 2.02+0.26

−0.22; the uncertainty in
η is represented by the shaded region around the dashed curve.

away from the central spot. For example, it is straightforward
to show that for a Gaussian beam, since a0 ∝ 1/w0, the beam
waist at full power would only have to expand to twice of that
at low power to reduce the full power estimate of a0 by half,
which would then be a closer fit to the plane-wave model.
Second, if there were a pulse front tilt, the effective pulse
duration would be longer. For example, Fig. 2 of Ref. [20]
shows that a tilt of only 0.2 fs/mm for a beam of 25-cm
diameter (as in the VEGA-3 laser) results in a reduction of
the intensity by a factor of ∼3.2. Additionally, other aberra-
tions such as astigmatism or coma that might cause the focal
spot to be oval-like or teardrop-like [such as in the central
region of Figs. 1(b)–1(d)], could also contribute to lowering
the intensity delivered in the focus.

To address the possibility of (ii), we note that we measured
θc by finding the smallest θ at which the φ-averaged pixel re-
sponse over ∼100 laser shots meets the PSL level that a single
electron would deposit on average in a pixel from Ref. [50].
This intersection was found to be well above the noise (see
Fig. 3), implying that the image plate was irradiated by more
than one electron on average (for all φ) for θ > θc. However, if
one were to perform the measurement with more laser shots, it
is possible that the φ-averaged pixel response could reach the
single-electron PSL level at a θ < θc. Therefore, the measured
θc here may be used as a reasonable upper bound for the
smallest ejection angle of electrons that presumably reflects
the peak intensity.

A detailed simulation and additional experiments are re-
quired to address (iii), which is an ongoing project.

Another important aspect of the image plate measurements
in Fig. 2 is the asymmetry in the ring-like distribution of
ejected electrons around �k, in that there is a higher concentra-
tion of electrons on one side of each image. This asymmetry
could be explained by the existence of a pulse front tilt causing
a preferential sweeping of the electrons in one direction by
the part that arrives earlier, creating a relative paucity of elec-
trons on the other side. Ponderomotive ejection of electrons to
one side has been reported for beams with larger phase-front
tilts [52]. Further, the noticeable similarities in the distortions
among the images in Fig. 2, coupled with the fact that each
image is a result of ∼100 shots on different days, suggest that
these distortions may be related to some consistent distortions
in the beam focus. Consequently, it is plausible that detailed
information about the distortions in the laser focus at full
power is now accessible by measuring the BiAD of ejected
electrons. We expect that studying the factors that influence
the distortions in the BiAD of ejected electrons may enable a
way to identify and correct for the distortions in the focus at
full power. This is being investigated further with simulations
modeling the interaction of the electrons with laser beams
having different aberrations, as well as planned experiments.

While this manuscript explores the scaling of tan θc with
a0 inferred from measurements made at low power, it may be
possible to enable the direct measurement of the peak intensity
by measuring θc. This requires gaining a better understanding
of the relationship between γp and a0, possibly by studying
the change in γp for different conditions at these intensi-
ties through future experiments to test the applicability of
Eq. (3).
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Using θc alone to measure a0 does have the limitation
posed by the asymptotic behavior of tan θc ∝ 1/a0 that causes
the relative uncertainty in a0, �a0/a0 ≈ 2δθc/ sin 2θc, to in-
crease rapidly as θc → 0◦. For example, if one wishes to
measure a0 (I) to within ±12.5% (±25%) with a fixed pre-
cision in measuring θc, δθc = ±1◦, we can show that this
method may only be usable for θc � 8◦. In other words, with
the assumption of a parametrized plane-wave model, tan θ =
2η/a0, this method starts to be less effective beyond I ≈
4η2 × 1020 W/cm2 as the relative uncertainty �I/I increases
rapidly. If η = 2, as measured in this experiment, this restricts
the applicability of this technique to I � 1021 W/cm2.

Therefore, it will be important to measure γp over all φ out-
side this intensity range. It is critical to test Eq. (1) for smaller
f/# by comparing θc with the ejection angle of electrons with
γ = γp, to explore the limitations of applying the paraxial
model to study the interaction. For these tighter focusing
geometries, the substantial spread in the direction of �k before
and after focus may play a significant role in the scattering
angle of the most energetic electrons. One may also study the
onset of collective effects at higher gas pressures to estimate
the range in which the electrons may be treated as single
particles. Further investigations are underway to understand
these effects in greater detail and to test the applicability of
this approach for such cases.

V. CONCLUSION

Through this study, we have provided a technique to assess
the peak intensity of petawatt-class lasers at full power by
measuring θc and highlighted the need to study Eqs. (1) and
(2) in greater detail. We have shown that the use of image
plates can be an exceedingly straightforward, yet powerful,
method to measure θc under different experimental conditions
and to capture distortions in the BiAD of ejected electrons.
Using the image plate measurements, we compared our ex-
perimental data to the plane-wave parametrization in Eq. (3)
to find that our data, although in agreement with tan θc ∝
1/a0, closely fits tan θ = 2η/a0, differing from Eq. (3) by

η = 2.02+0.26
−0.22. We discussed possible factors that could con-

tribute to a lower peak intensity in the laser focus compared
to the estimate from low-power measurements, which would
then be in better agreement with the theory. We also discussed
the sensitivity of the BiAD of ejected electrons to the realistic
nonidealities of a high-intensity laser focus that can cause
significant deviation from ideal Gaussian behavior. We have
demonstrated the use of a scintillation electron detector to
observe shot-to-shot fluctuations, as seen in Fig. 4, and note
that it may also be extended to measure θc with higher sam-
pling. A modification of this principle may also enable the
measurement of the BiAD of ejected electrons over all φ on
each shot, allowing real-time monitoring of the peak intensity,
and possibly beam distortions, in the focal spot at full power.
While we demonstrated the use of our instrumentation for
intensities in the range of 1019–1020 W/cm2, we believe that
these techniques could be applied to the broader range of
intensities from ∼1018 to 1021 W/cm2. This method may also
hold promise at higher intensities when the acceleration of
protons is expected to become relativistic in a single cycle.
The techniques presented herein should aid users of high-
powered laser facilities across the world and across disciplines
in assessing the focal volume of petawatt-class lasers while
studying numerous phenomena that occur in this intensity
regime.
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