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Average-value estimation in nonadiabatic holonomic quantum computation
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Nonadiabatic holonomic quantum computation has been attracting continuous attention since it was proposed.
Until now, various schemes of nonadiabatic holonomic quantum computation have been developed and many
of them have been experimentally demonstrated. It is known that at the end of a computation, one usually
needs to estimate the average value of an observable. However, computation errors severely disturb the final
state of a computation, causing erroneous average value estimation. Thus, for nonadiabatic holonomic quantum
computation, an important topic is to investigate how to better give the average value of an observable under
the condition of computation errors. While the above topic is important, the previous works in the field of
nonadiabatic holonomic quantum computation pay woefully inadequate attention to it. In this paper, we show that
rescaling the measurement results can better give the average value of an observable in nonadiabatic holonomic
quantum computation when computation errors are considered. Particularly, we show that by rescaling the
measurement results, 56.25% of the computation errors can be reduced when using the depolarizing noise model,
a widely adopted noise model in quantum computation community, to analyze the benefit of our method.
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I. INTRODUCTION

Unlike classical computation, quantum computation can
use quantum parallelism to process information encoded
in physical systems. For this reason, quantum computation
can solve many problems, such as factoring large integers
and searching unsorted databases, much faster than classical
computation [1]. However, while the advantages of quan-
tum computation are attractive, achieving them in practice
is difficult. The main reason is that compared to classical
systems, quantum systems are much more prone to be af-
fected by noise, so that quantum computation, which builds
on quantum systems, is difficult to be realized with high
fidelity. To overcome the noise problem and thereby realize
high-fidelity quantum computation, researchers pay contin-
uous attention to investigating robust quantum computation
and until now impressive progresses have been made in this
direction.

Geometric phases are important in both theory and
application. The first kinds of geometric phases discov-
ered by researchers were adiabatic and Abelian geometric
phases [2]. These kinds of geometric phases can be ac-
quired by evolving a quantum system in a nondegenerate
eigenstate adiabatically and cyclicly. Soon after, the notion
of adiabatic and Abelian geometric phases was gradually
generalized: a quantum system with degenerate eigenstates
undergoing adiabatic cyclic evolution can acquire adiabatic
and non-Abelian geometric phases or adiabatic quantum
holonomies [3]; a quantum system with nondegenerate
eigenstates undergoing nonadiabatic cyclic evolution can ac-
quire nonadiabatic and Abelian geometric phases [4]; and
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a quantum system with degenerate eigenstates undergo-
ing nonadiabatic cyclic evolution can acquire nonadiabatic
and non-Abelian geometric phases or nonadiabatic quantum
holonomies [5]. Besides the above seminal works, there are
also other remarkable works enriching the field of geometric
phases [6,7].

Since geometric phases are only dependent on the path
in which the quantum system evolves but independent of its
evolutional details, quantum computations based on geomet-
ric phases are robust against certain control errors. As one
important geometric quantum computation paradigm, nonadi-
abatic holonomic quantum computation [8,9] builds its gates
on nonadiabatic and non-Abelian geometric phases [5]. More-
over, nonadiabatic holonomic quantum computation does not
have the constraint of adiabatic evolution condition [10-12]
and thereby has the feature of being implemented with high
speed. Because of the above features, nonadiabatic holonomic
quantum computation has been attracting continuous atten-
tion since it was proposed. Until now, a number of relevant
schemes have been put forward [13—45], and some schemes
have been experimentally demonstrated in circuit quantum
electrodynamics [28-32], nuclear magnetic resonance Sys-
tems [33-35], nitrogen-vacancy centers [36-39], and trapped
ions [40].

When using quantum computation to implement a compu-
tational task, an important step is to estimate the average value
of an observable at the end. However, computation errors
can disturb the final state of the computation, thereby affect-
ing the estimation of the average value. When implementing
a computational task, many nonadiabatic holonomic gates
are needed. While these nonadiabatic holonomic gates have
robustness, they cannot be perfect in practice. And these im-
perfections can accumulate, resulting in severe computation
errors. Thus, for nonadiabatic holonomic quantum computa-
tion, it is of significance to investigate how to better give the
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FIG. 1. The structure of each of the n three-level systems. The
three states are denoted by |0), |1), and |2), and they form a A
structure.

average value of an observable when the above computation
errors are taken into account.

In this paper, we show that when computation errors in
nonadiabatic holonomic quantum computation are consid-
ered, rescaling the measurement results is a better way to give
the average value of an observable than the conventional way.
Our proposal is based on the fact that while the ideal final
state of nonadiabatic holonomic quantum computation resides
in the logical space, the support of the noisy final state can
occupy the whole Hilbert space. We also use the depolarizing
noise model, which is a widely adopted noise model in the
quantum computation community, to conduct the analysis and
find that 56.25% of the computation errors can be reduced
when using the rescaling method to give the average value.

II. THE FRAMEWORK

We now start to illustrate our framework. Before proceed-
ing further, we first briefly review how to realize a nonadia-
batic holonomic gate. We consider an N-dimensional quantum
system governed by Hamiltonian H(z), of which the evo-
lution operator is denoted as U(t) = Texp[—if(; H(t"dr'],
with T being time ordering. We use {|¢,(¢)) 27:1 to
represent N orthonormal solutions of the Schrédinger
equation id|¢,(t))/0t = H(t)|¢,(t)). Assume there is an
L-dimensional subspace S(¢) = Span{|¢,(¢)) ﬁ:l evolving
cyclicly with the period 7, i.e., S(r) = S(0), and satisfying
the parallel transport condition, i.e., (¢, (t)|H(t)|¢,(t)) =0,
w,v=1,2,..., L. The computational basis can then be en-
coded into S(0) and the final evolution operator U (t) acting
on S(0) is a nonadiabatic holonomic gate.

From the above review, one can readily see that to realize
a nonadiabatic holonomic gate, the logical space needs to be
smaller than the whole Hilbert space, i.e., the logical space is
just a subspace of the whole Hilbert space. Thus, instead of
using two-level systems, one usually uses three-level systems
to build nonadiabatic holonomic quantum computation, and
for each three-level system, only two of its three internal states
are used as logical states [8].

Clearly, when using nonadiabatic holonomic quantum
computation to implement a specific computational task, one
needs more than one three-level system, and without loss of
generality, we assume the required number is n. As shown
in Fig. 1, for each of these n three-level systems, we denote
its three states by |0), |1), and |2), respectively. Between
these three states, the transitions |0) <> |2) and |1) <> |2) are
allowed, while the transition |0) <> |1) is forbidden. Of these

.

Gi I
H
p 1 o W E
G2 G3 Gn \Q)
|_| N
L

FIG. 2. The procedure of using nonadiabatic holonomic quantum
computation to implement a computational task. p is the initial state
of the computation, py is the final state of the computation, G; are
the nonadiabatic holonomic gates used in the computation, and £ =
Tr(p;O) is the average value we want to get.

three states, states |0) and |1) are used as logical states and
state |2) is used as an auxiliary state. When implementing
a computational task, these n three-level systems are first
prepared in an initial state p, i.e., the initial state of the
computation. Then, a family of nonadiabatic holonomic gates
Gj are performed on p, generating the final state o, of the
computation. That is,

Pr=GmG3 -G Gi(p), ()

where m is the number of the performed nonadiabatic holo-
nomic gates in the computation. At the end, a measurement
is performed on the final state pr, aiming to give the average
value of some observable. That is,

E = Tr(p;0), (2)

where O is the observable whose average value we want to es-
timate and E denotes the average value. The above procedure
can also be seen from Fig. 2.

However, while nonadiabatic holonomic quantum gates
have robustness, they cannot be perfect in practice i.e.,
they can be noisy [46,47]. Particularly, many nonadiabatic
holonomic quantum gates are needed for implementing a
computational task, and the imperfections of these gates can
be accumulated, seriously affecting the quality of the final
state pr. Specifically, in practice we can not get the ideal final
state pr, but instead we get a final state written as

ph =Gl Gs- G- Gi(p), (3)
where Q’] represents the jth noisy nonadiabatic holonomic
gate and ,0} represents the noisy final state of the computation.

In this case, if the conventional way is used to estimate the
average value of O, one will get

E' =Ti(p;0), (4)

instead of the desired average value E = Tr( pf(A)).

Clearly, E’ is not a good estimation of the desired average
value E = Tr(p fO). To improve the estimation, we analyze
the difference between the ideal final state p; and the noisy
final state p’.. Recall that for each of the n three-level systems,
states |0) and |1) are used to encode the logical informa-
tion, while state |2) is used as an auxiliary state. Thus, for
these n three-level systems, the whole Hilbert space is ¢ =
{10y, |1), |2)}®", while the logical space is .Z = {|0), |1)}®".
As it is well known, if a nonadiabatic holonomic gate is
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perfect, it transforms states in the logical space to states in
the logical space. Thus, the support of the ideal final state p¢
is a subspace of the logical space .Z. On the other hand, when
the performed nonadiabatic holonomic gates G; are noisy, we
do not expect the support of the noisy final state ,o} to be
a subspace of the logical space .Z because the computation
errors can cause the logical information to leak from the
logical space. And the leakage problem can be induced by
either the inaccuracy of the system Hamiltonian [48,49] or
decoherence. Generally, the relation between p} and p, can
be simply expressed as

P = (1= P)ps + Pepe, 5)

where P is a probability describing the strength of the compu-
tation errors and p, is a noisy state. Note that the support of p¢
is a subspace of the logical space .Z, but the support of p, can
be the whole Hilbert space 7. Thus, if we detect the state
outside the logical space, we known errors have occurred.
This inspires us to use the quantum error detection principle
to reduce the errors [1]. Specifically, based on the difference
between p; and p., we consider the following projector:

P = (10)(0] + [1)(1])®". (6)

According to Eqgs. (5) and (6), one can see that the weight of
the ideal final state p within o P ,0}-13 is higher than that within
,o’f, where « 1s a normalization factor. The reason for the above

is that under the action of the projector P, the ideal final state
py is totally retained, i.e., ﬁ,ofﬁ = py, while the noisy state
Pe is only partly retained. The above discussion indicates that
it is better to extract the information of the average value of O
from aPp’,P than from p/,.

To proceed further, we analyze the properties of the ob-
servable O. Because O is an observable, we can choose the
eigenvectors of O so that these eigenvectors constitute an or-
thonormal basis for the whole Hilbert space 7. Without loss
of generality, we denote the eigenvectors of the observable
O by |j) and the eigenvalue corresponding to |j) by A j- As
mentioned before, {|j)} constitute an orthonormal basis for the
whole Hilbert space .. Since the support of O is a subspace
of the logical space .Z, we can always appropriately choose
{|7)} so that they can be divided into two parts: some of the
eigenvectors are in the logical space . and the others are in
the subspace .Z|, where .Z| is the subspace orthogonal to
the logical subspace. Then, extracting the information of the
average value of O from aﬁp}f’ is equivalent to the following
formula:

E > Pk
Zij

where P; = Tr(,o’f|j)(j|) and by s.t.|j) € £, we mean the
summation Z_,‘ is only calculated for the eigenvectors belong-

st |j) e 2, @)

ing to the logical space .. With the eigenvectors of O denoted
by |j) and eigenvalues denoted by A;, we can also rewrite
E' = Tr(,o’fO) in Eq. (4) as follows:

E'=Y "Pj;. ®)
j

According to Egs. (7) and (8), one can readily see the dif-
ference: one is the summation range and the other is that the
probabilities in Eq. (7) are rescaled by the factor ) ; Pj while
the probabilities in Eq. (8) are not rescaled.

In the above, we have shown that extracting the informa-
tion of the average value of the observable O from ozls,o}ﬁ is
better than from p’f, that is, Eq. (7) is better to estimate the

desired average value of the observable O than Eq. (8). In the
following, we will analyze to what extent one can get benefit
from using the rescaling method, i.e., Eq. (7).

It is known that the depolarizing noise model is widely
used to describe computation errors in the quantum com-
putation community. Thus, we here adopt this noise model
to conduct our analysis. As shown in Fig. 2, a family of
nonadiabatic holonomic gates G, are used in the computation.
Usually, these nonadiabatic holonomic gates are one-qubit
and two-qubit gates. That is, only one-qubit and two-qubit
gates are used to process the information. Moreover, these
gates are not perfect but experience depolarizing noise [50].
Since the quality of the gates is high, it is reasonable to as-
sume only one gate in the computation is erroneous. Because
one-qubit gates are much more reliable than two-qubit gates,
the erroneous gate in the computation can be assumed to be a
two-qubit gate.

Without loss of generality, we assume the erroneous two-
qubit gate acts on the three-level systems a and b, that is,

g;c = Nab ' gabs (9)

where k € {1,2,...,m}, Gu» = G represents the ideal gate,
and N, represents the errors. It is very important to note that
k is not a fixed number. Recall that we have assumed only one
gate in the computation is erroneous. But this does not mean
a fixed gate is erroneous every time we implement the com-
putation. Instated, this means that every time we implement
the computation, one of the performed gates is erroneous but
which one is erroneous is not fixed.

Nup» has the possible values described by the generalized
Pauli operators

X)"(Z)" @ (X)P'(2)". (10)

In the above, operators (X )% (Z)® and (X)*' (Z )b2 respectively
act on three-level systems a and b, where ay, ay, b, by €
{0, 1,2}, X|s) = |s+ 1mod3) and Z|s) = [exp(2mi/3)]*|s),
with |s) € {]0), |1), |2)}. According to Eq. (10), one can see
that NV, has 81 possible values in total: one error-free operator
and 80 error operators. The error-free operator is given by
a; =ap = by = by =0 and it is in fact the identity operator
acting on three-level systems a and b. Because the depolar-
izing noise model is symmetric, these 80 error operators are
equally likely.

Usually, the initial state of a computation is chosen to be
a very easily prepared state. Thus, the fidelity of the initial
state is very high. So, we can think of the initial state of the
computation as a pure state residing in the logical space . =
{10y, 11)}®", and we denote this initial state by |®). After the
action of the nonadiabatic holonomic gates, the final state of
the computation can be written as

gafter : g;c . gbefore(p) = gafter : Nah . gah . gbefore(p)a (11)
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where Grefore = Gi—1++-G2 - G1 and Gager = Gm *** G2 -
Gi+1 respectively represent the gates performed before and
after G;, and p = |®g)(Do.

We first consider the action of Gpefore and Gy, on p. Since
the gates Gpefore and Gy are ideal, Gup - Goefore (0) s a pure
state residing in the logical space. Without loss of generality,
this pure state can be written as

1) = Y o, 111)10)al0)s + B1112)10)al 1)

Lzl
+ v5113)11)al0)s + 81, 114) 1 1)al 1), (12)

where oy, B, yi;, 81, are normalization coefficients, while |/;),
|b), |13), |l4) are the states of the n three-level systems except
for a and b, with [, I, I3, I4 being bit strings consisting of 0
and 1.

We next consider the action of N, on Gup - Goefore (0)-
Recall that NV, has 81 possible values: one error-free operator
and 80 error operators. Before proceeding further, we divide
these 80 error operators into four subsets: Sy, S», S3, and Sy4.
Subset S; contains the following 36 error operators:

X)) @)™ e X)),
X)'(2)" ® X)*(2)”,
XP(2)™ e X)'(2),
X (2) @ X)*(2)™,

13)

where a,, b, € {0, 1, 2}. Subset S, contains the following 18
error operators:

X2 e X)°@Z), X2 e X) @) (14

Subset S5 contains the following 18 error operators:
X’'@)" 0 X))@ X)X @)™ (15

Subset S; contains all the rest of the error operators not
contained in subsets §1—S5. That is, subset S4 contains the
following nine error operators:

2)" @ (Z)™. (16)

Consider the case where one of the error operators in
subset S occurs, and without loss of generality, we as-
sume this error operator is (X)'(Z)” ® (X)'(Z)", that is,
Nu = X)NZ2)2 @ (X)'(Z). Note that here a, and b,
are fixed numbers. In this case, the action of N, on

Gab * Goetore(0), 1.6, Nap - Gab + Goetore(0), 18 equivalent to
X)'(Z)* @ (X)'(Z)”|®). By calculation, one can get that
X)'(2)= ® (X)'(2)*|®) reads

j2n
1Diastn) = D l1)1)al s + Bue' > |B) | 1)al2)s
Ll

+ v, 5 |13)[2)a] 1)

+8,e @1 12),12),. 17
From the above equation, one can see that while the first
component 211121314 oy, [11)|1)4]1), resides in the logical space
£, the left three components lelzlm /3[2€i2»%b2|12>|1>a|2>b +

Ve T2 ) 12)a 1)y 4 81,615 @F|1,)]2),12), reside in the
subspace .Z| , i.e., the subspace orthogonal to .Z.

In the above, we have discussed the action of Guefores Gabs
and N, on p, i.e., Ny - Gap - Goefore (), Where N, is as-
sumed to have the value of the error operator (X Y(Z2) 2 @
X)'(Z)». We then consider the action of Gafier, that is,
Gatter - Nab - Gab - Gretore (0). Specifically, after the action of
Ghater, the state |®1,,1p,) turns into

1Piayinn)y = Y o, Gasierl ) 1)al 1

Ll

+ e TP Guperlb) [1)a]2)s

V€ T2 G| 13)12)al 1)

8,6 @G 1) 12)al2)p. (18)

It is known that the gates G, are ideal: G, transform states
in the logical space .Z to state in the logical space ., and
transform states in the subspace . to states in the subspace
£\ . Thus, after the action of G, the first component still
resides in the logical space ., while the left three components
still reside in the subspace .7, .

We now analyze to what extent one can get benefit from
using the rescaling method, i.e., Eq. (7), under the condi-
tion that N, = (X)'(Z)* ® (X)'(Z)". In this case, using the
rescaling method is equivalent to ruling out the components of
| 14,15,) s residing in the subspace £, . Note that it is the error
operator (X YW(Z)2 @ (X)'(Z)" that causes the appearance of
the components of |®14,1p,) ; residing in the subspace 2.
Thus, ruling out the components of [®y4,15,) s residing in the
subspace .Z| is equivalent to ruling out the error operator
X)'(Z)* ® (X)'(Z)”. By calculation, the probability of rul-
ing out the error operator (X)'(Z)* ® (X)'(Z)” reads

P(1a1b2) = (Piayity | s — PN Pi1ay1n,) s
= (D1ay15, [T — P)|P14y10,)
=D B P+Iw P+18 P (19

Ll

where [ is the identity operator acting on the whole Hilbert
space 7. Note that the above probability is a conditional
probability and the condition is that N, is assumed to be
the error operator (X)'(Z)* ® (X)'(Z)". That is, under the
condition of the error operator (X)'(Z)* ® (X)'(Z)” occur-
ring, with probability P(la;1b,) a measurement yields an
eigenstate | j) which does not belong to the logical subspace.

With a similar discussion, we can get the conditional
probabilities P(1ax2b;), P(2az1b;), and P(2a»2b;,) that re-
spectively describe the possibilities of ruling out the error
operators ') @ (X)*(2), (X)*(Z2)> ® (X)'(Z)?, and
(X)*(Z)* ® (X)*(Z)* in subset S;. Specifically, these condi-
tional probabilities read

P(la2by) = Y lou,I” + Iy, |* + 18,17,
111314

PQaylby) =Y la, > + |Bul” + 18, 1%,
Ly

PQax2by) = Y lou, > + |Bnl” + Iy (20)
111213
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With a similar discussion, we can also get the conditional
probabilities corresponding to the error operators in subsets
S>—S4. For example, consider the case where the error operator
X)'(2Z)= @ (X)°(Z)P occurs, i.e., Nuy = E1a,05,- Then, after
the action of the operator, the state |®) turns into

2
| @) = D e 1) 11)al0)s + Bre' 11 [1)al1),
Lkl

+ 1,6 52 13)[2),]0),
8,65 @) 12) 1), Q1)

Then, after the action of Gafer, the above state turns into

| Praon), = D @ Garerl D) 1al0)s

Lzl

+ e TP Gl ) [ 1)l 1)

11,6 5 Gl 13)12)al0)

8, @G )12l (22)

According to the above equation, we can get that the
conditional probability corresponding to the error operator
X' (2Z)= @ (X)°(Z)" reads

P(1a20b2) = (P 14,00, | f T — P)| P 1ayon,) ¢
=Y Iyl + 18417 (23)

Ly

To sum up, the other conditional probabilities can also be
obtained similarly and they can be written as

PQay0by) = Y ley, > + 1B, 1%,
11[2

P(Oaz1by) = Y 1B, 1> + 18,17,
12]4

P(0ax2by) = Y ey, > + Iy, . (24)
Ll

The error operators in subset S; do not cause the logical
information to leak from the logical space .Z = {|0), |1)}®"
because these error operators are formed by using only the
generalized Pauli operator Z. So, the corresponding condi-
tional probabilities have the value of zero.

We have obtained the conditional probabilities correspond-
ing to each error operator. And we know that the depolarizing
noise model is symmetric and therefore these error operators
are equally likely. Using the above information, we can get
the probability ruling out the depolarizing noise and it reads

[N(S1) + N(S2) + N(S53)]1/80 = 56.25%, (25)

where N(S7) =Za2b2P(1a21b2) + P(lay2by) + P(Ray 1by)+
P(Q2ay2by) = 27 is the sum of the conditional probabilities

corresponding to the error operators in the subset Sy, N(S,) =
Zazbz P(1a,0by) + P(2a>0b,) = 9 is the sum of the condi-
tional probabilities corresponding to the error operators in
subset S5, and N(S3) = Zazbz P(0az1by) + P(0az2by) =9 is
the sum of the conditional probabilities corresponding to the
error operators in subset S3. So, 56.25% of the computation
errors can be reduced when using the rescaling method to es-
timate the average value of the observable. While we assume
that the depolarizing noise model is symmetric in the above,
our method can also be applicable in the asymmetric case.
Note that the error operators are formed by the generalized
Pauli operators X and Z, and X is the reason for the logical
information to leak out the logical space. Thus, if X occurs
with high probability and Z occurs with low probability, the
efficiency of our method will be increased. But if X occurs
with low probability and Z occurs with high probability, the
efficiency of our method will be decreased.

III. CONCLUSION

In conclusion, we put forward a way to estimate the
average value of an observable in nonadiabatic quantum com-
putation. The specific procedure is to perform a measurement
with respect to the observable and then rescale the measure-
ment results so that one can get a better estimation of the
average value of the observable. Our way is based on the fact
that while the support of the ideal final state of nonadiabatic
holonomic quantum computation is a subspace of the logical
subspace, the support of the noisy final state can be the whole
Hilbert space. Thus, projecting the noisy final state onto the
logical space can increase the weight of the ideal final state,
making the estimation of the average value more accurate. We
use the depolarizing noise model, which is a widely adopted
noise model in quantum computation, to specifically ana-
lyze to what extent one can benefit from using the rescaling
method, and we find that 56.25% of the computation errors
can be reduced when assuming that one gate in the compu-
tation is erroneous. While our method is illustrated with A
system based nonadiabatic holonomic quantum computation,
its application may be generalized to other quantum compu-
tation paradigms. A quantum system used to build a qubit
usually has many levels, and two of these levels are chosen to
encode the logical information. If the logical information can
leak out to other levels when the quantum system experiences
inaccurate evolutions, the logical space cannot be seen as the
whole Hilbert space and our method is applicable.
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