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Stabilizer entropy dynamics after a quantum quench
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Stabilizer entropies (SE) measure deviations from stabilizer resources and as such are a fundamental ingredient
for quantum advantage. In particular, the interplay of SE and entanglement is at the root of the complexity of
classically simulating quantum many-body systems. In this paper, we study the dynamics of SE in a quantum
many-body system away from the equilibrium after a quantum quench in an integrable system. We obtain two
main results: (i) we show that SE, despite being an L-extensive quantity, equilibrates in a time that scales at most
linearly with the subsystem size and (ii) we show that there is a SE length increasing linearly in time, akin to
correlations and entanglement spreading.
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I. INTRODUCTION

In the past few decades, significant progress in quantum
information science has been closely linked to efforts to syn-
thesize artificial many-body systems. These devices can be
used to simulate the quantum dynamics of large systems and
execute algorithms with a potentially exponential advantage
over classical computers [1–7]. Benchmarking the effective-
ness of these devices as quantum systems, in other words,
understanding their quantumness, involves identifying the
resources that hinder its classical simulation. Entanglement
has been viewed as the necessary ingredient for quantum-
ness [8–10] since the discovery of the Bell inequalities and
the first experimental demonstrations [11–14] and it plays a
fundamental role in the hardness of simulating of quantum
many-body systems, e.g., in tensor networks [15,16].

Beyond entanglement, however, resources outside the
stabilizer formalism [17] are also necessary for complex be-
havior in quantum many-body systems [18–32]. Recently,
stabilizer entropy (SE) [23] has emerged as a measure of
nonstabilizerness in quantum systems. Being an entropy, the
SE can be moved around subsystems, with the effect of pu-
rifying those from nonstabilizerness, and can give rise to
phase transitions as shown [33,34]. Such a quantity can be
experimentally measured on a quantum processor [35,36] and
its direct computability makes it amenable for the study of
quantum many-body systems [37–43].

The locality of interactions implies that in the gapped
ground state of one-dimensional systems, there is a finite cor-
relation length ξ such that the SE is localized [37,38] within
a length L0 ∼ ξ , in the sense that SE can be extrapolated
by subsystems of size L with an exponentially small error
O(e−L/L0 ). On the other hand, for critical systems ξ , is found
to diverge resulting in a power law for the approximation
error.

In this paper, we investigate the behavior of SE in a
quantum many-body system away from equilibrium after the

quantum quench of an integrable spin chain. The time profile
of SE is computed analytically for all times. The two main
results of this paper are (i) SE equilibrates to the value of
the infinite time average following a transient period that in-
creases at most linearly with the size of the subsystem, and (ii)
the SE length increases ballistically and is upper bounded by
a spreading velocity that is proportional to the Lieb-Robinson
speed for the system [44].

The paper is organized as follows. First, in Sec. II we
introduce the stabilizer entropy (SE) of a subsystem and in-
vestigate its evolution in the one-dimensional transverse field
Ising model after a quench. We show that the SE equilibrates
to the infinite time average and, after a large quench, the equi-
libration time of subsystem of size L scales as L/vLR, where
vLR is the Lieb-Robinson speed associated to the quench. In
Sec. III we introduce the notion of SE length. Looking at
its time evolution, we can investigate how nonstabilizerness
dynamically delocalizes: first, in Sec. III A, we use an analyt-
ical argument to show that the SE delocalizes in a light cone,
then in Sec. III B we show that in the transverse-field Ising
model (TFIM) this length grows ballistically with a speed
proportional to the Lieb-Robinson velocity. Finally, Sec. IV
is devoted to conclusions and future perspectives.

II. SE AWAY FROM EQUILIBRIUM

Let us start with the definition of SE [24]. Let ψ be a pure
state of a system with N qubits on a chain and ρL := trN\Lψ

its reduced density operator to a subsystem of L contiguous
qubits. Denote PL the Pauli group on such a subsystem. The
SE (of order two) of ρL is defined as

M2(ρL ) := − log2 W (ρL ) − S2(ρL ), (1)

where W (ρL ) := 2−L
∑

P∈PL
tr[(PρL )4] is the so-called sta-

bilizer purity of ρL, while S2 = − log2 Pur(ρL ) is 2-Rényi
entanglement entropy of ρL and Pur(ρL ) ≡ tr(ρ2

L ). SE is a
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FIG. 1. Solid lines represent the time evolution of the SE M2 [in Eq. (1)] of connected subsystems of different sizes L, ranging from 1 (blue
lines below) to 15 (green lines above), after a quench of the transverse field λ in the Ising Hamiltonian in Eq. (2). Dotted black lines represent
the SE of the corresponding dephased subsystems states ψL = trN/L limT →∞ T −1

∫ T
0 ψt dt . In (a) for the large quench λ : 104 → 0.5; in (b) for

the large critical quench λ : 104 → 1.0; in (c) for the small quench λ : 0.5 → 0.6; in (d) for the small critical quench λ : 0.9 → 1.0. After a
time transient, the SE equilibrates to the dephased state value, which is upper-bounded by L/2 as expected for an integrable dynamic.

good measure of nonstabilizerness from the point of view
of resource theory. Indeed, it has the following properties:
(i) faithfulness Mα (|ψ〉) = 0 iff |ψ〉 is a stabilizer state, oth-
erwise Mα (|ψ〉) > 0, (ii) stability under Clifford operations:
∀� ∈ Cn we have that Mα (�|ψ〉) = Mα (|ψ〉) and (iii) addi-
tivity Mα (|ψ〉 ⊗ |φ〉) = Mα (|ψ〉) + Mα (|φ〉) (the proof can be
found in [24]). However, the SE with Rényi index 0 < α < 2
are shown to be nonmonotone under measurements followed
by conditioned Clifford transformations, see [40].

Let us now turn our attention to the paradigmatic ex-
ample of a family of one-parameter Hamiltonians: the
one-dimensional TFIM HI (λ) defined as

HI (λ) = −
∑

n

(
σ x

n σ x
n+1 + λσ z

n

)
, (2)

with periodic boundary conditions σN+1 := σ1. In Eq. (2) σα
i

for α = x, y, z are Pauli matrices acting on the ith spin and λ

is the strength of the transverse field. The model is integrable
for any value of λ using the Jordan-Wigner transformation and
the Wick theorem [45–47]. Denote |ψ0(λ)〉 the ground state
of H (λ). To study the dynamics of SE we subject the system
to a quantum quench HI (λ) 
→ HI (λ′) and let |ψ0(λ)〉 evolve
under the unitary evolution generated by H (λ′),

|ψ0(λ)〉 
→ |ψt (λ, λ′)〉 = e−iH (λ′ )t |ψ0(λ)〉. (3)

Thanks to Wick’s theorem, the time-dependent expectation
values Pt ≡ tr[Pψt (λ, λ′)] can be computed analytically for
any subsystem of length L in the thermodynamic limit N →
∞ [48]. However, since there are 4N such expectation values,
we evaluate them for subsystems of sizes L = 1, . . . , 16.

In Fig. 1 we show the evolution of the SE of subsys-
tems under different quenches H (λ′), and the SE M2(ρL )
of the dephased state ρL ≡ trN/L

∑
k 
k (λ′)ψ0(λ)
k (λ′) =

trN/L limT →∞ T −1
∫ T

0 ψt dt . This is the infinite time average
of the state, corresponding to the completely dephased state
in the basis {
k (λ′)} of the Hamiltonian HI (λ′) [49,50]. The
initial state is chosen to be the completely polarized state
for λ � 1, which is a stabilizer state so that M2(t = 0) = 0.

As we can see, there is a transient in which M2(t ) increases
rapidly before equilibrating to the SE of the dephased state.
The equilibration is noteworthy because M2 is an L-extensive
quantity so it is not assured to equilibrate at finite t for every
size L under general conditions [51–53].

For each configuration, the equilibration time τ can be
defined as the time it takes for the subsystem’s SE to reach
the SE of the dephased state with fixed tolerance. The scaling
of τ as a function of the system size is depicted in Fig. 2
for different quenches. Here we can see that, after a large
quench, the equilibration time can be computed as τ 
 L/v

with v ∝ vLR, the Lieb-Robinson speed of propagation of
signals reconstructed in Appendix C.

III. SE LENGTH DYNAMICS

The localization of SE in a quantum many-body system
is described by the SE length. Localization of SE makes
this quantity more amenable to computation in large systems.
Indeed, although its computation does not involve a minimiza-
tion procedure [19,22,54], it is still exponentially expensive as
the number of Pauli operators P is 4N , as we have seen in the
previous section.

Recently, there has been an intensive effort for the charac-
terization of systems for which SE can be computed efficiently
[37–40]. In particular, for translationally invariant ground
states of geometrically (gapped) local Hamiltonians [37],
which can be well described by matrix product states (MPSs),
and in general, for any MPS [38], there exists a constant L0,
the SE length, such that for any L > L0,

M2(ρL ) 
 αL + β, (4)

up to a small additive error ε � αL + β. In Eq. (4) α, β, are
constants that depend on the entire system state |ψ〉 [37] and
therefore independent of the subsystem size L. The linearity of
the SE is a consequence of the finite correlation length of the
state [55]. More precisely (see Appendix A) the correction εL

to the linear behavior in Eq. (4) scales as εL = γ e−L/ξ , where
γ , ξ are constants depending on the finitely correlated state
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FIG. 2. In (a), the equilibration time (τ ) for the subsystem’s SE
as a function of the number of sites (L) ranging from 0 to 15. Here
the equilibration time is defined as the time it takes for the subsys-
tem’s SE to reach the SE of the dephased state with a tolerance of
5%. We consider four types of quenches: a large noncritical quench
(represented by blue squares), a large critical quench (represented by
yellow diamonds), a small noncritical quench (represented by green
dots), and a small critical quench (represented by red stars). In (b) the
number of sites is rescaled by the Lieb-Robinson speed. We can see
that the equilibration time after a large quench scales as τ 
 L/v,
where vLR is the Lieb-Robinson speed of signals associated with the
quench Hamiltonian and v ∝ vLR.

under consideration. Such behavior effectively defines the SE
length being the constant L0 such that L0 = ξ log2 γ /ε, for
some tolerance ε � αL0 + β.

The existence of a (finite) SE length L0 makes SE easily
computable for extended systems. To see this more concretely,
consider a subsystem X of size L. From Eq. (4) we see that for
L > L0 + 1 and � ≡ M2(ρL0+1) − M2(ρL0 ) one has

M2(ρL ) 
 �(L − L0) + M2(ρL0 ), (5)

which tells us that, once SE is measured for two subsystems
of sizes L0 and L0 + 1 it can then be efficiently extrapolated,
through Eq. (5), to a larger system sizes L. Note that it is
crucial that L > L0 to ensure the validity of Eq. (4) and thus
of Eq. (5). The SE length L0 quantifies both how nonsta-
bilizerness is localized in the system and the effort needed
to compute SE. As an example, in the ground state |ψ0(λ)〉
of the TFIM, the SE length is L0 = 1 for every λ � 1 and
λ � 1 [37].

A. Nonstabilizerness delocalization

We have seen that after a quantum quench, M2 equilibrates
after a time scaling linearly with the size of the system. This

suggests that SE is spreading throughout the system. Such
spreading should result in an increase in SE length. The main
goal of this section is to show that the growth of the SE length
Lt is upper bounded by an effective light cone.

We consider the case of states with finite correlation
lengths. As it is well known, such states admit an efficient
description by MPS [16]. Their time evolution under a local
Hamiltonian H (λ′) results in a spreading of correlations [56]
and increasing entropy of subsystems [57]. Both effects are
encoded in the bond dimensions D for the MPS description,
which increases at most as D(t ) � eA+vt [58], where v is O(1)
in the system size. Using the fact that both the purity Pur(ρL )
and the stabilizer purity W (ρL ) can be written as a expectation
value of a string of local observables on the replica state
|(ψ ⊗ ψ∗)⊗k〉 for k = 1, 2, respectively [38], we can show
that the SE length Lt obeys the following bound:

Lt � L0 + vst . (6)

We refer to Appendix A for details. Here vs is a constant that
plays the role of an effective velocity and is O(1) in the system
size. The above equation shows that, under the evolution by
a local Hamiltonian, SE delocalizes within an effective light
cone constrained by the finite range of interactions in the
quench Hamiltonian H (λ′).

B. SE length growth in the TFIM

In this subsection, we compute in the concrete case of
TFIM the speed vs for the SE length growth, that is, its
delocalization. The behavior of the SE length Lt is dictated
by the correction to the linear scaling in Eq. (4). Recall that
Eq. (4) holds up to an additive error εLt , where now Lt is
a function of time Lt ≡ L0(t ). The speed at which the error
εLt increases determines the velocity vs of the spreading of Lt

for HI (λ) [see Eq. (6)]. We thus numerically investigate the
second derivative with respect to L of M2(λ, t ) ≡ M2[ρt

L(λ)],
for ρt

L(λ) = trN\L|ψt (λ)〉〈ψt (λ)| that, from Eq. (1), is a sum of
two terms

∂2
LM2(λ, t ) = ∂2

LT4(λ, t ) − ∂2
LT2(λ, t ), (7)

where T4(λ, t ) ≡ − log2 W [ρt
L(λ)] − L, and T2(λ, t ) ≡

S2[ρt
L(λ)] − L. Equtaion (7) tells us that the behavior of εLt

is, ultimately, determined by the fastest (in t) contribution
between ∂2

LT2(λ, t ) and ∂2
LT4(λ, t ). Interestingly, the second

term ∂2
LT2(λ, t ) encodes the sublinear correction for the

area law of MPSs for the 2-Rényi entropy of entanglement.
In other words, the speed at which entanglement spread
out in the system can be determined by only the behavior
of ∂2

LT2(λ, t ). On the other hand, the corrections to the
nonstabilizerness additivity in Eq. (4) and their behavior after
the quench are encoded in the evolution of both ∂2

LT4(λ, t )
and ∂2

LT2(λ, t ), which suggests a tight relationship between
nonstabilizerness delocalization and entanglement growth.
Indeed, through theoretical arguments, in Appendix A, we
argue that nonstabilizerness could delocalize two times faster
than entanglement. This consideration is found to be true by
the numerical analysis below.

To extract the behavior of Lt and thus of the velocity vs,
we fix an error tolerance ε and define l2,ε (t ) and l4,ε (t ) as
solutions of the following inequalities |∂2

LT2| � ε, |∂2
LT4| � ε
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FIG. 3. Second space derivative of T2(ρL ) and T4(ρL ) [see Eq. (7)] as a function of the subsystem size L, ranging from 2 to 15, after
the quench. Different lines represent different times in the range from 0 (purple line below) to 4 (red line above). The horizontal black line
represents the error tolerance such that functions above the line decay exponentially. In (a) the second derivative of T2 for the small quench
λ : 0.5 → 0.6. In (b) second derivative of T2 for the large critical quench λ : 104 → 1.0. In (c) the second derivative of T4 for the small quench
λ : 0.5 → 0.6. In (d) the second derivative of T4 for the large critical quench λ : 104 → 1.0. All these derivatives can be upper-bounded by
exponentially decaying functions: the SE additivity in Eq. (4) is preserved in time evolution with an exponentially small error for sufficient
large subsystems.

definitively in time. Then we extract vs = max{vT2 , vT4} where
vTk ≡ ∂t lk,ε for k = 2, 4. In Fig. 3 we depict the behavior
of |∂2

LT2(λ, t )| and |∂2
LT4(λ, t )| for the quench protocols in

which the definitive behavior is captured with the compu-
tational resources at our disposal, see also Appendix B. As
expected, we observe that |∂2

LT2(λ, t )| and |∂2
LT4(λ, t )| decay

exponentially below the dotted line representing the chosen

FIG. 4. Evolution of the localization lengths l2,ε and l4,ε such
that |∂2

LT2| � ε, |∂2
LT4| � ε, for different quench protocols and time

ranging from 0 to 4. We consider large quenches from λ � 1 and
small quenches λ′ = λ + 0.1. Quenches to λ = 1.0 are critical. The
spreading is ballistic and defines a light cone.

error tolerance ε. The associated lengths l2,ε (t ) and l4,ε (t ) as
a function of t are shown in Fig. 4 for t = 0, . . . , 4: after an
initial transient, both l2,ε (t ) and l4,ε (t ) grow ballistically. The
associated velocities are vT 2 ≈ 2.5 for λ′ = 0.5 and vT 2 ≈ 5
for λ′ ∈ {1, 1.5, 2}, independently of the initial state; while
vT 4 ≈ 5 for λ′ = 0.5 and vT 4 ≈ 10 for λ′ = 2.0. We conclude
that, being vT4 > vT2 , vs ≈ vT4 and thus (compatibly with our
theoretical considerations) the SE delocalizes two times faster
than entanglement entropy.

Finally, we are going to show that the velocity vs is pro-
portional to the Lieb-Robinson speed vLR. The Lieb-Robinson
velocity associated with the Ising Hamiltonian can be re-
constructed from the revivals after the quench. Revivals are
brief detachments from the average value observables whose
magnitude decays in time as the equilibration process nears
completion. During these detachments, the system state gets
briefly closer to the initial state. Therefore, revivals can be
detected by looking at the Loschmidt echo (LE), that is, the
squared fidelity between the evolved state and the initial state.
The revival times Trev are proportional to the system size
N and are related to maximal group velocity in integrable
systems, and therefore to the Lieb-Robinson speed in generic
local systems, as Trev ≈ N/(2vLR) [59]. The LE can be effi-
ciently calculated for integrable spin chains in the fermionic
representation described in [45]. In Appendix C we show
that, independently of the initial state, Lieb-Robinson speed is
vLR = 2 for the paramagnetic quench λ′ > 1, and vLR = 2λ′
for the ferromagnetic quench λ′ < 1. This result suggests a
proportionality relation between vs and vLR.

IV. CONCLUSION

In this work, we studied the behavior away from equilib-
rium of the nonstabilizer properties of a quantum many-body
system after a sudden quench. The system studied is
the integrable quantum Ising chain, which allowed for a

042407-4



STABILIZER ENTROPY DYNAMICS AFTER A QUANTUM … PHYSICAL REVIEW A 108, 042407 (2023)

thoroughly analytical treatment, and nonstabilizerness is com-
puted through the stabilizer Rényi entropy M2. Two main
results are found. (i) M2 increases and finally equilibrates in a
time proportional to the system size and (ii) one can define a
stabilizer entropy length Lt that describes the SE localization
[37]. Such length increases linearly in time showing that M2

spreads ballistically through the system until complete delo-
calization.

In perspective, this work calls for several questions. In
[33,60–64] it was shown that the onset of quantum chaotic
behavior in quantum circuits corresponds to a value of
M2 > N/2, and full-fledged quantum chaos is attained near-
maximal values for SE. Of course, chaos in quantum circuits
is not the same than chaos in Hamiltonian systems, being
defined there as the onset of universal entanglement features
or universal behavior of the OTOCs [60]. However, our re-
sults show that the equilibrium value of SE for the integrable
quantum quench is below the quantum chaotic threshold of
quantum circuits. This fact raises the question whether the
equilibrium SE is a tell-tale of the onset of quantum chaos
in the Hamiltonians system. We indeed speculate that a non-
integrable system will equilibrate to a larger value for M2. It
would be intriguing if the increase in equilibrium SE com-
pared to the integrable case would depend on the strength of
the interability breaking term.

Second, preliminary numerical analysis suggests that sub-
tle features of SE dynamics may be erased by the operation of
partial trace. This is akin to the problem of presence of thermal
fluctuations when evaluating entanglement. A possible strat-
egy would be to localize SE in a subsystem by measurements
in a Clifford basis (e.g., the computational basis) and evaluate
the local residual SE in the pure state. This would entail
averaging over all the possible Clifford measurements.

Third, the onset of quantum chaos depends on the interplay
between both entanglement and SE [60–72], and it is still
an open question to what extent they are sufficient and/or
necessary. Recently [41], it was shown that the flatness of the
entanglement spectrum of a subsystem is a good probe for
SE. Since it is also a probe for entanglement, it is tempting to
study the dynamics of flatness to probe the onset of quantum
chaos.

Finally, finite-size scaling in L for larger sizes would allow
for a reliable analysis of the temporal fluctuations. To this
end, we plan to employ Monte Carlo methods to sample SE
efficiently. Finally, we remark on the fascinating relationship
between SE and the bond dimension D. The study of the in-
terplay of SE with the efficiency of tensor network methods is
thus potentially of great importance for the issue of simulating
quantum many-body systems on a classical computer.
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APPENDIX A: PROOF EQ. (6)

First of all, let us define the functions T4(λ, t ) ≡
− logW (ρt

L(λ)) − L, and T2(λ, t ) ≡ S2[ρt
L(λ)] − L. In terms

of T2 and T4, the SE can be written as

M2(λ, t ) = T4(λ, t ) − T2(λ, t ). (A1)

As shown in [38], 2T2 and 2T4 are expectation values of
strings of L connected observables on replica states. More
precisely, define |ψ (k)〉 ≡ |(ψ ⊗ ψ∗)⊗k〉 for k = 1, 2. Define
the local observable A(k)

i = 1l⊗2k
i + ∑3

α=1(σα
i ⊗ σα∗

i )⊗k for
k = 1, 2 and σα

i for α = x, y, z being single-qubit Pauli ma-
trices. Then 2T2k for k = 1, 2 can be recast as

2T2k (λ,t ) = 〈ψ (k)|A(k)
1 ⊗ · · · ⊗ A(k)

L ⊗ 1lN\L|ψ (k)〉. (A2)

To explain the behavior of the SE under time evolution
and its relation to the locality, we want to understand how
strings of observables behave in a state with finite correlation
length, and how they change while, after a quantum quench,
correlations spread out in the system.

We start by looking at the initial translationally invariant
state |ψ (0)〉. Having a finite correlation length, this can be
represented as an MPS with polynomial bond dimension D.
Similarly, |ψ (k)〉 for k = 1, 2 is a MPS state with bond dimen-
sion Dk = D2k . Let τψ (k) be the transfer matrix of the MPS
and τψ (k),A be the transfer matrix of the MPS contracted with
the local operator A. The expectation value of a string of local
operators A(k)

i can be written as

〈ψ (k)|A(k)
1 ⊗ · · · ⊗ A(k)

L ⊗ 1lN\L|ψ (k)〉= lim
N→∞

tr
(
τN−L
ψ (k) τ L

ψ (k),A

)
.

(A3)

Now, we call |R(i)
ψ (k)〉 and |L(i)

ψ (k)〉 the right and left eigenvec-

tors of τψ (k) and λ
(i)
ψ (k) the associated eigenvalues. In this way,

the transfer matrix can be written as

τψ (k) =
D2

k∑

i=1

λ
(i)
ψ (k)

∣∣R(i)
ψ (k)

〉〈
L(i)

ψ (k)

∣∣, (A4)

where |λ(i)
ψ (k) | > |λ(i+1)

ψ (k) |, and λ
(1)
ψ (k) = 1 for the normalization

condition. Analogously, we can write

τψ (k),A =
D2

k∑

i=1

λ
(i)
ψ (k),A

∣∣R(i)
ψ (k),A

〉〈
L(i)

ψ (k),A

∣∣, (A5)

with |λ(i)
ψ (k),A| > |λ(i+1)

ψ (k),A|. The eventual degeneration of eigen-
values does not affect the general behavior of this proof.
Hence, a string expectation value can be written as

〈ψ (k)|A(k)
1 ⊗ · · · ⊗ A(k)

L ⊗ 1lN\L|ψ (k)〉

=
D2

k∑

i=1

(
λ

(i)
ψ (k),A

)L〈
L(i)

ψ (k)

∣∣R(i)
ψ (k),A

〉〈
L(i)

ψ (k),A

∣∣R(i)
ψ (k)

〉
. (A6)

At this point, we define

2m(ψ (k) ) := λ
(1)
ψ (k),A, (A7)

2q(ψ (k) ) := 〈
L(1)

ψ (k)

∣∣R(1)
ψ (k),A

〉〈
L(1)

ψ (k),A

∣∣R(1)
ψ (k)

〉
, (A8)
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FIG. 5. Second space derivative of T2(ρL ) as a function of the subsystem size L after a quench from λ = 104 to different values of λ′. The
subsystem size goes from 2 to 15. Different lines represent different times in the range from 0 (purple line below) to 4 (red line above). The
horizontal black line represents the error tolerance such that functions above the line are definitively exponential. In (a) λ′ = 0.5; in (b) λ′ = 1.0
(critical quench); in (c) λ′ = 1.5; in (d) λ′ = 2.0.

e−1/ξ (ψ (k) ) :=
∣∣∣∣∣∣

λ
(2)
ψ (k),A

λ
(1)
ψ (k),A

∣∣∣∣∣∣
, (A9)

F (ψ (k) ) :=
∣∣∣∣∣∣

〈
L(2)

ψ (k)

∣∣R(2)
ψ (k),A

〉〈
L(2)

ψ (k),A

∣∣R(2)
ψ (k)

〉
〈
L(1)

ψ (k)

∣∣R(1)
ψ (k),A

〉〈
L(1)

ψ (k),A

∣∣R(1)
ψ (k)

〉

∣∣∣∣∣∣
. (A10)

Since |λ(i)
ψ (k),A|L � |λ(i+1)

ψ (k),A|L, for sufficiently large L we obtain

〈ψ (k)|A(k)
1 ⊗ · · · ⊗ A(k)

L ⊗ 1lN\L|ψ (k)〉
= 2m(ψ (k) )L+q(ψ (k) )(1 + ε(k) ), (A11)

where

|ε(k)| � D2
ke−L/ξ (ψ (k) )F (ψ (k) ) � 1. (A12)

It should be noted that the derivation of this bound assumes
that F (ψ (k) ) is finite. In the event that this condition is not
met, an equivalent derivation can be obtained by considering
the next eigenvalue λ

(2)
ψ (k),A. In this case,

F (ψk ) := ∣∣〈L(3)
ψ (k)

∣∣R(3)
ψ (k),A

〉〈
L(3)

ψ (k),A

∣∣R(3)
ψ (k)

〉∣∣/

∣∣〈L(2)
ψ (k)

∣∣R(2)
ψ (k),A

〉〈
L(2)

ψ (k),A

∣∣R(2)
ψ (k)

〉∣∣,

and the linear approximation is preserved with the same expo-
nential correction.

With this formalism, also the effect of locality on time
evolution can be easily addressed. When an MPS evolves with
a local Hamiltonian H (λ′), the spreading of correlations [56]
and the increasing entropy of subsystems [57] are encoded
in the bond dimensions, which increases at most as D(t ) �
eA+vt [58], where v is O(1) in the system size. We can then
generalize the result obtained in Eq. (A11) in the following

FIG. 6. Second space derivative of T2(ρL ) as a function of the subsystem size L after a quench from λ to different values of λ′ = λ + 0.1.
The subsystem size goes from 2 to 15. Different lines represent different times in the range from 0 (purple line below) to 4 (red line above). The
horizontal black line represents the error tolerance such that functions above the line are definitively exponential. In (a) λ = 0.5; in (b) λ = 0.9
(critical quench); in (c) λ = 1.5.
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FIG. 7. Second space derivative of T4(ρL ) as a function of the subsystem size L after a quench from λ = 104 to different values of λ′. The
subsystem size goes from 2 to 15. Different lines represent different times in the range from 0 (purple line below) to 4 (red line above). The
horizontal black line represents the error tolerance such that functions above the line are definitively exponential. In (a) λ′ = 0.5; in (b) λ′ = 1.0
(critical quench); in (c) λ′ = 1.5; in (d) λ′ = 2.0.

way:

〈ψ (k)(t )|A(k)
1 ⊗ · · · ⊗ A(k)

L ⊗ 1lN\L|ψ (k)〉
= 2m(ψ (k) (t ))L+q(ψ (k)(t ) )(1 + ε(k) ), (A13)

where we defined |ψ (k)(t )〉 ≡ [Ut ⊗ U ∗
t ]⊗k|ψ (k)〉 with Ut =

e−iH (λ′ )t . Consequently, ε(k) is now bounded for sufficiently
large L as

|ε(k)| � e4kA+4kvt e−L/ξ (ψ (k) (t ))F (ψ (k)(t )) � 1, (A14)

where we used that Dk = D2k and consequently that
Dk (t ) = D(t )2k � e2kA+2kvt . At this point we define ε

(k)
0 =

e4kA maxt F [ψ (t )] and χ (k) = maxt ξ [ψ (k)(t )]. We obtain that

|ε(k)| � ε
(k)
0 e(4kvχ (k)t−L)/χ (k)

. (A15)

With this result, let us focus on the behavior of the SE
M2 = T4 − T2. Since 2T2 and 2T4 are equal to

T2 = m[ψ (1)(t )]L + q[ψ (1)(t )] + ε(1),

T4 = m[ψ (2)(t )]L + q[ψ (2)(t )] + ε(2),

|ε(1)| � ε
(1)
0 e(4vχ (1)t−L)/χ (1)

,

|ε(2)| � ε
(2)
0 e(8vχ (2)t−L)/χ (2)

. (A16)

It follows that

M2(ρL ) = {m[ψ (2)(t )] − m[ψ (1)(t )]}L
+ {q[ψ (2)(t )] − q[ψ (1)(t )]} + εM

|εM | � 2 max{ε(1), ε(2)}. (A17)

In a nutshell, during time evolution corrections to the linearity
of nonstabilizerness are exponentially small out from a light

FIG. 8. Second space derivative of T4(ρL ) as a function of the subsystem size L after a quench from λ to different values of λ′ = λ + 0.1.
The subsystem size goes from 2 to 15. Different lines represent different times in the range from 0 (purple line below) to 4 (red line above). The
horizontal black line represents the error tolerance such that functions above the line are definitively exponential. In (a) λ = 0.5; in (b) λ = 0.9
(critical quench); in (c) λ = 1.5.
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FIG. 9. Evolution of the LE with respect to the rescaled time t/N , where t runs from 0 to 2N . In (a,b) for the large quench protocol where
the initial state is |ψ〉 ≈ |↑ . . . ↑〉, for a system of N = 100 spins. In (c) for the small quench protocol where λ′ = λ + 0.1, for a system of
N = 200 spins.

cone. The speed at which the exponential bound increases
determines the light cone in which the SE spreads out. To fig-
ure this out, we fix an error tolerance ε and we find the values
L2,ε and L4,ε such that |ε(1)| � ε and |ε(2)| � ε definitively
as a consequence of the previous bound. The SE length Lt is
max{L2,ε, L4,ε}.

Taking into account Eqs. (A16) L2,ε and L2,ε increases at
most as

L2,ε = ξ [ψ (1)(t )] log2

(
ε

(1)
0 /ε

) + 4vχ (1)t,

L4,ε = ξ [ψ (2)(t )] log2

(
ε

(2)
0 /ε

) + 8vχ (2)t . (A18)

Therefore, we can conclude that

Lt � L0 + vst , (A19)

where vs = max{4vχ (1), 8vχ (2)} is O(1) in the system size.
Remarkably, when χ (1) is comparable with χ (2), the error on
T4 spreads two times faster than the error on T2.

APPENDIX B: ADDITIONAL NUMERICAL DATA

In Figs. 5 and 6, we show the exponential decay of the
correction to the linear behavior of T2, encoded in the sec-
ond space derivative, after different quenches. Analogously,

in Figs. 7 and 8 we represent the exponential decay of the
correction to the linear behavior of T4.

In each figure, we can see that the exponential behavior
is definitive for a sufficiently large system, as predicted in
Appendix A. The size of this large system depends on time
and on the quench protocol. Therefore, capturing the defini-
tive behavior is not always possible with our computational
resources. When the definitive behavior of the derivative is
not captured by our data [e.g. Fig. 6(b)] the dashed line is red,
otherwise it is black. In this later case, we observe that the
derivative decays definitively exponentially below the dotted
line.

APPENDIX C: LIEB-ROBINSON SPEED

In this Appendix, we analyze the revivals in the Ising
model after a quantum quench to reconstruct the associated
Lieb-Robinson speed.

In Fig. 9 we plot the LE evolution as a function of the
rescaled time t/N , after the large quench, in Figs. 9(a) and
9(b), and a large quench, in Fig. 9(c). The revival time is Trev ≈
N/4 for λ′ > 1, and Trev ≈ N/(λ′4) for λ′ < 1. Therefore, the
associated velocity is vLR = 2 for λ′ > 1, and vLR = 2λ′ for
λ′ < 1. As expected from the fact that the Lieb-Robinson
velocity only depends on the quench Hamiltonian, the same
behavior is encountered both in the small quench and in the
large quench.
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