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Recent advances in quantum thermodynamics have been focusing on ever more elementary systems of
interest, approaching the limit of a single qubit, with correlations, strong coupling, and far-from-equilibrium
environments coming into play. Under such scenarios, it is clear that fundamental physical quantities must be
revisited. This article questions whether a universal definition of internal energy for open quantum systems can
be devised, setting limits on its possible properties. We argue that, for such a definition to be regarded as local,
it should be determined by using only local resources, i.e., the open system’s reduced density operator ¢ and
its time derivatives. The simplest construction, then, would be a functional U (o, ¢). We adopt the minimalist
implementation of a bipartite quantum universe, namely, two qubits in a pure joint state, and show that the
functional relationship cannot be that simple if it is to generally recover the well-established internal energy of
the universe. No further hypothesis or approximation scheme was assumed. An illustrative counterexample is
explored, and possible implications of the general constraint are discussed.
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I. INTRODUCTION

One of the central tasks in the contemporary theoretical
field of quantum thermodynamics is investigating to what
extent, if any, the principles and concepts of thermodynamics
may be applied to far-from-equilibrium quantum mechanical
systems, ultimately those containing a single degree of free-
dom. Arguably, the most fundamental challenges are faced
under the presence of correlations, strong system-environment
coupling, far-from-equilibrium initial conditions, and most es-
pecially when every physical entity is explicitly conceived as
a quantum mechanical system. Under such a general regime,
it is not clear how, or even whether, one should define the
internal energy of an open quantum system.

In the past few years, in an effort to expand the scope of
Alicki’s paradigmatic approach [1], numerous contributions
have been partly or totally devoted to the problem of address-
ing definitions of work and/or heat for open systems in the
presence of one or many of the above-mentioned generalizing
features [2—-8]. Explicitly or not, each relies on a particular no-
tion of internal energy. In turn, still on fairly general contexts,
other recent works address specific questions in quantum ther-
modynamics while relying, often implicitly, on presumably
valid definitions of open-system internal energy [9—17]. Since
there is no consensus with regards to what physical principle
should guide such a definition, many of those approaches,
being by principle applicable to identical physical situations,
may be expected to fall into contradiction with one another.
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In this work, we are concerned with the full quan-
tum paradigm, in which the presence of external (classical)
driving is expendable. For simplicity, we investigate a closed,
autonomous, bipartite quantum system, i.e., a “quantum
universe” consisting of two coupled, individual quantum sys-
tems. Therefore, our main interest is the question of energy
exchange between (two) quantum systems. In this context,
the basic element always considered is the universe Hamil-
tonian H = HS + H! 4+ HE, with three additive components,
usually labeled system (S), interaction (/), and environment
(E), respectively, which are often taken to depend on time, but
assumed to be constant in our main discussion. In this realm,
some authors assume the internal energy of S to be given by
the quantum mechanical average of its “bare” Hamiltonian
US = (H s ) [8,14—17], whereas many others sustain that, in
general, the notion of internal energy should rather derive
from a corrected energy observable, sometimes called an “‘ef-
fective Hamiltonian,” incorporating effects of the interaction
with the environment [2-5,7,9—12]. Arguably, that typically
means that the interaction energy is somehow divided among
the two interacting parties, a hypothesis made explicit for
instance in [3,9,10]; it has also been proposed that the decom-
position should include a third share, not assigned to either
system but to the correlations between them [4].

We place ourselves closer to the effective Hamiltonian
point of view, for two reasons. In the first place, it is widely
accepted that the physically observable energy of a quan-
tum mechanical system is modified by the presence of an
environment, as in the case of the Lamb and Stark shifts.’

ICf. [18]; see also [19], pp. 136, 145, and 586.
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Accordingly, it is a commonplace in the field of open quantum
systems to speak of “renormalized system frequency,” “instan-
taneous system frequency,” “time-dependent frequency shift,”
and so forth, to refer to the Hamiltonian term in the equation of
motion, which is typically identified with the Lamb shift in
the proper limit [16,19-23]. It is thus desirable that a general
notion of internal energy be able to account for such renormal-
ization. Second, a splitting of the non-negligible interaction
energy between the two subsystems is of course necessary
if one expects to be able to consistently address a separate
thermodynamical description of each of them, with a version
of the First Law, for instance, which is always an assumption,
though possibly a tacit one, if one attempts to define internal
energy in the first place.

Therefore, our departure point is to conceive internal en-
ergy in the most abstract possible way, as merely a functional
of the “relevant parameters” of the system. Usually, such a
functional is defined as the average of a certain Hermitian
operator instantaneously assigned to the system, often called
an “effective Hamiltonian.” The natural question, for which
many different answers have been proposed, is how such
an observable should be defined [3-5,7,10,11] or, more ab-
stractly, which functional encodes the internal energy. The
purpose of this article is not to introduce an additional defini-
tion for internal energy. Instead, we postulate some properties
to be satisfied by such a hypothetical, universal definition;
then, on the basis of the most minimalist implementation of
a bipartite quantum universe, we show that they cannot be
satisfied simultaneously.

One basic requirement is that a definition of internal energy
for open quantum systems should be compatible with the
preexisting notion of internal energy of a closed system. In
the “quantum universe” paradigm, this has one strong im-
plication: the internal energy of the system and that of the
environment should add up to the average of the total Hamilto-
nian US + U = (H). This property, which from now on we
shall simply refer to as consistency, is satisfied by construc-
tion, for instance, in the approaches of [9,10] on the basis
of very particular physical models, and also in [4] with the
additional correlation term, but is not discussed in [2,5,7,11].
Giving such a consistent definition is equivalent to proposing
a systematic way of splitting the average interaction energy
(H') between the two interacting systems.

An elementary question is to determine what variables the
internal energy of an open quantum system should be taken
to depend on. One of the most elegant aspects of classical,
equilibrium thermodynamics is that it allows for an a pri-
ori complex object to be described by a small number of
variables, representing macroscopically observable quantities
[24,25]. Then, the so-called (equilibrium) state of the system
of interest is taken to be completely characterized by the set
of these variables. In this sense, internal energy is a state
Sfunction, which corresponds to the fact that it is the system’s
internal degrees of freedom that determine its energy content
since the energy exchange with an environment, when it ex-
ists, is negligibly small.

In contrast, in quantum thermodynamics, the system of
interest is “simple” in nature (it contains few degrees of
freedom) but is subject to nonequilibrium dynamics, under
non-negligible energy exchange with its environment, and

nonclassically correlated to the latter, in general. Would the
system of interest be an isolated system, quantum mechanics
would establish its internal energy in a well-defined way as the
expectation value of the system’s Hamiltonian (U := (H) =
TrpH, where p is the system’s density operator). Worthy of
note is the fact that one can cast the internal energy of an
isolated quantum system as a functional of solely the density
operator and its first time derivative, i.e., U = U(p, p) (see
Appendix A). And hence not requiring the knowledge of the
Hermitian operator associated with the energy observable if
the time series of p, and consequently p, is known by any
means, e.g., state tomography. Here, we take such a result
observed in isolated systems to put forward the minimalist
hypothesis that the internal energy of an open quantum sys-
tem should follow (at least) the functional dependence U =
U(05, 0%), where ¢° := Trgp denotes the system’s reduced
density operator. Observe that under such a view, even without
exactly knowing the system’s Hamiltonian, an observer could
determine changes in the system’s internal energy if o and
03 are known. It is important to reinforce that the minimalist
hypothesis raised does not mean that the internal energy is not
dependent on the Hamiltonian. Based on what is found for
isolated systems, it conjectures that U could be determined
from the resources that can be obtained from the kinematical
knowledge of o(¢). If so, then one would have an operational
approach to determine U once o(¢) is known. In short, not
knowing what variables should the internal energy of an open
quantum system depend of, we investigate the minimalist
possibility U = U (05, 05).

Such a construction would also imply that, if two hypothet-
ical physical situations are such that S appears the same to a
local observer that can only perform local state tomography
(thus recording only o3 as a function of time, much like in the
spirit of the “operational approach” of open quantum systems
[26]), then S would be assigned the same internal energy in
both cases. Of course, a general definition of internal energy
with this property could additionally depend on higher-order
derivatives of o5. That interesting feature is a type of locality,
which in a broader sense is often sought in definitions of
quantum thermodynamical variables (e.g., [4,5,7]). We know
of at least one proposal [11] that fits in this category, further-
more with the “minimalist” dependence U = U (0%, ¢°%), and
we make a short account of it in what follows.

One possible approach to defining internal energy for open
quantum systems is to conceive the effective Hamiltonian
as the instantaneous generator H(t) of the unitary compo-
nent of the dynamics when an equation of the form ¢5(t) =
—i[H (1), 05(t)] + D(t){05(t)} on the system’s density opera-
tor 0%(¢) is available, which is known to be the case in fairly
general conte':xts.2 (We set i = 1, denote time derivatives with
an overdot ([J), and adopt the Schrodinger picture.) An advan-
tage of this procedure, which to our knowledge first appeared
in [2], is that it automatically incorporates the effects of the
environment, and would recover the well-known Lamb shift
in the weak-coupling, Markovian limit [19,22]. In turn, the
property here named consistency should be shown to hold
a posteriori. Moreover, this prescription is doubtful insofar

2See, e.g., [22], pp. 17 and 18, and also [27].
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as the decomposition of the dynamical equation into unitary
and nonunitary parts is highly nonunique, hence the same
physical situation might be assigned different values of the
amount of exchanged energy. Part of the freedom in defining
the unitary component amounts to the obvious invariance of
the commutator term alone: H(t) — H(t) + £(¢), the oper-
ator £(t) commuting with o5(¢); in particular, any £(¢) =
a(t)15, a(t) € R, is allowed. This particular arbitrariness can
be regarded as being of classical nature, for it has a clear
counterpart in the classical Liouville equation.? In the quan-
tum case, there exists additional freedom since unitary and
dissipative parts can be jointly transformed without modifying
their sum total.*

Despite the issues just mentioned, let us briefly consider
the approach of [11], in which the instantaneous internal
energy of the system of interest S is again defined as the
average of a Hermitian operator supposed to generate the
unitary part of the local dynamics, in the context of a specific
model of “universe” with a simplified initial condition, but
far from equilibrium, with correlations and strong coupling
allowed. So motivated, the identified effective Hamiltonian of
the two-level system S essentially amounts to an instantaneous
frequency given by @5(t) = —Im(lp'(t)/lp(t)), where v (¢)
is the probability amplitude of excitation of S. As a conse-
quence, with this definition, the internal energy of an open
system is a functional of its quantum state and its first time
derivative: US = U(o%, 0%). Moreover, although that work
addresses only the quantum thermodynamical treatment of S,
it is easily verified that the application of the same definition
of internal energy for the environment, under the particular
hypotheses of [11], leads to a relation of consistency in the
sense defined here.

Motivated by the overview given above, we adopt the
following premises to approach the problem of defining the in-
ternal energy of an open quantum system (S) which composes
a bipartite, closed quantum universe. (i) The internal energy of
S should be given as a functional of all relevant instantaneous
parameters of the universe; (ii) the same rule defining internal
energy should apply to the environment E, yielding a relation
of consistency, US + U¥ = (H); (iii) one should be able to
write the internal energy of either system as a function of the
system’s quantum state and its time derivatives.

We analyze the consequences of those requirements for
the simplest nontrivial implementation of a bipartite quantum
universe, namely, when both § and E are two-level systems
(TLS’s) in the absence of any external drive. The choice of
a TLS as the environment, the only significant restriction in
our framework, is the counterpart of an approximation-free

3This lack of unicity in the classical realm drove an important de-
bate in stochastic thermodynamics [28-30], the conclusion of which
relied on the fact that, in that context, system and environment played
explicitly distinct roles with respect to an external agent [31], a
distinction that is not present in the context of our interest.

“This issue recently motivated a full-length study [32], which pro-
poses to solve such ambiguity by postulating a particular kind of
extremization principle. Their approach was later employed as the
basis of a quantum thermodynamical formalism [7], which however
does not address the question of consistency, highlighted here.

approach to the space of possible consistent internal energy
definitions in our closed universe. Although the endeavor
of addressing thermodynamical concepts in such a realm
might well be put under question, the field of quantum
thermodynamics has seen a noteworthy advance of theoret-
ical proposals dismissing the usual restrictions on the size
(dimensionality) of the environment, which should then be
suited for a two-TLS universe [2,3,8]. If a universal approach
to quantum thermodynamics is to exist, then it should apply
in this case as well; if not, then one should pursue its limits
of validity, and taking the simplest model as a point of depar-
ture is one possible approach. Indeed, there are well-known
examples in recent years of the two-qubit framework, with
no room for a larger system and with correlations playing an
important role, being adopted for the experimental validation
of quantum thermodynamics predictions, namely, in NMR
systems [15,33,34].

By studying the underlying mathematical structure of the
mentioned requirements when formalized in the context of a
closed, two-TLS universe evolving from a pure quantum state,
we reduce the problem of the existence of such a definition of
internal energy to the (non)existence of solutions to a certain
linear system. We approach the latter problem numerically
and derive our main result: if it is the case that a general
rule defining internal energy and meeting all the requirements
above exists, then the functional dependency must involve,
at least, up to the second-order time derivative of the local
density operator.

Moreover, we will show that the definition used in [11] re-
mains “consistent” for a two-TLS’s universe if the interaction
and initial conditions are suitably constrained, but not when
they are generalized, which is in accordance with our general
result. The study of this counterexample might provide some
hints to the search for a generally consistent definition of
internal energy, and should also motivate further investigation
of that particular setting.

We emphasize that, in our treatment, “system” and “en-
vironment” are modeled on equal footing; there are no
equilibrium or weak-coupling assumptions; and the only re-
striction on the initial state of the universe is that it be a pure
quantum state, so that correlations not only will develop in
general, but may be present from the beginning. We also stress
that there is no external, classical driving in our description,
but our result may be easily generalized to account for driven
dynamics, as will be indicated.

The structure of the text is as follows. We begin by defining
the physical context of our analysis and introducing some
definitions to implement the ideas sketched in the previous
paragraphs (Sec. II). Next, we set up the method and main
result of this article (Sec. III), moving forward to the study
of the above-mentioned particular counterexample (Sec. IV).
Then in Sec. V we discuss our conclusions.

II. SCOPE AND FORMALISM

A. Physical setup and notation

As anticipated, our universe is a closed, autonomous quan-
tum system composed of two interacting TLS’s, henceforth
labeled A and B to emphasize the absence of any essential
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distinction between their roles; each may be regarded as the
other’s “environment.” We denote by ) = C? the Hilbert
space of system j (j = A, B) and thus H := H* ® H? is that
of the universe. Let £(X’) be the space of linear operators
on the Hilbert space X and Ly (X) the subset of Hermitian
operators. Each subsystem has a bare Hamiltonian HY) e
Ly (H), whose lowest eigenenergy is assumed to be zero (that
should not mean any physical restriction); let o) > 0 be the
remaining eigenvalue. The ground and excited states of H/)
are denoted |0Y)) and |1¢)), respectively, and thus HY) =
oV 19y (19|, By default we take N'V) := (]09) , 1)) as
a basis for H/), and for H the corresponding induced basis
N = {|k)}x=0....3, labeled by usual binary notation: |0) :=
|00) := |0*) ® |0B), |1) := |01), and so on. For convenience
we also introduce the set of Pauli operators built over N (928
defined as below:

Ux(j) = 41 |0(j)> (l(j)| +1 |1(j)> <0(j)| , (1a)
G;j) = |0(j)> <1(j)| _ l'|1(j)> <0(j)| , (1b)
Uz(j) —— |O(j)) (0(j)| +1 |1(j)> <1(j)| ) (1¢)

Please note that we have ordered A/) with the ground
state first and defined {ok(’ )} so that o/ assigns the positive

eigenvalue to the excited state. The set PY) = {1, (ak(/ M} is
a basis for £(H)) and thus the tensor products of P4 and P8
give a basis for H.

Next we introduce the interaction Hamiltonian H’, the only
restriction on which being that it must effectively represent
a (correlation-creating) interaction, i.e., it should not act (or
have any component acting) as an identity on either H\/).
Equivalently, its decomposition in products of P4 and P?

involves only the ak(j ) and not the identities:

H = Y hpot®df, 2)
Jok=xy,z

with hj, € R. We emphasize that the universe is autonomous,
i.e., H*, H®, H' are constant in time.

The universe is supposed to be in a pure state at the starting
time ¢ = 0 and therefore for every ¢ > 0; its state vector is
written

3
@) =Y vk, 3)
k=0

and we represent the components v in polar form
Yi(t) = R(1)e™ . “

The state of each subsystem at any time is described by its
density operator 0% = Trgp, 0% = Tryp, where p := ) (V]
is the universe’s density operator (time dependencies omitted
for clarity). The universe dynamics is of course given by the
Schrddinger equation

l) = —iH|y), (5)
where
H=H"+H?+H' (6)

stands for the total (universe) Hamiltonian, and the local dy-
namics are determined by partial trace as indicated above.

B. Definitions

Within the physical setup defined in Sec. IT A, we will
address the problem of defining a functional quantifying the
internal energy of the two open systems A and B. As an-
ticipated in Sec. I, we will show that, if such a functional
depends only on the local states and their derivatives, and
is consistent with the well-known energy of the “universe,”
given by H, then it must involve at least up to second-order
time derivatives. This will be done in Sec. III. The remainder
of this section is devoted to formalizing the definitions that
will be used to state the referred result rigorously.

The first one accounts for the following observation. Given
the (by now fixed) setup of a universe composed of two
interacting TLS’s in a pure global state, two instantaneous
“physical situations” may be considered distinct if and only
if at least one of the following takes place: (i) the global state
vector differs from one to the other, in the sense that they are
not connected by a global phase shift; (ii) the universe Hamil-
tonian differs from one to the other. Because the word state
already has a conventional meaning, we adopt configuration
to refer to this larger set of variables.

Definition 1. The configuration (of the universe) at a given
time, in which it is at a global state |), having total Hamilto-
nian H, is the pair

X:=(ly), H). (7

This definition is intended to implement the idea of “ev-
erything that may be known of the universe at a given time.”
In particular, it makes a distinction between two allowed in-
stantaneous physical situations that may well coincide in state
vector but not in Hamiltonian.

Remark 1.1. 1f two configurations X; and X, differ only
in global phase, i.e., if H; = H, and |[y;) = € [yn), ¢ € R,
then we identify them: X; = Xj.

Remark 1.2. The basis N was defined in Sec. II A over the
eigenstates of the bare Hamiltonians HA, H®. In this sense,
it may also change if the configuration changes. However,
if two configurations X = (Jyv) , H) and X' = ('), H') are
such that every component of |y) and H in A coincides
with every component of |1/') and H' in A/, there is no way
to distinguish between them. Abstractly, since our universe
is a closed system, all our descriptions are invariant under
unitaries in H. Then, for simplicity, we choose to fix N;
i.e., we map every physical situation into the same abstract
basis N’ C H, to which, therefore, we henceforth refer as an
implicitly defined and fixed object. This also motivates the
following definition.

Definition 2. The representation of a configuration X =
(]¥) , H) is the ordered set of 19 real numbers

X = ({RiJk=o... 3: {0)k=o. 330 &P (i) jamrye),  (8)

determined from X by the prescription of Sec. Il A. Namely,
Ry 2 0,0 < 6y < 2m are the usual complex polar coordinates
of v, the kth component of |i/) in the basis N; o/ is the
nonzero eigenvalue of HY); and {hj} are the Pauli matrix
components’ of H'.

SWe stress that the Pauli bases P/ are built over the number bases

N,
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Remark 2.1. It should be clear now that two configurations
are identical if and only if their representations differ only by
a global phase translation {6} — {6 + ¢}.

Remark 2.2. As per the Remark above, the representation
is not properly a function of the configuration since the same
configuration admits a whole family of representations (dif-
fering by global phase translation). This is, however, not a
problem for our purposes. On the other hand, in view of
Remark 1.2, the (noninjective) correspondence X +— Xis well
defined.

Definition 3. The configuration space (of the universe) is
the set S of all possible configurations X, identified pairwise
according to Remark 2.1.

Remark 3.1. Clearly, the set of all possible representations
of configurations is the 18-dimensional hypersurface

x €RY:R 20,3, RI=10<6 <2m,0% >0}
©)

Remark 3.2. S is a 17-dimensional manifold since it is in
ong-to-one correspondence with § modulo a joint shift of the
Ok

Definition 4. An internal energy law (IEL) is a function
£:5— R

Remark 4.1. Each value in the real ordered pair £(X)
is meant to represent the respective open system’s internal
energy, in the underlying configuration X of the universe,
according to the law £. We may denote X+ £(X) =
(UE(X), UZ(X)) or just, e.g. UZ, for shortness, if the config-
uration is implied.

Remark 4.2. As a consequence of our definitions, the result
of applying £ to X = (|y) , H) cannot depend, for example,
on the global phase of |/).

Definition 4 implements the idea of “a way to define the
internal energy of an open system.” The definition of configu-
ration (1) shows its use here since it encodes all the variables
upon which the internal energy, being an instantaneous notion,
could possibly depend; in particular, the configuration deter-
mines all the time derivatives of |{) since H is a constant.

In usual quantum thermodynamical constructions, such a
functional appears as the usual average of a certain Hermitian
operator, either the bare Hamiltonian H () [8,14—17] or some
“renormalized”, effective Hamiltonian A instantaneously
assigned to the system j [2-5,7,9-12]. We stress that this
is just a particular way of implementing what we are here
defining as an IEL. Conversely, given an IEL, it is trivial
to define an observable whose average implements the same
rule: HD(X) := (Qijll)w(f))’lUéj)(X)H(f). Our description is
focused on the functional that directly gives the real values
U4, U®, which is simpler and suffices to derive our results.

®More properly, S is easily seen to be a 17-dimensional manifold
by its own construction since the space of normalized state vectors
of H = C*, identified pairwise when connected by global phase, is
the six-dimensional manifold CP3 [35], while the Hamiltonian part
is trivially isomorphic to (0, c0) x (0, 00) x R°.

The next step is to incorporate the requirement of consis-
tency.

Definition 5. An IEL & is said to be consistent if, for every
X € S, the following equation holds:

U£(X) + UE(X) = (H) (X). (10)

Note that (H), as any instantaneous quantity, is in-
deed a function of the configuration: if X = (|1), H), then
(H) (X) := (Y [H|Y).

It should be emphasized that consistency is a global notion,
in the sense of the configuration space S. Concretely, then, if
an IEL is consistent, it embodies a universal way of consis-
tently defining internal energy, that is, a rule that respects the
quantification of internal energy of the universe regardless of
the initial condition and way of coupling between A and B.

At this point we have materialized the first two informal
requirements of Sec. I. The following definitions will account
for the third and last one. This step is a little more lengthy, but
we may keep in mind that our purpose is just to define the idea
of the internal energy “depending only on the local state and
its derivative.”

Definition 6. The I-extended state of the system j (= A, B)
at a given time is the ordered pair of the density operator o/
and its first time derivative, at that time. We denote

o) =", o). (1)

Remark 6.1. GY ) is also a function of X, so we may even-
tually write 6(1’ ) (X) [the derivative is given by the equation of
motion (5)]. Moreover, for shortness, let ):(l" ) be the set of all
physically allowed 1-extended states of j; that is to say, all
1-extended states of j that can be obtained from all configura-
tions X € S.

We will also need to represent 1-extended states by real
coordinates. The most convenient choice is to adopt the basis
N (recall Remark 1.2).

Definition 7. The representation of a I-extended state
019 = (o, 0V) € T is the set of six real numbers

oi! = (Realf. Imof. oifs Reglf. malf. oY) (12

obtained from the matrix representation of (o, ) in NV,

Remark 7.1. Of course, every ¢/ = (0, 0U") € T is
such that o), 0 are Hermitian and have traces equal to
1 and 0, respectively, and therefore the two elements indi-
cated on the representation are sufficient to determine all the
remaining matrix elements; the basis N () then suffices to
recover the operators o, o,

Remark 7.2. The representation by itself is a mapping
orY ) > al(j ). This defines implicitly a subset of R®, namely,
the one whose elements may represent 1-extended states of
Jj. We denote it Ei’ ). As per the remark above, the inverse
mapping Ul(j ) > a(]j ) is well defined in Ef'i ), Very importantly,
here we have a one-to-one correspondence (contrary to the
case of S and S, recall Remark 2.2).

Remark 7.3. 1t is simple to see that £{ = £¥; we then
indistinctly denote them X;.

It would require additional effort to explicitly characterize
the elements of X; since the constraint ¢ > 0 is of cum-
bersome expression in terms of the chosen coordinates and,
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FIG. 1. Schematic illustration of the property here named strong
1-locality. Each arrow represents an application between two of the
three sets involved: the configuration space S; the real line R; and
the set of 1-extended states of j, X(lj). If the IEL & is strongly 1-
local, then the application £ (dashed arrow) exists and is such that
UY = 80 o),

further, the corresponding constraint on o is even more subtle.
For our purposes, however, such a characterization is unessen-
tial. In particular, note the following:

Remark 7.4. The existence of the representation a(lj ) >
al(j ) implies that the dimensionality of the manifold Xﬁj ) is
no greater than 6.

Definition 8. AnIEL & is said to be (strongly) 1-local if the
internal energy U, éj ) can be written as a function of o and
its time derivative; that is to say, if there exist two mappings

EW . Xij) — R such that, for every X € S,
EN(0V(X)) = UL (X). (13)

This definition relates to the idea of a “rule defining the
internal energy of open systems” (an IEL, Definition 4) being
able to be “written in terms of local variables,” where local
means, as in Sec. I, “accessible to a measurement apparatus
that can only record o) as a function of time.” Of course,
to account for this idea more properly, one should define an
n-extended state, with the first » time derivatives of 0/’; how-
ever, for our purposes, the definitions above suffice: we will
investigate the hypothesis that the first derivative is enough.
Now rigorously defined, this property is a rather nontrivial
one, particularly if one also requires consistency, as we will
see shortly (see note after Theorem). The diagram of Fig. 1
shows the relationships among the three sets and three appli-
cations involved in this definition, regarding one of the open
systems.

It cannot be overemphasized that an IEL being strongly
1-local means that it determines the internal energy of j from
sole knowledge of o, o). It should be clear that the quan-
tities related to the universe Hamiltonian or its components
are not conceived as given parameters, but as independent
variables (recall Definition 1). Then, in our picture, locally as-
sessing the interaction parameters 4 i, or even the bare energy
gap o', means extracting them from the time derivatives of
o). (Note that an energy measurement in j is by hypothesis
not expected to give w'/!) That is why a “O-local” IEL (a
function of o) alone) could never have the desired physical
meaning, hence we investigate the possibility of 1-locality, the
“minimalist” hypothesis described in Sec. L.

Before we move on to the statement of the main problem
to be pursued in this article, we make an additional definition.
We are not interested in its physical significance, but merely
in its logical relationship with the previous one.

Definition 9. An IEL & is said to be weakly I-local if the
internal energy Ué" ) can be written as a function of o?, o5,
and their first time derivatives; that is to say, if there exist two
mappings £ : T4 x Y8 — R such that, for every X € S,

é(,/')((,fl\(x)7 af(X)) = Uéj)(X). (14)

Remark 9.1. If an IEL is strongly 1-local, it is weakly 1-
local as well.

III. GENERAL CONSTRAINT
A. Statement of the problem

Put in terms of the definitions just given (Sec. II B), what
we have highlighted in Sec. I about the proposal of [11] is
that, if worked out, it suggests the possibility of an IEL being
consistent and strongly 1-local, i.e., it suggests that one could
set up a consistent rule defining internal energy as a function
of the open system’s quantum state and its first time derivative.
Nevertheless, as we will show in Sec. IV, the particular IEL
employed there (or, to be precise, its generalized counterpart
in the case of a 2-TLS universe) is not consistent in our sense
(Definition 5), since it yields a consistency relation [Eq. (10)]
only for a particular, zero-measure class of configurations,
corresponding to the specific model interaction and initial
conditions analyzed in that work.

This observation motivates the following question: If not
the one employed in [11], is there some other rule with those
two simple properties? As we anticipated in Sec. I, the answer
is negative. Indeed, even a rule that depends on the local states
and first derivatives of both open systems to define the local
energy of each of them cannot be truly consistent. That is
the main result of this work, to be achieved in this section.
Formally, we have the following statement.

Problem 1 (Strong). Find an IEL that is simultaneously
consistent (Definition 5) and strongly 1-local (Definition 8).

Incidentally, our method will show that even a weaker
version of this problem is not solvable.

Problem 2 (Weak). Find an IEL that is simultaneously con-
sistent (Definition 5) and weakly I-local (Definition 9).

B. Method and result
1. Mathematical structure

To show that Problem 2 is unsolvable, we begin by making
the following observation.

Proposition 1. 1f Problem 2 is solvable, then there exists
an application G : 34 x ¥# — R such that, for every X € S,

G(o1(X), 6% (X)) = (H) (X). (15)

Proof. This is nearly trivial. Let the IEL £ be consistent and
weakly 1-local (hypothesis). Then, for every X € S, applying
weak 1-locality (14) to the consistency relation (10) yields, for
specific functions £V,

EN (07 (X), a8(X)) + €2 (a1 (X), o%(X)) = (H) (X), (16)

which has the structure of (15) with G := &4 + &B. |

Despite how trivial it may seem, the statement above pro-
vides us with a powerful test, insofar as it settles an equality
between an a priori unknown function of the I-extended

042209-6



CONSTRAINT ON LOCAL DEFINITIONS OF QUANTUM ...

PHYSICAL REVIEW A 108, 042209 (2023)

states, the function G, related to the hypothetical, undeter-
mined IEL &, and a well-known function of the configuration,
the average Hamiltonian (H). Intuitively speaking, if we
can change X, “infinitesimally,” for instance, in such a way
that 4 (X), ¥ (X) remain unchanged, but at the same time
(H) (X) changes, then we can be sure that (H) is not “a
function” of (a‘l‘, af ) alone, that is, a G as in (15) cannot exist
and, therefore, Problem 2 must be unsolvable. Essentially, this
is the content of our method. The proposition and theorem that
follow merely formalize this idea.

Proposition 2. LetU C R" be anopenregionand f : U —
R, g: U — R™ be differentiable maps. Given xp € U, con-
sider the linear system

(D,,8) dx =0,

(Do f) dx = bf

in the variable dx € R”, where 0 #  f € R, and D,F denotes
the derivative of F at p (Jacobian matrix). Explicitly,

(Dng])dx = 0,
(DXngz)dx =0

a7)

(18)
(ongm)dx = 0,
(DXOf)dx =6f

is a system of m+ 1 equations in the n variables dx =
(dxy, ...,dx,) € R". Under these conditions, if there exists
an f :g(U) C R™ — R such that f(g(x)) = f(x) for every
x € U, then, for any x( € U, the system above is inconsistent.

Note 2.1. This proposition is of particular interest when
1 < m < n, so that g is typically not invertible and the exis-
tence of an f as above is nontrivial.

Note 2.2. Provided 8 f # 0, its value is clearly irrelevant
for the question above, so we may set § f = 1 for simplicity.

Proof. See Appendix B. |

Finally, we use Propositions 1 and 2 together to obtain a
verifiable signature of the nonexistence of an IEL satisfying
Problem 2.

Theorem. If Problem 2 is solvable, then the linear system

(Dx,01)dX =0,
(Dx,01)dX =0,

(Z R,%)dx 1
H))dx

(Dx, {

0

=8E #0
in the 19 variables
dX = ({dRi}i=o....3: {dOJi=0....3: do’, do®;
{dhji)jumry) € RY (20)

is inconsistent at every configuration representation X, €
int(S), where int(S) is the interior of S [Eq. (9), except for
points with some R; = 0 or 6, = 0].

Proof. The statement is simply what results from applying
Propositions 1 and 2 to our context of interest. Although it is

quite intuitive, a formal proof is worthwhile. We defer it to
Appendix C. |

Note. Equation (19) is a system of 14 equations in 19
variables; ordinarily such a system is expected to have infinite
solutions. At the present level of abstraction, therefore, it has
become clear that Problem 2 is most likely impossible to solve;
in other words, we can already sense that being consistent is
an extremely strong requirement for a weakly I-local IEL, and
vice versa. Of course, this is reminiscent of the fact that the
manifold X? X E? has (no more than) 12 dimensions (Remark
7.4), whereas the configuration space X has 17 (Remark 3.2);
one should not expect to be able to “recover” the configuration
given only the pair of 1-extended states and, thus, in prin-
ciple, nor to generally recover a particular functional of the
former.

Of course, however, some “hidden similarity” between the
structures of the functions o'l(’ )(X) and (H) (X) could result
in the opposite, counterintuitive case happening, i.e., the last
row of the coefficient matrix of (19) could turn out to be
a linear combination of the preceding ones, resulting in an
inconsistent system, and that is why we go further towards
ruling out such possibility. Since the number of variables is
too large to be worked out analytically or even by symbolic
computation, we resort to a numerical approach.

2. Numerical method

With the result above, we find ourselves in a position to
numerically test whether a solution to Problem 2 may exist.
Strictly speaking, that could be achieved by merely choosing
one point Xy € intS, even arbitrarily; computing the matrix
elements of the linear system (19); and showing that it has
at least one solution. That being done, we would be sure that
Problem 2 is unsolvable, i.e., that an IEL cannot be consistent
and weakly 1-local. More precisely, we would be finding that
the referred properties could not be simultaneously satisfied
by any single IEL in the entire “bulk” of S, which by itself
would indeed rule out those two properties as defined in
Sec. I B, insofar as they refer to “global” relationships (recall
Definitions 5 and 9). Nevertheless, it is quite simple to go
further: if we can generate an appreciable number of well-
distributed points Xy across intS and show that the system (19)
is solvable in all of them, we will be finding strong evidence
that even an IEL satisfying those two properties “locally,” in
“bulk” regions (i.e., open, thence nonzero-measure, subsets)
of S, cannot exist.

We then proceed as sketched above. Since we are not to
systematically discuss the choice of the probability distribu-
tion in intS, nor which number of generated points should be
considered “large,” we shall keep the latest, strongest con-
clusion anticipated in the previous paragraph in the level of
a “strong evidence,” whereas the first one is clearly more
rigorous. Our numerical routine, implemented via a Python
script, consists essentially of the following steps:

(1) Randomly generate a point X, € intS by drawing on a
uniform distribution on the respective range of each of the 19
real coordinates [Eq. (9)].

(2) Build the matrix M of the system (19) by numerically
differentiating o\, Y", R?, and (H), as functions of X, and
evaluating the results at X,.
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(3) Call a least-squares routine to numerically find a “can-
didate” particular solution dX to the system M.dX = b, where
b is a 19-list filled with zeros except for the last entry, which
is set to one (recall Proposition 2, Note 2.2).

(4) Evaluate M.dX - b and check whether its Euclidian
norm is zero to within a certain absolute threshold.

(5) Repeat until the desired amount of points is achieved.

Two observations regarding the procedure above should be
made:

(1) In principle, the coordinates '/, ki should be drawn
from unbounded intervals. Although this is by no means im-
possible, we choose to keep the simplicity of using uniform
distributions on, respectively, the intervals (0,1) and (—1, 1).
This should not represent any loss of generality since any
choice of those 11 energy values within their original ranges
should be physically indistinguishable, at least insofar as only
the properties here investigated are concerned, from another
one, obtained from the first by “normalizing” by its largest
absolute value. In short, only the ratios of energies should
be relevant and therefore we can sample only in the bounded
intervals just defined.

(2) The routine involves two computational parameters,
in principle arbitrary: (i) the accuracy / of numerical differ-
entiation, and (ii) the threshold under which the remainder
M.dX - b is considered zero. Because we employ two-point
central-difference numerical derivative and computations are
performed with double floating point precision, the estimated
optimal choice for % is about 10~°, which we adopt.With this
choice, the precision in the matrix elements of M should be
expected to be no better than about 107137 so that we choose
a threshold 10~!? for the norm of the remainder.

3. Result

Under the settings above, with a sample of 5 x 103 points
Xo, we found that the system always has a solution. Even
shrinking the threshold to 10713, close to machine precision,
the result remains. The Jupyter notebook is available upon
request.

4. Summary

In this section, we have proposed the problem of the
existence of an internal energy law (IEL) satisfying simul-
taneously the (global) requirements of consistency and weak
1-locality, all defined in Sec. I B. We then showed that the
existence of one such IEL would imply that a certain linear
system [Eq. (19)], with five variables more than equations,
be unsolvable at every configuration representation Xy € intS.
We then tested such hypothesis numerically, showing that the
system consistently turns out to be solvable, to the best accu-
racy attainable with standard machine precision, for 5 x 10°
randomly sampled representations. This result further sug-
gests that even an IEL satisfying locally the requirements
of consistency and weak 1-locality in any open (and, thus,
nonzero-measure) subset of S must not exist.

As already pointed out at the beginning of this section,
though, we do know of an instance of an IEL satisfying the

"See, e.g., [36], Sec. 5.5.

referred properties “locally,” under a very particular physical
setting, which turns out to represent a zero-measure subset of
the configuration space. The next section is devoted to this
counterexample.

5. Addendum: Driven dynamics

All our theoretical framework so far has been built upon the
hypothesis of an autonomous universe, i.e., the Hamiltonian
H was assumed time independent, which is justified by the
point of view adopted since Sec. I: we are interested in the
energy exchange between quantum systems; or, equivalently,
we recognize that, at the most elementary level, all relevant
physical entities should be described quantum mechanically.
Nevertheless, it is a simple task to generalize the formalism
to account for classically driven systems, i.e., time-dependent
Hamiltonians. To avoid complications, though, one must sup-
pose that the individual Hamiltonians H/) vary only in their
energy gap o'/, i.e., their eigenvectors should still be assumed
constant. With this sole restriction, our result, that a consistent
IEL cannot be weakly 1-local, is easily seen to remain valid.
Although the definition of configuration as made here is of
more limited use in the time-dependent case, insofar as the
time derivatives of H would need to be included if higher-
order derivatives of the o¥) were concerned, such inclusion
is clearly immaterial if one is to derive a result on 1-local
IELs, and then all steps through the Theorem can be taken
identically.

IV. A COUNTEREXAMPLE

The definition of internal energy found in [11] is strongly
1-local in our sense (Definition 8). The study concerns a
particular physical model, of a TLS coupled to an electromag-
netic field via exchange interaction, with a particular initial
condition, of a pure universe state restricted to the zero- and
one-excitation subspaces; under these special conditions, a
relation that we would name consistency (Definition 5) can
be derived.

In this work, the universe comprises two TLS’s, each play-
ing the role of an “environment” to the other; nevertheless,
it is straightforward to “mimic” the interaction Hamiltonian,
initial state, and effective Hamiltonian of [11] in this different
setup. This is done in the present section. We first introduce
the energy renormalization law (IEL) analogous to that of
[11], motivated by the limiting case of uncoupled systems
(Sec. IV A); then we introduce the interaction Hamiltonian
(Sec. IV B 1) and initial condition (Sec. IV B 2), showing that
a “local” relation of consistency is indeed reproduced here,
but that it loses validity if the interaction or initial condition
is modified (Sec. IV B 3). The goal is to illustrate the abstract
concepts and definitions involved in our main result, as well
as to indicate possible guidelines for further investigation.

A. Uncoupled systems

We first consider the limiting case of two non-interacting
TLS’s, H' = 0, for which there is no doubt as to what operator
represents the physical energy of each system. In this case the
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equations of motion (Sec. I A) give

= (g (o + wm) o

where the subscript 10, given by Hermiticity, was omitted for
clarity. (The analogous equation for B is easily obtained by
the symmetry A < B, | <> ¥.) In turn, regardless of H I

i (WP P Yos + v ’
) _< * ol sl ) P

We readily see that each TLS (j) displays a very simple re-
lationship between the matrix elements of 0¥’ and 6, on the
one hand, and the bare Hamiltonian H”, on the other. In fact,
Egs. (21) and (22) yield 0§, = iw"0f,, which is immediately
obtained for B as well, so that

' oV
oY) = Im % ) (23)
7

Qo1

Therefore, the internal energy law given by
j ). Ny ()
o > Ugl == Tr(oVHp),

Hl({jc) — C?)(U(j)) Il(j)) (1(j)| ,

(24)
= ()
(W) := Im (Q(i>,
()
Qo1
is such that, for noninteracting systems,
A9 = HY, (25)

‘We adopt the label rotating coherence (RC) to refer to this par-
ticular IEL and the corresponding effective Hamiltonians, in
reference to the fact that they “detect” the transition frequency
@) as the rotation frequency of the phasor o}/, the coherence
of the density matrix ¢ in the natural basis N’ (Sec. I1 A),
in the complex plane.

The RC internal energy law is the first (and only) concrete
instance of an IEL to be considered in this article. We have
just seen that it recovers the bare Hamiltonians in the lim-
iting case of no interaction, which is desired. Moreover, it
clearly is strongly I-local, by definition (Definition 8). And,
from Eq. (25), it follows readily that it satisfies a consistency
relation: if Upc := Ug + U, then in the no-interaction limit

Urc = Tr(QAF]ﬁ‘C) + Tr(QBﬁlfc)
= Tr(o*H*) + Tr(0®H?)
= (H") + (H")
= (H) (H' =0). (26)

According to our result (Sec. III B 4), such a relation can-
not hold in general, i.e., for arbitrary interaction and initial
condition. However, as motivated by [11], where the proposed
IEL is essentially analogous, we will check that, for suitable
interaction and initial condition, the RC rule still exhibits a
nontrivial consistency relation. We can also see the breakdown
of consistency under the slightest change in the interaction
model or initial condition. This is the matter of the next topic.

B. Excitation-conserving interaction
1. Hamiltonian

We will address the question of consistency of the RC
internal energy under the following interaction Hamiltonian:

HY'R = Aolo? + Aolol + Acla?,  (2D)

parametrized by A € C, A € R, where crij oV = afrm

are the usual pseudospin operators, o/ = [1(0) (00|, By
writing the explicit matrix forms, it is not difficult to
verify that H}"\" is the most general interaction Hamil-
tonian that commutes with the ftotal number of ex-
citations operator, N := N4 + N = |1") (1" @ 12+ 1* ®
|18) (18| = diag(0, 1, 1, 2)|r. It follows, in particular, that
the observable N is conserved under the evolution generated
by H := H* + H® + H'Y

We shall also consider the particular cases obtained by
making A =0 or A = 0 in (27), respectively, the exchange
and dephasing interactions

HY = Aolo? + A*olo?, (28)

HY = Aolo?. (29)

The former is analogous to the Jaynes-Cummings model of
interaction between a TLS and a harmonic mode, a version
of which was adopted in [11]; the latter can be thought of
as an Ising-type dipole coupling between two spins (in the
same direction of the local fields), and we include it in our
interaction model for reasons of contrast, to become clear
later.

2. Dynamics in the absence of double excitation

To derive our analytical results, we make a restriction anal-
ogous to that found in [11]: the initial state of the universe
is taken to be | (0)) = ¥9(0)[00) + ¥1(0) |01) + ¥2(0) [10).
(We will also show results of numerical simulations for a
more general initial state, Sec. IV B 3.) The already mentioned
symmetry of H{"\" then implies that, for any 7 > 0,

[ (1)) = ¥o(0)|00) + ¥(1)|01) + Ya(2)[10), (30)

where we suggestively adopted the notations ¥, =
Y, ¥ 1= ) since these quantities will give the respective
excited populations.

We intend solely to calculate the quantities Uz, Us, and
(H). The crucial equation is (24); we then need the matrix
elements of o), o), in terms of the y; and the parameters
entering H.® The former was already given in Eq. (22); it is
obviously unaffected by the interaction; we just particularize
for ¥r3 = 0 (time dependencies suppressed):

1 _ 2 *

ot = ( :“' ‘ﬁ;ﬁg) (31a)
1 _ 2 *

of = ( stl ]”1;;”'5) (31b)

8This corresponds essentially to writing the 1-extended states as
explicit functions of the configuration (Sec. II B).
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The calculations leading to the 0/) are considerably simpli-
fied by the fact that 3 = 0. We defer them to Appendix D;
the results are

. B A *
o = Tenp — (I Wl A* Y5 + (@ 2A)wA]>, .

+2 Im (AY¥B)

VoAV + (o — 2A)w§1>' (32)

%
.B = Trap =
e ==, —2 Im (A ¥p)

The suppressed terms are implicit since 0 = o', Tro = 0. As
expected, each equation can be derived from the other by the
symmetry A <> B, A < A*.

3. (In)consistency relations

We now apply Eq. (24) to this particular case. With (31)
and (32),

0% — I (iwo[A*w;; + (@ - 2A)¢;:]>
VoV

_ wh—2A 4 Re <A@), (33)
Va

so that U := (Hj-) = Tr[o?@(a?) [14) (1] = [yul*@(c?)
gives

Ule = [Wal2(@* —2A) + Re (Aysy));  (34)
inturn (A <> B, A < A¥)
Ug. = [¥pl*(@® —2A) + Re (Aypys). (35)

Therefore, the total internal energy, according to the RC law,
results

Urc = [Yul?0® + [¥5)*0® + 2 Re (Ay; )
—2(1 = [$oHA, (36)

where we used normalization || + [¥a|*> + [¥p|* = 1.
In turn, the average of H = H* + H® + H}"\" gives (cf.
Appendix D)

(H) = |yal’o + [Y5I°0® + 2Re (AY;¥5)
—2(1 — |Yo]H)A + A. (37)

The two preceding equations then give, for the number-
conserving interaction Hamiltonian [Eq. (27)]

Urc = (H) — A, (38)

where we should have expected Urc = (H) (consistency).
Equation (38), besides generalizing (26), shows, at once, the
following:

(1) Indeed the rotating-coherence IEL (24) gives a “lo-
cal consistency” relation for the exchange interaction [(28),
or (27) with A = 0] with an initial condition bound to the
[N = 0] & [N = 1] subspace, which corresponds exactly to
“mimicking,” in our two-TLS universe, the conditions of [11]
for which such a relation may be found.

(2) Nevertheless, the same relation ceases to hold even if
we maintain the special characteristic of no-double-excitation
dynamics but switch to the more general Hamiltonian (27).

(a) (b)

1.21 1.0
1.0 085
0.6
0.81
0.4
5. 0.6 Ve
o 0.2
2 0.4
& : : : :
X (c) (d)
7 : ; 2
% 5.0
> 11 ~osech AN _r~ar
2.5 A A
0.0{ < /TN AT P o
_25_
_1_
—5.01, : : : : :
0 5 10 0 5 10
w? x Time

FIG. 2. Numerical simulation of the RC law, Eq. (24), showing
the quantities U (dotted green), UZ. (dashed-dotted orange), Urc
(dashed blue), and (H) (red). The “bare” frequencies are »* = 1 and
8 = 0.85; the interaction Hamiltonian is (27), with A = 0.83 +
0.41i and switching values of A: (a), (c¢) A =0; (b) (d) A = 0.64.
The initial state is [ (0)) o< |00) + [01) 4+ |10) + o |11), withax =0
in (a) and (b) and @ = 1 in (c) and (d). The upper half then illustrates
Eq. (38): for ¥3(0) = 0, RC yields “consistency” if A =0, but an
offset —A otherwise. The lower half shows that for more general
initial conditions the quantity Ugc actually becomes time dependent,
even for autonomous dynamics dH/dt = 0.

With regards to the last point above, we observe that it
seems unlikely that one could correct the IEL (24) so as to
make an additional A come up in the average of H since
for an (even weakly) 1-local IEL this parameter should be
“extracted” from the pair (32), where it appears “tied” to other
terms, particularly the /.

As a matter of illustration, we show in Fig. 2 results of
numerical simulation of the discussed quantities for the in-
teraction (27), switching from consistency to nonconsistency;
for completeness, aside from reproducing the analytical re-
sult of Eq. (38), we also simulated an initial condition with
Y¥3(0) # 0, for which no calculation was performed.

4. Discussion

In this section, we introduced a strongly 1-local IEL that
seems natural to define in the limiting case of uncoupled
TLS’s. We also showed that it appears to be “consistent” if we
analyze only the particular case of the exchange interaction
(28) in the absence of double excitation (30), a setting to
which we henceforth refer as the control case, but that this
“consistency” breaks down if either restriction is given up.

First, it should be stressed that the emergence of a consis-
tency relation for the RC law in the control case does not at
any rate contradict the general constraint derived in Sec. III.
The referred IEL was actually shown to be not consistent,
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insofar as our notion of consistency (Definition 5) is a global
one: it supposes certain equality to hold for every configu-
ration X € 5, which in practice means for any interaction
Hamiltonian and (pure) initial universe state.

We can go further and observe that even the stronger result
claimed in Sec. IIIB4, that a weakly 1-local IEL cannot
satisfy a consistency relation in any open region of 5, remains
valid: the control case corresponds to a zero-measure subset of
S, the one defined by R; = 0 and a particular set of constraints
on the Aj, thus not an open subset, and therefore it is not
contradictory that “local consistency” can arise for a 1-local
IEL in the control case.

Notwithstanding the fragility of the “consistency” of the
RC Hamiltonian, it is noteworthy that such a property is able
to be found in a strongly 1-local IEL for a nontrivial, physi-
cally meaningful setup, namely, the control case. In fact, we
have not found a different setting (interaction and initial state)
to exhibit such “singular” phenomenon, which naturally leads
to wondering whether there exists some particular physical
property in the control case that makes it “special” in this
sense. If the answer were positive, one could speculate this
particular setup, or its counterpart in a universe comprised of
a TLS in a boson bath, studied in [11], to be particularly “ap-
pealing” for addressing quantum thermodynamical questions.

In trying to figure out what special physical feature of
the control case separates it from the general case in which
consistency of the rotating-coherence law (24) breaks down,
we have not as yet been able to find a conclusive answer.
The following hypothetical explanations were considered and
should be discarded:

(1) The obvious symmetry [HY", N] = 0, conjugated with
the hypothesis ¥3(0) = 0, which implies the particular form
of the state vector (30): this feature does not distinguish
the control case from its “extended” version with H! =
HR‘}X', A # 0, for which the RC law already loses its “con-
sistency” [Eq. (38)].

(2) Some “hidden” symmetry or conserved quantity, pe-
culiar to Hg*: actually, it is possible to show, by explicit
construction, that if O € Ly (#H) commutes with H5*, then O

automatically commutes with Hzep' as well, and thus again we
did not “isolate” the control case.

(3) The low dimensionality of the accessible region
of S: the constraints y3 =0, H' = H* define an eight-
dimensional submanifold of S, which perhaps could be
rendering the inversion X > (07, 6%) possible in this par-
ticular case; however, the same dimensionality reduction
is achieved with H' = H"\" if, for example, we impose
Im A = 0, and thus, again, the control case is not isolated.

We thus leave the suggestion for future investigation to
seek a more physically appealing characterization of what
we have defined as the control case, by means, e.g., of some
informational property, and its connection with the possibility
of establishing a strongly 1-local IEL in that particular setting.

V. CONCLUDING REMARKS

Appreciable effort has been devoted in recent years to ad-
dressing a thermodynamical treatment of elementary quantum
systems, most noticeably those far from equilibrium, strongly
coupled and correlated to their environments [2-17]. A

related trend is to leave off the conception of work as energy
exchanged with a classical agent, aiming toward the study
of energy exchanges within a closed, autonomous “quantum
universe” [3,4,7,8,11,12,15]. Those features arguably set up
the ultimate scope of quantum thermodynamics.

In this realm, it is certainly disputable whether or not one
should expect to be able to speak of internal energy of an open
quantum system. Many authors have been assuming the posi-
tive answer, either explicitly, or implicitly through definitions
of work and heat. In this broad sense, several distinct notions
of internal energy are available in the literature, each based
upon a particular set of physical principles and/or conceptual
requirements [2—-8,11].

Here, we addressed the question of whether a general, “uni-
versal” definition of internal energy for open quantum systems
may be designed. As a first attempt to rigorously approach
this issue, we established two basic properties that such a
hypothetical definition might be expected to satisfy. The first,
most elementary requirement was named consistency: in a bi-
partite universe, the same definition should apply indistinctly
to the two parts, in such a way that the sum total of the
internal energies is equal to the internal energy of the whole,
which is well defined a priori. The second property, accepted
provisionally, is that the effective Hamiltonian of each open
system, at a given time, would depend only on its quantum
state (reduced density operator) and the time derivative of the
latter; operationally, that would be a minimalist implementa-
tion of internal energy being a local quantity, in the sense of
being determined only by the local state dynamics.

As a setup for testing the hypotheses above, we considered
a closed, bipartite quantum universe comprising two two-level
systems (TLS’s), evolving autonomously from a pure quan-
tum state. By developing the mathematical structure behind
those requirements and with the aid of numerical computa-
tion, we showed that they cannot be simultaneously satisfied
in that context. Our result equally applies if in the same
context we allow for time-dependent Hamiltonians, provided
the individual components vary with time only in eigenvalue
but not in eigenstates. We actively intend to depart our method
from those approaches relying on results derived for particular
interaction models; in fact, given the restriction to two TLS’s,
we have considered all possible interactions between them.

An honest interpretation of a negative result should account
for every underlying hypothesis. So inspired, the conse-
quences of our result might be one or more of the following.
(1) Internal energy should depend on the second and/or higher
derivatives of the density operator. That would be an interest-
ing fact in its own right, particularly because the expressions
would have to involve terms of second order either on the
global density operator or on the Hamiltonian. (ii) Internal
energy should depend on something more than the local state
and its derivatives, which indeed seems to be the case of
many existing proposals [2,3,5,7]. In this case, one should
either carefully argue why such a prescription should be con-
sidered local, or deal with the consequences of conceiving
“internal” energy as a nonlocal attribute. As a matter of fact,
recently, it has been shown [37] that a consistent definition of
internal energy can be constructed from the system’s reduced
matrix knowledge, but that is only well determined if the
system-environment interaction is known, which is certainly
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a nonlocal property. (iii) Internal energy is not consistent, i.e.,
in a closed universe, the internal energies of the parts do not
add up to that of the whole. Then the idea of internal energy
for open quantum systems probably should be abandoned, and
consequently those of work and heat as well. Or simply (iv)
neither of the above happens, but the idea of internal energy
just is not “universal” in the sense that it does not apply for
a universe of two TLS’s and/or in such a general regime as
considered here. Then the task would be to determine “where”
the “borders” come about, i.e., whether the limiting factor for
thermodynamical addressability is small environment, strong
interactions, presence of (quantum) correlations, or absence of
thermal equilibrium, keeping in mind that, combined or not,
all these elements are becoming familiar in modern quantum
thermodynamics literature.

Our result may also be connected with the notion of local
passivity, which is relevant in the study of energy extraction
from local subsystems. As put forward by Refs. [38,39], CP-
local passivity is defined as a condition of a bipartite system in
which the global system energy cannot be reduced through the
application of any local [completely positive trace-preserving
(CPTP)] map on one of its parts, a condition which was shown
to hold in some relevant situations, as well as to be linked with
entanglement. Back to our framework, if an internal energy
law (IEL) could be designed satisfying strong locality and
consistency, then the total energy of a bipartite system would
always (i.e., for any pure global state) be prone to change
by suitable manipulation of the reduced density operators
(and their derivatives), which is arguably achievable through
CPTP operations and could possibly leave room for energy
extraction. Further, our negative result was crucially built on
the tacit requirement of universality, meaning that an IEL with
the conjectured properties should “work” for all possible pure
global states, most of which are, of course, entangled. In this
sense, our findings might reinforce the notion that entangle-
ment constrains the possibility of local energy extraction (or
even addition).

Aside from deriving the general constraint above, we con-
sidered a particular counterexample, inspired by the approach
of [11], where internal energy is (implicitly) defined as de-
pending only on the system’s state and its derivative, and
seems to be consistent in our sense, as can be verified easily.
We showed that, despite our setup of two TLS’s being distinct
from that considered in the referred work, in which one of
them should be replaced by a boson bath, it allows for the
interaction model and initial condition of the latter to be “em-
ulated” by means of an exchange interaction with no initial
amplitude in the two-excitation subspace, which was taken
as our “control case.” Then we have seen that indeed those
particular conditions yield an apparently consistent notion of
internal energy in the control case, but that such “consistency”
breaks down upon the slightest generalization of either initial
state or interaction Hamiltonian, which is in accordance with
our general constraint. In any case, it is noteworthy that those
particular setups, either in the “spin-boson” or in the “spin-
spin” case, allow for such particular modes of splitting of the
universe energy among the parts.

In synthesis, our simplest message is that if a presumably
universal notion of internal energy for open quantum systems
is to be addressed, then it should be shown to be compatible

with the quantification of the energy of closed systems, and
that this requirement by itself may impose strong constraints
on the structure of the definition. We understand that our
method may be generalized to systems of higher dimensional-
ity, which should shed light on the possible implications of the
constraint communicated here. We also believe that a deeper
inquiry into the particular dynamical and/or informational
properties of our so-called control case (or analogous setups)
and their connection with thermodynamics may be fruitful.
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APPENDIX A: INTERNAL ENERGY FOR CLOSED
SYSTEMS: U = U(p, p)

The time evolution of a closed quantum system is dictated
by the von Neumann equation

p = —ilH, p], (AD)

where p and H are the system’s density operator and Hamil-

tonian, respectively. Observe that the matrix elements of p
written in the eigenbasis of H are given by

(A2)

Pnm = —1®um Pnm

where w,,, represent the system’s spectral energy differences.
The system’s internal energy is found to be

U= (H) = Ti(pH) = ) Eupm

= EO;OOO + Z Enpnn =Ey+ Z Wn0 Pnns
n#0 n#0

where we have used the property Trp = 1 in the last step.
Then, as long as p does not commute with H V ¢, using the
relation (A2) in Eq. (A3), the internal energy of a closed
quantum system is cast as the following functional:

(A3)

£0 .
U=Ey+) Im (—”>p,m =U(p.p). (A4
n#0 On
APPENDIX B: PROOF OF PROPOSITION 2

Preliminaries. Let us represent an increment dx =

(dxy,...,dx,)T € R" as a column vector. Let xo € U. We
represent the derivative of f at xo,
af af
onf = (_(x0)7 sy _(XO)), (Bl)
ox, ax,

as a row vector, such that the scalar df = (Dy, f)dx is obtained
as a matrix product. We adopt this convention consistently.
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For instance,

0gi
281 (x0) (B2)
ox

(Dxg); T
J
is an m X n matrix, representing a linear map from R" to R"™;
indeed, the matrix product (D,,g)dx € R™ is a column vector
giving the first-order increment in g upon the displacement dx
from xj.

The elements above are given in the hypotheses. Now let
f:g(U)CR" — R be some smooth function. Like before,

for uy € g(U),
. af af
Dy f = (—f(uo), %(uo)) (B3)

ou,

is a row vector.

Consider the composition fog:U — R. Its derivative
D,,( fog) is a third row vector. It relates to the derivatives
of f and g as follows:

(f 8)

.I

(Dy(fog), = (x0)

= Z 8—f [8(x0)] —j(xo)

3

= > Dy (D),

k=1

i.e., we have the intuitive matrix relation

Dy, (f 0 8) = Dyt f - D& (B4)

Result. By contradiction, assume that the system (18) is not
inconsistent in all of U. Then choose an xy € U such that it is
consistent at xo and let dx € R" be a solution of the system at
that point. This is exactly to say that

(Dy,8)dx =0 € R" (B5)
and
(Dy,f)dx =8 # 0. (B6)
Now Eq. (B5) in (B4) implies
[D.(f 0 g)]dx = 0. (B7)

But recall that f g(U) C R™ — R was arbitrary. Then, if
we could choose f such that f o g = f around x, (hypothesis),
we would immediately find a contradiction between Eqs. (B6)
and (B7). The conclusion is that f o g = f cannot be true in a
vicinity of x( and therefore cannot be true in U. The claim is
now proven.

APPENDIX C: PROOF OF THEOREM

First part. The first step is to translate the statement of
Proposition 1 into a relation between functions defined on
regions of R". It will suffice to give explicit form to some
correspondences that have already been defined throughout
Sec. II.

First, given a configuration representation X € S, the scalar
(H) € R is obviously well defined. This defines a function
from S to R which we name f. (It is straightforward to write
it explicitly, but there is no need to.)

XeSs

le

Xes f

!

(o, oP)esf x P -5 (H) eR

A
9

~F
(Uf,al yex? ;

FIG. 3. Scheme of the mappings involved in the first part of the
proof of the Theorem. Red arrows highlight the applications that are
of interest in the remainder of the proof, illustrating the relationship
between them: f o g = f. Dashed arrows indicate the applications
that only exist due to the hypothesis that the underlying IEL, &, is
consistent and strongly 1-local.

A pair of represented 1-extended states, (o', 0f) € 2 C
R'2, is also defined for every X € S. To see that explicitly, it
is most convenient to resort to the basis N, but it should be
clear that the procedure is well defined (recall Remark 6.1). It
defines a function g : § — 212.

Now, assume Problem 2 to be solvable. Then, there
exists a G:34 x 2% — R such that, for every X €S,
G(04(X), 6¥(X)) = (H) (X) [Proposition 1, Eq. (15)]. We
naturally introduce two compositions in order to derive a
statement on functions between S C R!?, £ C R'?, and R.
First, let a : § — S be the function assigning to every X € §
the configuration that it represents (Remark 2.2). Let also
b: 22 — 74 x Y2 assign to every 12-list (o', 08) e 2% a
pair of 1-extended states, of A and B, respectively; this map
is well defined (recall Remark 7.2). When denoting the action
of these two, we apply square brackets, for more clarity. Also,
define £ : ¥? — R as the composition f := G ob. This one
assigns to every a 12-list of X7 the corresponding average
energy (H) (given by the IEL &).

Given X € S, we are allowed to apply g, obtaining a 12-
list representing a pair of 1-extended states, and then apply f,
obtaining a real number with the meaning of average energy.
Rigorously, we then have, for every X € S,

F(g(X)) = G(b[g(X)]) by definition of f
= G(o (alX]), o7 (a[X1))

= (H) (a[X]) by Eq. (15)
= f(X) by definition of f. (C1)

The second passage stems from the fact, clear from the defi-
nitions, that b[g(X)] = (a’f’ (a[X)), of (a[X])), identically.

The diagram of Fig. 3 summarizes all the mappings used;
the relationships between them should be clear.

The first part of the proof is by now finished. It may seem
that Proposition 2 can be immediately applied, but not yet.
By a matter of fact, int(S) C R' is not an open set; it is an
embedded hypersurface, having dimensionality 18 (Remark
3.1). This is an essential matter since a naive application of the
test suggested by Proposition 2 when the domain U of f is an
embedded hypersurface instead of an open region could yield
“false-positive” solutions dx such that xy + dx does not “live”
in U (more rigorously, such that dx € R" does not lie in the

042209-13



NEVES AND BRITO

PHYSICAL REVIEW A 108, 042209 (2023)

tangent space of U). By dealing with this problem rigorously
we will reach the intuitive conclusion that a proper constraint
on the R; needs to be added “by hand” as in (19).

Second part. The crucial step is to put int(S) in one-to-one
correspondence with an open set of R'®, which is simply
achieved by parametrizing the R; in a way that identically
satisfies the constraint Y, R = 1. This is achieved with hy-
perspherical coordinates: the set

D::{(r,ot,ﬂ,y)e[R4:r}O;Oga,ﬂgn;Ogy<2n}
(C2)

parametrizes {R;} = R* by the prescription ¢ : D — R* de-
scribed below:

Ry =rcosa,

R, = r sina cos B,
. . (C3)
R3; = r sina sin 8 cosy,

Ry =r sinw sin f siny,

whose inverse h : R* — D is uniquely defined except for
some pathological points which are not of our interest (anal-
ogous to the polar axis z in the case of spherical coordinates
in R3).

Now, by applying h to the R, coordinates of X € int§
(which does not include any such pathological points) we find
such set to be in one-to-one correspondence with

O<a,B,y <7m/2;0 <6 < 21, 0P > 0}. (C4)

We suggestively denote the correspondences just built as h :
intS — T and¢ =h".

T is an open set of R'® which parametrizes intS; it remains
to (a) apply Proposition 2 directly to 7', obtaining a statement
on a linear system defined on T; and finally (b) make the
inverse movement, so as to build a corresponding statement
on a linear system defined on intS, namely (19).

The conclusion of the first part was that there exists an f :
%2 — R such that, for every X € S, f(g(X)) = f(X). Now,
forevery Y € T, ¢(Y) € S and therefore

f(go®)X)) = fe®Y)))

= fEY))

= (fo®)Y). (&)
Naming §:=go¢: T — 2? and f:=fo&: T — R, we
have then found that, gor every Y € T, the function f already
defined is such that f(g(Y)) = f(Y). Moreover it is simple
to verify from the definitions that g, f are differentiable func-
tions in intS and thus by composition g, f are differentiable
in T as well. Since T C R'8 is an open region, Proposition

2 applies and we conclude that, for every Yy € T, the linear
system

(Dy,8)dY =0
(Dy,f)dY =8E #0

in the variable dY € R'8 is inconsistent.

(Co)

Now we consider the other linear system
(ong) dX =0

3
Dy, (Z R,%) dX =0 (C7)
k=0

(Dx, f) dX = SE,

defined at X, € intS, in the variable dX € R'. We wish to
conclude that it is also inconsistent. It suffices to show that,
given a hypothetical solution dX € R!? of (C7) at Xy € intS,
we can build a solution d¥ € R'8 of (C6) at ¥, := h(Xy) € T.
The procedure is clear. Under the conditions just given, we
define, fork =1, ..., 18,

_ h ]
v = a—;(xo)dxj. (C8)
j=1 J

It is intuitive to invert the relationship above and write dX;
as a combination of d¥;. First recall that h merely transforms
the first four coordinates of X to the three hyperspherical
angles a, B, y. It follows directly that dhy/dX = O, j—1 for
k=4, ...,18. For this range of k, thus, (C8) yields d¥; =
dX;,1, as expected. Now for k = 1, 2, 3, it gives

o Coon _
dy, = ; X (Xo)dX;

(ReHdX; ;. (€9)

We basically used the fact that those hy only depend on the
first four entries of X, namely {R;}, and act on them like
h;, by definition. (Of course, we are denoting as {R,} the
corresponding entries of Xy, specifically.)

At this level it becomes clear that the relationship above
can be inverted. In general, because h is invertible in {R,} (re-
call that Xy € intS), we would write the dR; as a combination
of (dr,da, dB, dy), the coefficients being the partial deriva-
tives of ¢;. However, the corresponding value of dr = dh;
would vanish since

> 9h,
dr = ; 9 ({R¢})dR,

while h;({R;}) = 4/ ZZ’:O R,%; it then follows that the sum is
proportional to RydRy + - - - + RydR,, which is zero from the
hypothesis that dX is a solution of (C7). Therefore, we can
write, for j =1, ..., 4,

(C10)

3 ~
_ d0¢; _
dX; = § B—Y]i(yo)dyk.
k=1

(C11)

Now the sum above can be extended to k = 18 since those
¢; depend only on the first three entries of Y; and, for j =
5,..., 19, we already know the equation above to hold since
in this range 9¢;/0Y; = J; 41 and thus the equation above
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would give dX; = dY;_;, which was already shown to be the
case. Therefore, we can write, for j = 1,..., 19,

18

2

k=1

0¢
—YdY,
8Y(o) 3

dX; = (C12)

which is the inverse of (C8). We emphasize that such an
inversion, though intuitive, was not “trivial” since dX and
dY and are in principle defined in vector spaces of different
dimensionalities, namely, 19 and 18, and therefore it was
essential to use the very special constraint that dX satisfies
by definition.

With the aid of (C12), it is straightforward to show that
dY, as defined in (C8), is a solution of the system (C6). For
instance, the left-hand side of the first of (C6) gives for this
vector

18
08 _
dg(¥y) ==Y (V)T
k

k=1

(Yo)dYk

—Z

J

—Z Z—( (Yo))—(Yo) d,

j=1

Z

( O)Z—(YO)dYk

= Z —(Xo)dX

—0, (C13)

where in the last two steps we used, respectively, (C12) and
the first of (C7). The same reasoning shows, with even smaller
effort, that

df(Yy) = 8E. (C14)

Summary. We have just proven that, given a solution dX €
R' of the linear system (C7) defined at a point X, € intS,
there exists one solution dY € R!® of the system (C6) at
a certain point Yy € T. But we had already shown that the
latter cannot exist under the hypothesis that Problem 2 is
solvable. The conclusion is that, under such hypothesis, (C7)
is an unsolvable system for every X, € intS. Equation (19) is
obviously just another way of writing the same system.

APPENDIX D: EXPLICIT CALCULATIONS FOR SEC.IVB

Derivatives of local density matrix with H,"\. Due to the particular form of [3) (30), the universe density matrix is

ol Yovi Yoy O
vivs  Wsl* Yivs 0
=|y) (Y| = (D1)
PEIIVI= e wavs 1l 0
0 0 0 0
so that, with H' = H}"} [Eq. (27)],
Alol? Aoy Aoy 0
Hip— | A0V~ AV AV — Al AP — Avivs O o2
AYEYp — AYEYa  Alypl® — Ay AV — Alyal> 0
0 0 0 0
and, from pH' = (H'p)",
AlYol* AV — Avovy Aoy — Ayoy; 0
ol — AYEYp Aw;;wf—mwgﬁ A*|w3|2—Aw:w§ 0 O3
AYEYa  AWal? — AYays  A*Yavs — Alyal* 0
0 0 0 0
This gives the Hermitian matrix
0 iYo(AYE —2AY5)  —ivoQAYE — A*yg) 0
* * A% 2 2
T 2 Im (A*Yary) iN(1Wal? — |y 0 (D)
* =2 Im (A*Ya) 0
* * * 0
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In turn, H* 4+ H? = diag(0, 0®, o, o* + o) yields

0 ipoly; ity O
T B 1_|* (" —®)iyp 0
i[H*+ H", p] = . 0 0 (D5)
* * 0
and thus, since p = —i[H, p],
0 iYolAY; + (0 —2A)Y5] Yol Ay + (0" —2A)Y;] 0
e =2 Im (AY ¥p) il(@* — oP)Pivp — A*(Yal* — [¥sH)] 0 (D6)
P=1x % +2 Im (AYs) 0
* * * 0

By partial tracing the equation above, we immediately obtain the pair (32). A _
Average of H. From Egs. (31) and the definitions of H) we immediately have (H) = |y/;|?&"/). Now, the trace of (D3)
gives (H') = 2 Re (Aysy) — (1¥al> + 1Y) A + [Yol* A, so that

(H) = |[yual? o™ + |ypl*0® +2 Re (Aypyr}) — (1¥al® + [¥51H)A + 1yol*A (D7)

which by normalization may be rewritten as (37).
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