PHYSICAL REVIEW A 108, 033111 (2023)
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The resonant dynamic Stark effect, observed in the Autler-Townes (AT) splitting, plays a central role in
ultrafast strong-field physics. Recent experiments have demonstrated the phase control of the AT doublet in
atomic resonance-enhanced multiphoton ionization using intense resonant shaped femtosecond laser pulses
[Bayer et al., Adv. Chem. Phys. 159, 235 (2016)]. Based on a two-state model, we showed that the underlying
control mechanism is the selective population of dressed states (SPODS). In this work, we use a numerical
model to calculate the photoelectron momentum distribution (PMD) based on the ab initio solution of the
two-dimensional (2D) time-dependent Schrodinger equation (TDSE) to obtain a more complete physical picture
of the nonperturbative control of the AT doublet. The 2D-TDSE model reproduces the ultrafast switching among
the AT components while also revealing deviations from the signatures predicted by the two-state model. These
deviations are attributed to the influence of additional intermediate states. To rationalize our observations, we
propose a refined five-state model that includes all significantly populated bound states from the full calculation
and accurately reproduces the 2D PMD. Based on the validated five-state model, we conduct a dressed-state
analysis which provides a clear physical picture of the SPODS mechanism in a multistate system and sheds light

on the role of the intermediate states in strong-field control.

DOI: 10.1103/PhysRevA.108.033111

I. INTRODUCTION

In strong-field coherent control, nonperturbative quantum
dynamics are manipulated by intense shaped laser pulses to
efficiently guide a quantum system from its initial state into a
preselected target state [1-3]. Due to the dynamic Stark effect,
nonperturbative interactions are generally accompanied by
modifications of the potential-energy landscape [4-9]. In the
presence of resonances, the dynamic Stark effect is observed
in the Autler-Townes (AT) splitting. The AT effect [10] arises
when two quantum states are strongly coupled by a resonant
electromagnetic field and probed by a weak transition to a
third state acting as a spectator. If the driving field is suffi-
ciently intense to induce Rabi oscillations between the first
two states, the probe transition to the third state splits into
two components energetically separated by the correspond-
ing Rabi frequency. Originally discovered in the microwave
regime [10], the AT effect was soon transferred to the opti-
cal regime [5,11,12]. Today, the AT effect is a cornerstone
of many areas of physics comprising high-resolution spec-
troscopy [13-15], electromagnetically induced transparency
[16,17], laser cooling of atoms [18], and quantum information
processing [19-21].

Meanwhile, coherent Rabi-type dynamics and the for-
mation of the AT doublet have been demonstrated in the
extreme-ultraviolet (XUV) regime in experimental studies on
the resonance-enhanced multiphoton ionization (REMPI) of
helium atoms using femtosecond pulses from a free-electron
laser [22]. Furthermore, the ultrafast buildup of the AT doublet
in strongly driven noble-gas atoms has been observed in real
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time using XUV attosecond transient absorption spectroscopy
[23-26].

Recently, we demonstrated phase control of the AT dou-
blet in the (1 4+ 2) REMPI of potassium atoms by intense
shaped femtosecond laser pulses [5]. The control mechanism
was shown to be the selective population of dressed states
(SPODS) [3,27-29], realized by adjusting the optical phase
of the driving field to the phase of the field-induced charge
dynamics. A recent review of SPODS can be found in [30].
Besides the dressed-atom approach, the SPODS mechanism
was discussed in various physical pictures, including the bare-
state description [5], the Bloch vector model [28,29], and
the laser-induced electric dipole dynamics [8,31]. The differ-
ent pictures were derived from a numerical model based on
solving the time-dependent Schrédinger equation (TDSE) for
the bound atomic system in a multistate basis [30,32,33] and
calculating the energy-resolved photoelectron spectrum using
time-dependent perturbation theory [5,34]. In general, level-
based models are powerful tools to elucidate the essential
physics underlying complex light-induced quantum dynam-
ics. Identifying all pivotal states involved in the interaction,
however, can be difficult, especially in the case of multiphoton
excitations.

In this paper, we use an ab initio ansatz to study the AT
control scheme via SPODS. In addition, we analyze the
energy- and angle-resolved photoelectron spectrum, i.e., the
photoelectron momentum distribution (PMD), which provides
detailed information on the ionization dynamics [35,36]. One
of the key advantages of ab initio models is their inherent
incorporation of all intermediate resonances and interstate
couplings. The availability of the wave function along with
the knowledge of its time evolution provides full access
to all observables and their time dependence. Recently, we
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developed a numerical model based on the ab initio solution
of the two-dimensional (2D) TDSE to investigate the interac-
tion of quantum systems with ultrashort polarization-shaped
laser pulses and the calculation of the 2D PMD [37]. We
validated the accuracy and reliability of our 2D-TDSE model
by reproducing recent experimental [37-39] and theoretical
[40] results on free-electron vortices created by atomic multi-
photon ionization (MPI). Subsequently, we applied the model
to investigate molecular free-electron vortices [41] previously
investigated in [42]. Here, we apply this model to obtain a
more complete physical picture of the nonperturbative dynam-
ics underlying the phase control of the AT doublet in (1 4 2)
REMPI of potassium using phase-locked double pulses [5,27].
Our results show that the model reproduces the ultrafast and
efficient switching between the AT components via the rel-
ative phase, which is characteristic of SPODS implemented
by pulse sequences [3,5,28,30,31,43]. However, we also find
distinct deviations between the ab initio results and the pre-
dictions of a simple two-state model. Besides the 2D PMD
itself, which exhibits richer structures in the 2D-TDSE simu-
lation than in the two-state model, we encounter deviations
from the SPODS signatures derived in our previous work
[30], particularly in the analysis of relevant observables such
as the bound-state population dynamics, the induced dipole
dynamics, and the time-dependent interaction energy. These
deviations are attributed to the influence of high-lying inter-
mediate states in the (1 4+ 2) REMPI pathways. To rationalize
our observations, we devise a five-state model including all
relevant bound states populated in the ab initio calculation.
The refined five-state model is validated against the 2D-TDSE
model [44,45] by reproducing the bound-state population dy-
namics and the 2D PMD. Finally, the dressed-state analysis of
the five-state model provides a transparent physical picture of
the AT control mechanism in the full calculation and reveals
the importance of intermediate states in strong-field control.

1I. 2D-TDSE MODEL
A. Theoretical description and numerical details

The numerical methods used in our 2D-TDSE model were
described in detail elsewhere [37,46]. Briefly, we solve the
2D-TDSE in the dipole approximation and length gauge
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(r = xe, + ye,) for a single active electron with mass m, and
charge —e in the soft-core Coulomb potential [47-49]
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interacting with an, in general, polarization-shaped laser elec-
tric field E(¢). The eigenfunctions v, (r) and eigenenergies &,
of the potential are obtained by solving the time-independent
Schrodinger equation using the Fourier grid Hamiltonian
method [50]. To mimic the experimental conditions [30], we
reproduce the ground-state energy e, = —4.34eV and the
first-excited-state energy &, = —2.73eV of the potassium
atom [51] by choosing an effective nuclear charge of z =
0.9085 and a soft-core parameter of a = 2.3065 A in Eq. (2).
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FIG. 1. Physical system. (a) Section through the 2D soft-core
Coulomb potential from Eq. (2) along the x axis. The horizon-
tal lines indicate the electronic eigenenergy levels. (b) Real-valued
atomic wave functions of the lowest eight eigenstates. The labels
are adopted from the 3D hydrogen atom. All states except for the
s states are twofold degenerate (the respective orthogonal orbitals
are not shown). (¢) Grotrian diagram and excitation scheme for the
(1 + 2) REMPI of the potassium atom by a 768-nm field (red arrows)
creating photoelectron wave packets with kinetic energies centered
around &3, = 0.5eV.

The labeling of states, however, is adopted from the hydro-
gen atom. The reason for this choice of notation is that the
corresponding orbitals (see Fig. 1 and discussion in Sec. I B)
are consistent with hydrogen rather than potassium since the
atom is modeled as a one-electron system. The energy differ-
ence between ground and first excited states corresponds to a
transition wavelength of A,_.,, = 768 nm [see Fig. 1(a)]. The
laser field E (¢) used in this contribution is linearly polarized in
the y direction and tuned to the 1s — 2p resonance by setting
its central frequency to wg = 2mwc/A 52, = 2.45rad/fs. The
field is described by its positive-frequency analytic signal,
consisting of two subpulses

ET() =E1eV gt — 1)) + 16" gt — 1) 3)

with individual amplitudes &,, phases ¢,, and time delays 1,
(n =1, 2). The temporal envelope function g(¢) is Gaussian
shaped with unit amplitude and a duration of At = 15fs (full
width at half maximum of the intensity). The vectorial field is
given by the real part of Eq. (3) as E(t) = R[ET (t)e''] e,.
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Initially, the atom is prepared in the ls ground state.
The initial wave function v 4(r) is refined by imaginary-
time propagation [52]. Subsequently, the wave function
¥(r,t) is propagated on a discrete spatial grid with bound-
aries at (Xmax, Ymax) = —¥min, Ymin) = (500 A, 500 A) using a
Fourier-based split-operator technique [53]. The spatial and
temporal step sizes are 8x =8y = 1A and 8t = 10as, re-
spectively. Nonphysical reflections at the spatial boundaries
are minimized using absorbing boundary conditions [54,55].
After the interaction with the laser pulse, the wave function
is propagated until the free part v((r,?), i.e., the photoelec-
tron wave packet, has detached from the bound part but not
yet reached the absorbing boundaries. At this time, ¢ = ty,
the photoelectron wave function is separated from the bound
part by application of a circular splitting filter [56]. Fourier
transformation of the free part yields the 2D PMD

Pk) = | Flyrs(r, 1)1 “4)

Numerically, we can track the continuous transformation of
the coordinate-space density into the PMD [37,57] in time
by propagating the wave function even further than ¢, on an
extended grid. We illustrate this process in Sec. IIl A, where
we discuss the formation dynamics of the AT doublet in the
2D PMD.

The PMD P(k) = P(k, ¢) is mostly discussed in energy
representation P (e, ¢), with e(k) = (fik)* /2m, being the pho-
toelectron kinetic energy, and then referred to as PED. In
addition to the 2D PMD (or PED) and the time-dependent
coordinate-space density o(r,t) = |y (r, 1>, we consider
various observables O to gain insights into the physical
mechanisms behind the nonperturbative ionization dynamics.
For this purpose, we analyze the time evolution of the cor-
responding expectation values (O)(t) = (Y (¢)|O](¢)). The
time-dependent bound-state population dynamics is obtained
by calculating the expectation value of the projection operator

Pn = |¥n)(Ynl as

2
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The two observables which are closely related to the dressed
states of the interacting laser-atom system are the field-
induced charge oscillation and the total interaction energy
[30]. The former is captured by the expectation value of the
dipole operator . = —er and calculated as

+00
(@) = (Y Olply @) = —e fer(r,t)dzr- (6)

The latter is given by the expectation value of the time-
dependent Hamiltonian H(¢) on the right-hand side of the
TDSE in Eq. (1),

(H)(@) = (Y OIHOIY (@)
= (WOIHo —n-EOIY ()
=D (pa)®) e — (m)(1) - E1). (7

In the last step, we have expanded the wave function in the
eigenbasis {|1,)} of the unperturbed Hamiltonian #, with

TABLE 1. Spectroscopic characterization of the transitions be-
tween the lowest eight eigenstates, 1s to 4d [see Fig. 1(b)]. The
lower triangle contains the numerically calculated transition dipole
matrix elements ,, = |{¥,|®|¥,)| in units of (eap). The upper
triangle contains the corresponding transition wavelengths A, =
hc/(e, — &,) in nanometers for transitions with nonzero dipole
coupling.

1s 2p 2s 3d 3p 3s 4f 4d

Ls 768 402

2p  2.86 1434 1089 700 656
2s 0 3.80 2049

3d 0 3.31 0 3748 1821

3p  0.295 0 6.24 4.06 4122 2953
3s 0 0.486 0 0 8.68

4f 0 0 0 4.98 0 0 17763
4d 0 0.577 0 0 6.20 0 6.66

corresponding eigenenergies &,. The first term in Eq. (7) de-
scribes the mean excitation energy (ecxc)(t) = >, {pn)(t) €n
transferred from the field to the atom at time ¢. The second
term (&jn)(t) = —(u)(t) - E(¢t) describes the energy of the
induced electric dipole in the external field, which is closely
related to the energies of the dressed states. In the two-state
model, the maximization (minimization) of (gj,)(¢) corre-
sponds to the selective population of the upper (lower) dressed
state and vice versa [8,30,31]. We show in Sec. III B that
this relation is not always valid in a more realistic multistate
system.

B. Characterization of the physical system

The spectroscopic characterization of the atomic system
is relevant both for the design of the control scenarios and
for the analysis of the results. Moreover, information on
the electronic structure of the system is required to set up
a level-based model system consistent with the 2D-TDSE
model. Figure 1(a) shows a section V (x,y = 0) through the
2D potential from Eq. (2) along the x axis, together with
the bound-state energy levels ¢, obtained by solving the 2D-
TDSE (see Sec. I A). The ground and first excited states are
resonantly coupled by a laser pulse with central wavelength
Ao = 768 nm. In (1 + 2) REMPI, the simultaneous absorption
of two additional photons maps the excited-state dynamics to
the photoionization continuum, giving rise to the AT doublet
in the photoelectron energy spectrum (black line). The eigen-
functions ,(r), i.e., orbitals of the lowest eight energy levels
are depicted in Fig. 1(b). They are real valued, with signs
encoded by the color (red for negative, blue for positive). By
inspection of the nodal structure, each orbital is assigned a
principal quantum number n and an orbital angular momen-
tum quantum number £. Except for the s states, all eigenstates
are twofold degenerate. The respective orthogonal orbitals
are not shown. Based on the quantum number assignment,
we plot a Grotrian diagram in Fig. 1(c). The main excitation
and ionization pathways are identified by calculation of the
transition dipole moments W, = (V,|p|¥,,). The absolute
values [y, = |I,,| Oof the couplings between the eight low-
est energy states are listed in the lower triangle of Table I
in units of eap. The corresponding transition wavelengths
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Aum = hc/(&, — &,) in nanometers are listed in the upper
triangle. The numerical results reproduce the selection rule
Al = £1. Accordingly, in Fig. 1(c), the (1 4+ 2) REMPI pro-
cess branches at the 2p state into the three different ionization
pathways [58] indicated by red arrows. The first path-
way, ls - 2p — nd — ef, proceeds via d-type intermediate
states, leading to an f-type continuum. The second pathway,
s — 2p — nd — ¢p, branches off at the d intermediates
to end up in a p-type continuum. The same continuum
is accessed by the third pathway, ls — 2p — ns — ep,
via s-type intermediates. The intermediate states which we
identified to play key roles in the ionization dynamics are
highlighted in Fig. 1(c). Besides the resonantly coupled states
1s and 2p, these are states 3d, 3s, and 4d, which are nearly
resonant at the two-photon level.

III. RESULTS

The results are presented in two parts. First, we investigate
the formation dynamics of the AT doublet by tracking the time
evolution of the coordinate-space wave function (Sec. III A).
Second, we discuss the phase control of the AT doublet via
SPODS by double-pulse sequences (Sec. III B), as demon-
strated experimentally in [5,27].

A. Formation dynamics of the AT doublet

The formation of the AT doublet in the photoelectron en-
ergy spectrum can be understood analogously to the formation
of the discrete series of peaks generally attributed to above-
threshold ionization (ATI) [59]. In a spatiotemporal picture,
the ATT series is generated by the interference of ultrashort
electron bursts released every cycle of the laser pulse when
the electric-field amplitude reaches a maximum (in a specific
direction). Since these bursts occur with a period of 27 /wy,
the ultrabroad spectrum of each photoelectron pulse is mod-
ulated periodically with a period of 7wy, giving rise to the
series of ATI peaks separated by the mean photon energy [60].
Analogously, the formation of the AT doublet is explained by
replacing the optical-field oscillation with the Rabi oscillation.
Whenever the excited-state population (here 2p) reaches a
maximum, the ionization probability is likewise enhanced,
and a short electron burst is released. These bursts occur with
a period of 2w/ if Q¢ denotes the Rabi frequency and if
we assume a flat-top laser pulse for the sake of the argument.
The interference of these electron pulses induces a splitting of
each ATI peak into two components separated by 7€2: the AT
doublet.

Our simulation allows us to track the formation dynamics
of both the ATT contributions and the AT doublet directly in
the coordinate-space wave function of the outgoing photo-
electron. To this end, we excite the atom with a single resonant
laser pulse by setting & =0, & = 3.6x107 V/cm, ¢, = 0,
and 7, = 0 in Eq. (3). The numerical results are presented in
Fig. 2. The laser field is depicted in the top frame of Fig. 2(a).
The field amplitude &, corresponds to a pulse area [33] of

& [
Or = % / g(t)dt = 6, ®)

with respect to the resonant transition 1s — 2p. The induced
population dynamics (p,)(t) derived from the wave function

Y(r,t) is shown in the bottom frame. In accordance with
the pulse area of 67, the populations of the ground state ls
and resonant state 2p (thick black and red lines) undergo
three Rabi cycles, albeit with decreasing amplitude. The fast
oscillations superimposed on the population dynamics with a
frequency of 2w, are induced by the antiresonant component
of the field. The damping of the Rabi oscillation is due to
the coupling of the resonant 1s-2p subsystem to higher-lying
intermediate states. In particular, states 3s (green line) and
4d (blue line) are populated efficiently during the interaction
and are finally populated by 10% and 25%, respectively. In
addition, the 3d state (yellow line) is populated transiently by
up to 20%. All other states are excited only insignificantly.
Their accumulated population is plotted as a gray line. This
result shows that resonant states ls and 2p together with
intermediate states 3d, 3s, and 4d play key roles in the inter-
action. Therefore, these five states are included in our tailored
multistate model. The 3p state, despite its strong coupling
to states 3s and 3d (see Table I), is not included because the
corresponding transitions are far detuned from resonance with
the 768-nm pulse, preventing the efficient excitation of this
state. Figure 2(b) shows the energy-resolved PMD, i.e., the
PED P(e, ¢), at t = oo in a logarithmic representation. The
spectrum shows a prominent threshold contribution centered
around gy, = 0.5eV. In addition, we observe two ATI contri-
butions around &g, + fiwg = 2.1eV and &y, + 2hiwy = 3.7eV.
Each contribution exhibits an AT splitting of 729 = 460 meV.

To study the formation dynamics of the AT doublet pri-
marily in the threshold contribution, we examine the time
evolution of the coordinate-space wave function v (r, t) and
focus on the created photoelectron wave packet ¥ 7(r, ).
Figure 2(c) shows a series of snapshots of the electron den-
sity o(r,t) at distinct times during [frames (i)—(iii)] and
after [frames (iv)—(vii)] the interaction. Every time the 2p-
population oscillation reaches a maximum [colored arrows
in Fig. 2(a) labeled by (i), (ii), and (iii)], a photoelectron
partial wave packet is released. In total, we hence observe
three distinct photoelectron bursts; the first one, which is
around ¢t = —8.8fs, is marked by a red arrow in frame (i),
the second one, around ¢ = 0.9fs, is marked by a green ar-
row in frame (ii), and the third one, around ¢ = 11.7fs, is
marked by a blue arrow in frame (iii). After the interaction,
the photoelectron wave function evolves field free under the
influence of the weak, but long-range, Coulomb-type poten-
tial. As the three partial wave packets propagate outwards,
they spread and disperse into a single wave packet. In the
intermediate propagation regime between t = 30 and 75fs
[frames (iv)—(vi)], their interference gives rise to complicated
radial fringe patterns. These patterns are easily discernible in
the angle-integrated representation of the density displayed
on top of the 2D plots in Fig. 2(c). The insets magnify a
weak, but fast, contribution propagating ahead of the main
wave packet (violet arrow), indicating the formation of the
first ATI. Asymptotically, the radial fringe pattern resolves
into a regularly shaped double-hump distribution [frame (vii)],
i.e., the AT spectrum and its replica in the ATI. The con-
vergence occurs roughly within 120fs after the interaction.
Subsequently, the wave packet expands without substantially
altering its shape. The asymptotic shape matches the shape
of the calculated PMD [37,57]. For comparison, the angularly
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FIG. 2. Temporal formation dynamics of the AT doublet in the photoelectron wave function created by a single intense resonant laser pulse.
The pulse is depicted in (a) on top of the induced bound-state population dynamics, showing Rabi cycling between the ground state 1s and the
resonant excited state 2p. (b) Created PED in logarithmic representation to display the threshold contribution as well as the first and second
ATTs, each of which exhibits an AT splitting of €2y = 480eV. (c) Time series of the photoelectron density, going from the release of the first
partial wave packet around r = —8.8fs to time r = 150 fs, which is sufficiently long after the interaction for the coordinate-space density to
evolve into the shape of the PMD. (d) Comparison of the PMD from the ab initio calculation (top frame) with the PMDs from the two-state
model (bottom left frame) and the refined five-state model (bottom right frame). All PMDs are normalized to 1.

integrated and scaled momentum distribution is plotted as a
dashed orange line in frame (vii) (top). The full 2D PMD
is shown in the top frame of Fig. 2(d). It consists of two
concentric rings representing the slow and fast components
of the AT doublet. The angular distribution exhibits six lobes,
i.e., f-type symmetry, as expected for three-photon ionization.
The top and bottom lobes of the fast AT component display
an additional structure resulting from the interference of the
f-type wave packet with a wave packet of p symmetry. The
emergence of a p-type wave packet is in accordance with the
selection rules and our discussion of ionization pathways in
Sec. I B [see also Fig. 1(c)] and consistent with the population
of the 3s and 4d states in Fig. 2(a). Interestingly, the p-type
contribution is observed mainly in the fast AT component.
In addition, the fast component is enhanced relative to the
slow one.

To rationalize these observations we make use of the five-
state model, which provides more detailed insights into the
role of the individual MPI pathways. The 2D PMD derived
from the five-state simulation is shown in the bottom right
frame of Fig. 2(d). By fine-tuning the complex-valued ion-
ization amplitudes a, , for the bound-free transitions [58],
we obtain excellent agreement with the full 2D-TDSE cal-
culation. The values of the ionization amplitudes used in
the simulation are given in Table II. The amplitudes for
single-photon ionization from the 3d state to either the p-
or the f-type continuum and from the 4d state to the p-type

continuum are very small. The corresponding photoelectron
contributions have no significant influence on the shape of the
PMD. One major contribution is due to two-photon ionization
from the 2p state to both continua. The corresponding 2D
PMD is very similar to that obtained with the two-state model,
which is shown in the bottom left frame of Fig. 2(d) for
comparison, exhibiting a more symmetric AT doublet. The
second major contribution is due to single-photon ionization
from the 3s state to the p-type continuum and from the 4d state
to the f-type continuum. The corresponding 2D PMD (not

TABLE II. Ionization amplitudes a,, = |@n.cle®t used in the
five-state model for the transition from the excited bound states to the
f-type (€ = 3) and p-type (£ = 1) continua. Single (double) arrows
indicate one-photon (two-photon) ionization, treated by first-order
(second-order) perturbation theory.

Transition | oy ()
2p >— ¢ef 1.00 0.00
2p —>— €p 0.72 0.49
3d —> ¢ef 0.03 0.94
3d — ¢ep 0.10 0.56
3s > ¢p 0.23 1.30
4d — ef 0.24 0.86
4d — ep 0.01 0.00
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shown) exhibits a single ring which, due to the blue detuning
of the intermediate states relative to the second-order laser
spectrum, overlaps energetically with the fast AT component.
Its angular distribution exhibits interference structures in the
top and bottom lobes which strongly resemble those observed
in the 2D PMD of the full calculation. Hence, ionization from
the blue-detuned intermediate states 3s and 4d is responsible
for both the enhancement and the angular structure of the fast
AT component.

B. Phase control of the AT doublet via SPODS

Next, we use the ab initio ansatz to investigate the control
of the AT doublet using shaped pulses, as initially reported in
[5,27]. Specifically, we apply double-pulse sequences and use
the relative optical phase between the two subpulses to ma-
nipulate the contrast of the AT components. The underlying
control mechanism was discussed in [3,27] in a dressed-
state picture considering a resonantly driven two-state model
coupled to the continuum. It was shown that the two AT com-
ponents map the energy and population of the dressed states of
the strongly driven two-state system [28]. The selective emis-
sion of a single AT component in the continuum is therefore
achieved by the implementation of SPODS in the bound sys-
tem, in this case via photon locking (PL) [61,62]. PL is based
on the initial preparation of a coherent charge oscillation
by a resonant prepulse of pulse area 6, = 7 /2, followed by
the phase-sensitive interaction of the induced electric dipole
with an intense main pulse. In-phase (antiphase) oscillation
of the dipole and field minimizes (maximizes) the interaction
energy, which is equivalent to the selective population of
the lower (upper) dressed state and, eventually, entails the
selective emission of slow (fast) AT electrons. We apply the
2D-TDSE model to assess the validity of this spatiotemporal
picture, developed in [31] for the two-state model, on the basis
of a more realistic atomic system. For this purpose, we use
a sequence of two resonant pulses, a /2 prepulse and an
intense main pulse of pulse area 6,, = 5m, separated in time
by T = 1, — 11 = 60fs. The field £ (¢) is shown in Fig. 3(a),
decomposed into its envelope (red solid line) and phase. Three
different phase settings are depicted. As a reference, the black
dotted line indicates the zero relative phase, i.e., both sub-
pulses are in phase (A = ¢, — ¢; = 0). The corresponding
2D PED P(e, ¢) is shown in Fig. 3(c). The PED is very
similar to that created by the single pulse in Fig. 2. In partic-
ular, both AT components are observed in the spectrum with
an asymmetry in favor of the fast AT component, the origin
of which was discussed in Sec. III A. Note that, despite the
Ramsey-type double-pulse ionization, no interference fringes
are observed in the energy spectrum (radial direction), unlike
the free-electron wave packets reported in [5,63]. The absence
of fringes in the PMD is explained by the different intensities
of the two subpulses. The weak prepulse, while preparing
the coherence in the bound system, induces only negligible
ionization. The major part of the photoelectrons is created by
the intense main pulse mapping the bound-state dynamics into
the ionization continuum. In contrast to Fig. 3(c), the PED
shown in Fig. 3(d) obtained for a relative phase of Ap = /2
between the main pulse and prepulse [turquoise dashed line
in Fig. 3(a)] displays only the fast AT component, while the
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FIG. 3. Switching between the AT components by the relative
phase Ag of the double-pulse sequence. (a) Electric field £*(¢)
decomposed into amplitude and phase for A¢ = 0 (black dotted line)
and A¢ = £ /2 (turquoise dashed and violet dash-dotted lines).
(b) Schematic of the physical mechanism for the selective emission
of fast (left frame) and slow (right frame) AT electrons based on
SPODS in the resonant 1s-2p subsystem. (c) Calculated PED for
Ag = 0 where both AT components are observed. (d) and (e) For
Ag = £m /2, the photoelectrons switch selectively to the fast and
slow AT components, respectively. The three PEDs are normalized
to the maximum of the PED in (c).

slow AT electrons are completely suppressed. The amplitude
of the fast component has increased by a factor of about 2
compared to that in Fig. 3(c). Setting the relative phase to
A¢@ = —m /2 [violet dash-dotted line in Fig. 3(a)] switches the
emitted photoelectrons selectively to the slow AT component
at the expense of the fast electrons, as shown in Fig. 3(e).
Relative to the PED in Fig. 3(c), the amplitude of the slow
component has likewise increased by a factor of 2.

To uncover the dynamics behind the calculated PEDs, we
evaluate the time-dependent expectation values of the relevant
observables using the wave function. The results are then
reproduced by the tailored multistate model to gain access to
a dressed-state analysis which eventually reveals the under-
lying control mechanism. The ab initio results are presented
in Fig. 4 and compared to the five-state simulation results
in Fig. 5. Starting with Fig. 4, the top row shows the dy-
namics for Ag = /2 and the selective emission of fast AT
electrons [see Fig. 3(d)]. Figure 3(a) shows the population
dynamics (p,)(¢) of the five relevant atomic states identified in
Sec. [IT A. The /2 prepulse excites an electronic wave packet
of states 1s and 2p with equal amplitude. The corresponding
charge dynamics is captured by the induced dipole moment
(ty)(t) shown by the blue line in Fig. 4(b). During the pre-
pulse, the dipole amplitude gradually builds up, oscillating
at the Bohr frequency wi,,2, = 2.45rad/ fs. Closer inspection
reveals [see inset (i)] that the dipole follows the driving field
with a phase shift of —m /2, in analogy to a classical oscil-
lator driven on resonance. In this phase configuration, the
interaction energy (&in)(f), shown by the green line in
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FIG. 4. Evaluation of observables for the selective emission of fast (top row) and slow (bottom row) AT electrons. (a) Population dynamics
(p.)(t) induced by the double-pulse sequences. Besides the resonantly coupled states 1s and 2p, the three high-lying intermediate states 3d,
3s, and 4d are significantly populated. (b) Induced charge dynamics described by the oscillating dipole moment {,)(¢) (blue line). The dipole
oscillation is compared to the optical oscillation of the driving field E,(¢) (red line). The phase relation between the driving field and induced
dipole dynamics determines the interaction energy (giy)(?), which is evaluated in (c) (green line).

Fig. 4(c), oscillates rapidly around zero (see inset) and hence
vanishes on the time average. In the two-state model, this
is the signature for the equal population of dressed states
[30], associated with no selectivity among the AT compo-
nents. To verify the relation between the interaction energy
and the dressed states, we reproduce the bare-state population
dynamics in Fig. 4(a) using the tailored five-state model. The
result is shown in the top frame of Fig. 5(a), agreeing very
well with the ab initio calculation. The derived dressed-state
population dynamics, shown in the bottom frame, confirms
that during the prepulse, the dressed states of the resonant
1s-2p subsystem (black and red lines) are populated equally
by 50%. However, this changes drastically during the main
pulse. Owing to the 7 /2 shift of the optical phase, the field of
the main pulse oscillates in antiphase to the induced dipole,
as clearly seen in inset (ii) in Fig. 4(b). In this phase con-
figuration, the interaction energy is strictly positive (in fact,
maximized), indicating the selective population of the upper
dressed state in the two-state model [30] associated with the
selective emission of fast AT electrons. Again, this is con-
firmed by the five-state simulation in Fig. 5(a), where we
observe the selective population of the upper dressed state
of the resonant subsystem (red line) around ¢ = 0 with the
onset of the main pulse. The bare-state population dynamics
induced by the intense main pulse are remarkably different
from those induced by the single pulse in Fig. 2(a). Instead of
Rabi cycling between the resonantly coupled states 1s and 2p,
we observe the synchronous depletion of both states. This is
characteristic for PL in a multistate system [8,30]. The pop-
ulation flows from the resonant subsystem selectively to the
blue-detuned intermediate states 3s and 4d. To understand this
dynamics, we examine the time evolution of the dressed-state
energies depicted in Fig. 5(b) [32,35,64]. Around ¢ = 20fs,
the upper dressed state approaches the energies of the 3s and
4d states. Several avoided crossings with the corresponding

dressed states (green and blue lines, respectively) arise, which
are relatively narrow due to the weak coupling between the
3s and 4d states and the resonant 2p state (see Table I).
As a result, population is transferred nonadiabatically to the
blue-detuned intermediate states and further to the fast AT
component in the continuum. In the PL scenario, the popu-
lation is steered selectively along the upper energy channel,
whereas in the Rabi scenario some population is stored in the
lower dressed state of the resonant subsystem. Therefore, the
population transfer to 3s and 4d is more efficient in the PL
scenario, reaching 40% and 26%, respectively [see Fig. 4(a)].
For the same reason, the ionization probability of the fast AT
component is enhanced, which explains the increased photo-
electron amplitude in Fig. 3(d) relative to Fig. 3(c).

Overall, the results from the 2D-TDSE calculation for the
selective emission of fast AT electrons are consistent with
those from the two-state model [30,31] and even more so with
the multistate models [8] discussed in our earlier work. The
reason for the good agreement is the weak coupling of the
transit states 3s and 4d to the resonant state 2p, due to which
these states participate almost perturbatively in the interaction.
The energies of the corresponding dressed states are not mod-
ified significantly, such that—as the upper dressed state shifts
into resonance—the 3s and 4d dressed states act as mediators
to resonantly enhance the otherwise nonresonant two-photon
transition from the 2p state to the ionization continuum.

In contrast, the selective emission of slow AT electrons
observed for Ap = —m /2 [see Fig. 3(e)] evolves via the red-
detuned intermediate state 3d. The coupling of this state to
the resonant 2p state is stronger than the 1s-2p coupling (see
Table I). As a result, the dynamics induced by the main pulse
is very different in this case, as displayed in the bottom row of
Fig. 4. The bare-state population dynamics in Fig. 4(a) is again
relatively slow compared to the Rabi scenario in Fig. 2(a).
The 1s population does not vary significantly, reminiscent of
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FIG. 5. Dressed-state analysis of the five-state model, performed in a quantum-mechanical frame rotating with the laser central frequency
and applying the rotating-wave approximation (for details see, e.g., [30]). The bare-state population dynamics obtained for Ag = 7 /2 is shown
in the top frame of (a). The bottom frame shows the population dynamics of the corresponding dressed states. The time-dependent dressed-state
energies, in the chosen quantum-mechanical frame, are shown in (b). The bare-state eigenenergies are depicted as thin dotted horizontal lines.
The population flow observed in (a) is indicated by the turquoise shaded area. The selective increase of the interaction energy is responsible for
the selective emission of fast AT electrons in the 2D-TDSE model. For Ag = —m /2, the population flow is switched to the lower dressed state
of the resonant 1s-2p subsystem (black line) by the main pulse, as shown in (c) and indicated by the violet shaded area in (b). This rationalizes

the selective emission of slow AT electrons in the 2D-TDSE model.

PL in a two-state system [5,65]. The 2p population, however,
is depleted during the most intense part of the main pulse.
Its population is transferred transiently to the red-detuned
3d state while the blue-detuned states, 3s and 4d, receive no
population at all. By the end of the interaction, the 3d state
and all other intermediates are again depopulated, and the 2p
population is restored, indicating strongly nonresonant excita-
tion conditions. The bare-state population dynamics obtained
with the five-state simulation is shown in Fig. 5(c) (top frame),
reproducing the main features of the ab initio calculation very
well.

Due to the Ap = —m /2 phase shift, one would expect the
main pulse to oscillate in phase with the dipole induced by
the prepulse. However, this is only the case in the leading
and trailing edges of the main pulse, as shown in Fig. 4(b)
[see the top frame of inset (iii)]. In these time windows, the
interaction energy in Fig. 4(c) is strictly negative (minimized),
associated with the selective population of the lower dressed
state in the two-state model. However, during the most intense
part of the main pulse, we observe a strong suppression of the
dipole amplitude with no well-defined phase relation between
the dipole and field [see the top frame of inset (iii)]. This
behavior is the result of the competition between two dipoles
excited in different subsystems of the atom. One dipole is
associated with the 1s-2p wave packet excited by the pre-
pulse; the second dipole is associated with the 2p-3d wave
packet transiently excited by the main pulse. The first dipole
is expected to be in phase with the main pulse since both the
dipole and the main pulse are phase shifted by — /2 relative
to the prepulse. The second dipole oscillates in antiphase with
the main pulse due to the strongly red detuned excitation.
Therefore, both dipoles interfere destructively, which explains

the suppressed amplitude of the total dipole oscillation. To
verify this analysis, we calculated the time evolution of the
two partial dipole moments

o () = REWultay [¥m) €3, () em ()] (€))

using the state amplitudes ¢, () = (Y, | (¢)) from the pop-
ulation dynamics in Fig. 4(a). The results are plotted in the
middle and bottom frames of inset (iii) by a dark red line
for the ap,15(¢) dipole and a turquoise line for the 34,2,(¢)
dipole. Qualitatively, both curves can be deduced by inspec-
tion of the transient population dynamics in Fig. 4(a). In
particular, between ¢t = 20 and 30 fs we see how the amplitude
of the 1s-2p dipole decreases due to the depletion of the 2p
state, while the amplitude of the 2p-3d dipole builds up with
the population of the 3d state. During the central part of the
main pulse, the latter even exceeds the former, which explains
the sign change in the interaction energy around ¢ = 30fs.
Referencing both partial dipoles to the laser field shows that
the 1s-2p dipole oscillates in phase, while the 2p-3d dipole
oscillates in antiphase with the main pulse, confirming the
above discussion.

In this case, the analysis of the charge dynamics and the
interaction energy does not provide a clear physical picture
to explain the selective emission of slow AT electrons. In con-
trast, interpreting the interaction dynamics in the dressed-state
picture remains rather transparent. According to the dressed-
state population dynamics in Fig. 5(c) (bottom frame) derived
from the five-state simulation, the main pulse switches the
population around ¢ = 0 selectively into the lower dressed
state of the resonant subsystem (black line). Following the
energy of the lower dressed state in Fig. 5(b), the system
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subsequently approaches the red-detuned 3d state (yellow
line). Due to the larger two-photon detuning of the 3d state,
on the one hand, and the strong repulsion between the 2p
and 3d dressed states (induced by the strong 3d-2p coupling)
the system passes the avoided crossing adiabatically, and no
population escapes to the 3d dressed state. This confirms
the nonresonant interaction conditions mentioned above and
maintains the selective population of the lower dressed state
throughout the main pulse. The nonresonant two-photon ion-
ization from the lower dressed state then explains the selective
emission of slow AT electrons.

Based on the above findings we conclude that, in a strongly
coupled atomic system, inferring the outcome of the interac-
tion from an analysis of the induced charge dynamics and the
interaction energy alone is no longer sufficient. Analyzing the
interaction in the dressed-state basis of a specifically adapted
and validated multistate model system, however, still provides
a clear physical picture of the dynamics, elucidating the role
of intermediate states and the structure of the created PMD.

IV. CONCLUSION

In this paper, we applied a numerical model based on
the ab initio solution of the two-dimensional time-dependent
Schrodinger equation to study the nonperturbative phase-
control of the Autler-Townes doublet in the photoelectron
momentum distribution from (1 4+ 2) resonance-enhanced
multiphoton ionization of potassium atoms with intense
shaped femtosecond laser pulses. We studied the forma-
tion dynamics of the AT doublet in the coordinate-space
wave function analogously to the spatiotemporal description
of above-threshold ionization. Using phase-locked double-
pulse sequences, the 2D-TDSE model reproduced the efficient
switching between the AT components by the relative optical

phase as demonstrated in previous experiments [3,5,27,28].
So far, the underlying control mechanism has been described
by the selective population of dressed states in a two-state
model system [30]. However, the analysis of the observables
derived from the ab initio 2D-TDSE calculation, such as
the bound-state population and the induced charge dynamics,
revealed significant deviations from the SPODS signatures
predicted by the simple two-state model. To rationalize our
observations, we proposed a tailored five-state model that
included all bound states which were significantly populated
in the full calculation and accurately reproduced the 2D
PMD. Subsequently, the dressed-state analysis of our five-
state model revealed the role of the additional intermediate
states. We found that the selective emission of fast AT elec-
trons was promoted by the blue-detuned intermediate states
3s and 4d. Due to their perturbative coupling, these states
transiently shifted into resonance with the upper dressed state
of the strongly driven 1s-2p subsystem and enhanced the
otherwise nonresonant two-photon ionization from the 2p
state. In contrast, the selective emission of slow AT electrons
involved the red-detuned and nonperturbatively coupled inter-
mediate state 3d. In this case, we observed the competition
between electric dipole oscillations excited in the resonant
1s-2p subsystem and the nonresonantly driven 2p-3d sub-
system. Generally, the careful design of a tailored multistate
model validated against the full ab initio calculation [44,45]
offers a more complete and clear physical picture of strong-
field control in multistate quantum systems.
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