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We study a recently introduced simple method [S. Jin, N. Liu, and Y. Yu, Quantum simulation of partial
differential equations via Schrodingerisation, arXiv:2212.13969] for solving general linear partial differential
equations with quantum simulation. This method converts linear partial differential equations into a Hamiltonian
system, using a simple transformation called the warped phase transformation. Here we provide a more-in-depth
technical discussion and expand on this approach in a more detailed and pedagogical way. We apply this to
examples of partial differential equations, including heat, convection, Fokker-Planck, linear Boltzmann, and
Black-Scholes equations. This approach can also be extended to general linear partial differential equations,
including the Vlasov-Fokker-Planck equation and the Liouville representation equation for nonlinear ordinary
differential equations. Extension to higher-order time derivatives is also possible.

DOLI: 10.1103/PhysRevA.108.032603

I. INTRODUCTION

Quantum algorithms for solving partial differential equa-
tions (PDEs) have received extensive attention in recent years
[1-14]. This is due to the fact that many classical methods
for solving PDEs suffer from the curse of dimensionality,
whereas quantum methods are observed to be less costly
due, for instance, to the development of quantum algorithms
with up to exponential advantage in linear algebraic prob-
lems [4,7,12,15-19]. For time-dependent PDEs, one usually
discretizes the spatial variables to get a system of ordinary
differential equations (ODEs), which in turn is solved by
quantum ODE solvers [4,7,15]. In particular, when the result-
ing ODE is also a Hamiltonian system, quantum simulation
methods can be performed. In general, quantum simulations
have less time complexity than quantum ODE solvers or other
quantum linear algebra solvers (e.g., the quantum difference
methods [4,12]) and thus the design for quantum simulation
algorithms for solving linear PDEs is important for a wide
range of applications. A very recent proposal is based on block
encoding [20].

This paper presents more-in-depth technical details for a
protocol that transforms a general linear PDE into a quantum
Hamiltonian system. We call this method the Schroédinger-
ization method, introduced in our paper in [21]. From the
simplest example of the heat equation, for instance, a cor-
responding set of Schrodinger equations can be derived. In
Sec. II we present the heat equation example in detail, as an
example to familiarize the reader with the technique. We also
present the example of the convection equation.
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This method is inspired by a recently developed trans-
formation given in [10], though originally for a completely
different motivation. Here we introduce an auxiliary variable
and construct a transformation, referred to as the warped
phase transformation, that converts the original equation into
an equation that has the structure of the Schrodinger op-
erator. Then it can subsequently be simulated by quantum
Hamiltonian simulation. Since the method introduces only a
one-dimensional auxiliary variable, the additional computa-
tional cost is small.

When discretizing a general linear PDE by spectral meth-
ods or other numerical methods, a Hamiltonian system is
not necessarily obtained. There are two reasons for this: One
is that the coefficient matrix arising from each term of the
equation is not always preceded by the imaginary number
i = /—1 and the other is that despite the imaginary number,
the coefficient matrix is usually not symmetric, especially for
problems with variable coefficients or for the discretization
schemes that are not centered (with a symmetric stencil).

We observe that applying the warped phase transformation
works for equations with constant coefficients and it also
works for some variable-coefficient problems. However, for
general variable-coefficient problems, the direct use of the
method does not necessarily achieve the goal of getting a
Hamiltonian system. For example, see the Vlasov-Fokker-
Planck equation discussed in Sec. IV D.

For this reason, we further design a universal algorithm
for the system of linear ODEs based on warped transfor-
mation, where the system of ODEs is obtained after spatial
discretizations of any linear PDEs. In Sec. III we introduce
an algorithm for this general linear system of ODEs. This
idea works for ODEs resulting from spatial discretizations
for all constant-coefficient and even some variable-coefficient
PDEs. We also discuss some alternative methods to our
approach.
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We remark that this approach will also find a variety
of applications in solving problems with a (time-dependent
or -independent) source term and boundary-value problems
(with time-dependent or -independent boundary conditions).
In fact, when constructing Hamiltonian systems for general
boundary-value problems (for example, with the Dirichlet
boundary condition), the inhomogeneous right-hand side in
the resulting ODE system may arise after spatial discretiza-
tion of the boundary conditions for the PDEs. We propose a
simple augmentation technique (see Remark 6 and [22,23])
to resolve this issue, which together with the warped phase
transformation allows our method to be applied to time-
dependent boundary-value problems. This approach has also
been recently applied to linear algebra problems like the linear
systems of equations and finding maximum eigenvalues and
eigenvectors [24].

In Sec. IV we show that our method is applicable to a
variety of important linear partial differential equations, in-
cluding the linear heat, convection, Vlasov-Fokker-Planck,
linear Boltzmann, and Black-Scholes equations. For nonlinear
problems, we give an application via the linear representation
(Liouville representation) approach for nonlinear dynamical
systems. It is worth pointing out that the Liouville represen-
tation can be symmetrized using the Koopman—von Neumann
representation [11,25-27], but it involves the square root of
the Dirac delta function §(x), which is not well defined math-
ematically, even in the weak sense. Thus one needs to be
more careful in interpreting its solution and the consequent
numerical convergence in a suitable solution space [26]. Our
approach allows a direct treatment of the Liouville equa-
tion and hence does not have difficulties in this regard.

II. QUANTUM SIMULATION OF THE HEAT AND
CONVECTION EQUATIONS

A. The heat equation rewritten as a system
of Schrodinger equations

This section demonstrates how to transform a linear heat
equation into Schrodinger-type PDEs.

1. Heat equation
Consider the initial-value problem of the linear heat equa-
tion
ou— Au =20,
u(0, x) = uo(x),

where u = u(t, x), x = (x1, x2, ..., xg) € R is the position,
and ¢t > 0. Introduce an auxiliary variable p > 0 and define
w(t,x, p) =e Pu(t,x), p=>0.
A simple calculation shows that w solves
ow—+d,A,w=0, p>0. (D)

From w one can recover u via
o0 o0
ut,x) = / w(t,x, p)dp = [ x(pw(t, x, p)dp, (2)
0 —0

where x(p) =1 for p > 0 and x(p) = 0 for p < 0 or, since
u(t,x) = e’w(t,x, p) for all p > 0, one can simply choose

8 —q—{p

|w(t =0)) o—iH®it

lu(t))

FIG. 1. Quantum circuit for the preparation of |u(t)).

any p, > 0 and let
u(t,x) = e w(t, x, py). 3

Applying the Fourier transform on x (here we assume x is
defined in a periodic domain) and letting w(z, &, p), with & =
[€1, ..., &4]" the Fourier modes, be the corresponding Fourier
transform of w, one gets a convection equation

dw — €7, = 0,

where |£]? = 512 + -+ éj. Clearly, the solution @ moves
from the right to the left, so no boundary condition is needed

at p = 0, while the initial data of w are given by
w(0, x, p) = e Pup(x), p=>0.

Moreover, if we extend w to p < 0, then the solution
does not impact the region p > 0 for w. For this reason, we
symmetrically extend the initial data of w to p < 0 but keep

Eq. (1):
ow + Adpw =0,
w(0, x, p) = e Plug(x). )

p € (—00, 00),

This equation for w will be called the phase-space heat equa-
tion. The solution obviously coincides with the solution of (1)
when p > 0. Due to the exponential decay of e~!”I, one can
(computationally) impose the periodic boundary condition
w(t,x, p=—L) = w(t,x, p=L) (=0) in the p direction for
some L > 0 sufficiently large. Then the Fourier transform on
p gives

3 — inAd = 0 or id, i = —nAWD, (5)

where W(t, x, n), n € R, is the Fourier transform of w in p.
Equation (5) is clearly the Schrodinger equation, for every 7.

This means that @ evolves according to w(t,x, n) =
exp(—itnA)w(0, x, ). If we embed the values of (0, x, 1)
into the amplitudes of a quantum state |@(0)), then we can re-
cover |i(t)) = exp(—ip?> ® )| (0)) with a unitary quantum
circuit exp(—ip® ® ), where p is the momentum operator and
7 is another quadrature operator with eigenvalue 7. In a more
general scenario, instead of using A, we can have some other
Hamiltonian H, so we have a more general unitary operator
exp(—iH ® 7t). The preparation of | (0)) is straightforward.
When given |u(0)), we form a product state with the auxil-
iary mode proportional to f dpexp(—|p|)|p) and then take
a quantum Fourier transform with respect to the auxiliary
mode. After application of exp(—iH ® #jt) we have |w(¢)). To
recover |u(t)), we apply an inverse quantum Fourier transform
to the auxiliary mode and obtain |w(#)). Finally, from Eq. (2)
we see we need only the p > 0 parts of the auxiliary mode to
recover |u(z)), so in the simplest setting we can apply P to the
auxiliary mode to project out only the p > 0 parts (see Fig. 1).
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For a fully continuous-variable formulation of Schrodinger-
ization, with H also a continuous-variable operator, see [28].

Remark 1. One can justify the validity of the setup (4)
(which is more convenient than the half-space problem for
w if one uses, for example, spectral methods in p space) in
another way. Applying the Fourier transform on x to (4), one
gets

Qi (t, €, p) — |E179,w(t, &, p) =0,
W(0, &, p) = e Py (&).

Using the method of characteristics, the analytic solution is
given by

W(t, €, p) = w0, p+ |E[21) = e PHEFauE). (6)
If p > 0, then

p € (—00, 00),

W(t, &, p) = e iy = emPLe g ().
The inverse transform implies
w(t, p) = e PF (e ig(8)) = e Put, x),

where F represents the Fourier transform. This is exactly the
solution of (1).

From (6) one sees that |W(z, &, p)| < |ip(§)|. Note that
if up(x) € C*, then fiy(£) ~ O(1/|€|%). Therefore, if up(x) is
sufficiently smooth, i decays very fast in &, which means only
those & such that |£| = O(1) are important; hence @ will move
to the left with O(1) speed. Thus, for T = O(1), |L| = O(1) is
sufficient for the computational domain of p € [L, R], where
L <0OandR > 0.

From Remark 1 and Eq. (4) one sees easily that

o0 o0 1 o0
/ f w(t, x, p)zdpdx = —/ u(t,x)zdpdx,
—00 J0O 2 —o0

/ / w(t, x, p)2dpdx=/ uo(x)*dx.
—o0 Joo —00

Standard PDE analysis using Poincaré’s inequality gives

[e.¢] oo [e.¢] oo
/ f w(t, x, p)?dpdx < ef‘”/ / w(t, x, p)*dpdx

—00 J0 —00 Joo
(N

for some positive constant « that depends on the (finite) do-
main size in x.
Example 1. We conduct a numerical test in one dimension

to justify the above idea:

u —u,, =0, xe(=1,1),

u(0, x) = up(x),

u(l‘,—l):u(l‘,l), le(t,—l):Mx(t, 1)
The exact solution is given by u(f,x) = e " g sin(rx).
For numerical implementation, it is natural and convenient

to introduce o = «(p) in the initial data of (4) for p < O:
dw + dpw =0, p € (—00, 00),

w(0, x, p) := wo(x, p) = e *Pluy(x). 8)

L Iy R

FIG. 2. Schematic diagram for the computational domain of p.

To match the exact solution, a(p) = 1 is necessary for the
region p > 0. In the p > 0 domain, we will truncation the
domain at p = R, where R is sufficiently large such that e % ~
0. We will choose a large o for p < 0 so the solution (see
Fig. 2) will have a support within a relatively small domain.
Since the wave @ moves to the left, one needs to choose the
artificial boundary at p = L < 0 for |L| large enough such
that , initially almost compact at [L, R], will not reach the
point p = L throughout the duration of the computation. This
will allow one to use periodic boundary condition in p for the
spectral approximation.

The Fourier spectral approach will be used to dis-
cretize the spatial and the auxiliary variables. Let M and
N be two even numbers. We choose uniform mesh sizes
Ax=2/M and Ap= (R—L)/N for the spatial and the
auxiliary variables, with the grid points denoted by xy <
Xy <---<xy and pg < p; <--- < py, respectively. Let
w(t, p) = [w(t, xo, p), w(t, x1, p), ..., w(t, xy—1, p)I". The
discrete Fourier transform (DFT) on x gives

dw(t, p)— Pro,w(t,p) =0, pe(L.R),
w(0, p) = e “Pluy, 9)

where uy = [u(0, x1), ..., u(0, xp;_1)]" and P, is the matrix
representation of the momentum operator —id, in the original
variables. For details on the derivation of (9), refer to the next
section for notation. The matrix P, can be diagonalized via
D, = CD’IP,LdD, where D, = diag(i4_pr2, ..., Uprj2—1) 15 @
diagonal matrix with yu; = nl forl = -M/2,...,.M/2 — 1.
Let w(t, p) = ®'w(z, p). Then one has

(. p)— D0,ib(t,p) =0, pe(L.R),
w(0, p) = e i, (10)
where fig = ®'uy and the /th component of #, denoted by
W, corresponds to a linear hyperbolic system and the wave

moves from the right to the left with speed s, = 7. The
analytic solution to (10) is obviously given by

W (t, p) = e @PrsiPtsitly, | (11)

where [ = —-M/2,...,M/2 — 1. According to Remark 1,
when uy(x) is sufficiently smooth, we know that the fastest
left-moving wave will have a speed s, = O(1). Given the
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Modulus of the DFT coefficients

-8 -6 -4 -2 0 2 4 6 8
Fourier modes:

FIG. 3. Discrete Fourier transform of the initial data u(x)
sin(mrx).

evolution time 7', we can estimate a large enough |L| such
that |5, 7| < |L].

Now we consider the full discretization. Let the grid value
matrix W (¢) := (w(t, x;, pj))y=n» Which can be straightened
as

w(t) = [wo; wis...;wy—1] =Y wit,x, pjli. j),
ij
where the semicolon indicates the straightening of {w;};>
into a column vector and

w; = [w(t, x;, po)s w(t, xi, p1)s .., wt, x;, pv—D]".
Performing the DFT on both x and p yields
dw(t) —i(P, ® P )w(r) =0, (12)

where we use the same denotation P, for both variables since
no confusion will arise. Let F; and F, be the discrete Fourier
transform matrices for x and p, respectively. One can translate
Eq. (12) into the frequency space

dhe(t) —i(D% ® Dy)e(t) =0,

where ¢(t) = (Ffl ®Fp’1)w(t). If ¢(¢) is arranged as a
matrix C(¢) in the form of W (z), then the relation W =
OCP" = F,CFl or C=0 'WP™" =F'WF " is easily
found, which avoids the use of memory-consuming tensor
products. Therefore, the numerical realization can be effec-
tively implemented via the discrete Fourier transform (see
Remark 2). The solution i; (¢, p) of (10) can be extracted from
the /th row of F,”'W.

In the numerical test, we choose M =2* =16 and N =
2% = 512. In Fig. 3 we plot the modulus of the DFT co-
efficients #. Clearly, the amplitudes decay very fast in the
Fourier mode p;, and p4; contribute most to the propagation.
Therefore, for this example one can choose time ¢ such that

sit K Lp—Lort <T,:=(Ly—L)/sy, 13)

(a) 0.02
— Exact
0.015 --*- Numerical | -
0.01 \ :
=
Il 0.005 .
©
=] 04 —
c
i}
5 i
3 -0.005
n
-0.01 :
-0.015 i
0.02 : : :
-1 0.5 0 0.5 1
X
(b) 0.02
— Exact

- - - Numerical |

:T*

Solution u at t

0.5 1

FIG. 4. Numerical and exact solutions of u(r = T,) for the spec-
tral method using (a) Eq. (3) and (b) Eq. (2).

where s; = 72 € O(1). For other parameters, we choose L =
-5, R=5,t=T, a =10 for p<0, and Ly = —1 (the
estimated T, = 0.4053). The numerical solutions for u(t) =
[u(t, x0), ..., u(t, xy)]" are displayed in Fig. 4, with (3) and
(2) used to restore the solutions, respectively. Note that it
is better to pick the point p, > 0 near p = 0, for example,
D« = PNj2+3, to avoid the loss of significant digits of e™”* for
large p*.

To validate the choice of computational domain shown
in Fig. 2, we now take snapshots of the movement of the
wave corresponding to Eq. (10), with the result shown in
Fig. 5(a). Since the wave amplitude in the frequency space is
a complex number and its real part is small, we display in this
figure the modulus of these complex numbers, i.e., [, (¢, p;)
for j=0,1,...,N — 1, where [, corresponds to the speed
5. The blue dashed line represents the initial wave |@(0, p)|
and the red circles and black solid lines are the analytic
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0.35F i
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FIG. 5. Initial and evolved waves in the frequency and original
spaces (T, = 0.4053): (a) modulus of the wave amplitude |®,, (t, p;)|
corresponding to (10) in the frequency space and (b) wave amplitude
w; (¢, p;) corresponding to (9) in the original space.

solution given by (11) and the numerical solution at time ¢ =
T, respectively. We also plot the wave amplitudes w;_ (¢, p;)
in the original space in Fig. 5(b), where i, corresponds to local
index of s, in {s;}. As observed, the waves in both spaces have
almost moved to the left end, which validates the previous
arguments.

Given t =T =1, we can choose a large enough L in
absolute value to get satisfactory numerical results. In view
of the relation (13), we take L = Ly — T's; = 11. Considering
the periodic condition, one can choose o = 40 and R = 10,
for example, with the results shown in Fig. 6.

One can also use the finite-difference discretization to
further validate the above arguments. For the spatial dis-
cretization, we use the central difference to get

wi—1(t, p) = 2w(t, p) + w1 (¢, p)

Ax? 0

atwi(t, p) + ap

wo(t, p) = wy(t, p),

x107°

—
o
~—
[}

T

\V}
T

— Exact
--*-Numerical|

Solution u at t

—

o8

~—
N

i
\
h
|
1
= = initial wave

O analytic evolved wave
——numerical evolved wave| |

—_
&)}
T
|

wave amplitude

| ]
)
= = initial wave

=& evolved wave
T

wave amplitude
o
- o
[6)] N

\

\
1
\

©
o

o
o
a

I
I
1
[
I
I
1
I
I
1

p

FIG. 6. Numerical results for given evolution time t =T = 1:
(a) numerical solution for the heat equation recovered by (2),
(b) modulus of the wave amplitude |@;, (¢, p;)|, and (c) wave am-
plitude w;, (¢, p;).

wit, p) —w_i(t,p)  wy1t, p) —wy—1(t, p)
2Ax B 2Ax
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fori=1,2,...,M — 1, where we have introduced the ghost
points x_; and xp4;. To get a closed system, we assume the
discretization is valid on x = xp and x = x;:

w—l(ta p) - 211)()([, P)+ U)](t, p) _
Ax? N

dwo(t, p) + 9, 0

ati =0 and
wy—1(t, p) — 2wy (1, p) + Wy, p)
Ax?

at i = M. Summing the above two equations and eliminating
the ghost values

dwum(t, p)+ 9, 0

—2wo(t, p) + wit, p) + wy—1(t, p)
Ax? N

dwo(r, p) + 9, 0,
i=0,
we then obtain the system

dw(t, p)+ Ad,w(t, p) =0,

where
U)O(t, P)
wi(t, p)
w(t, p) = : ,
wy—2(t, p)
wM*l(tv p)
-2 1 1
1 -2 1
J— 1 .
=— .
Ax 1 -2 1
1 1 -2

One can check that the eigenvalues of A are A (A) =
—Aixz sin? % fork=0,1,...,M — 1. Let w;f be the approx-
imation to w(t,, p;). For the periodic boundary condition, the
value wy = wy along the boundaries is unknown. We intro-
duce wy into the vector of grid values W" = [w';...; w} ],
with the semicolon indicating the straightening of {w;};>;
into a column vector. Since A; < 0, we adopt the upwind
discretization on p and obtain
i w) +Aw’}+l -
At Ap

w"

w
J
=0,

j=1...,N—1.
The above system is closed by assuming the discretization
holds at p = po. In view of the periodicity, the additional
equation can be written as

wn+1 —w” w’ — w"
i Nypa—Lt_N—90, j=N
At Ap
The final iterative system is
Wt =BW", n=0,1,...,N, — 1,
with
I+ A —A,
I+A, —-A
B = ° .'. b
I+ A —A;
—A I+ A,

T.

— Exact
--*- Numerical 8

Solution u at t

=T,

— Exact
-* - Numerical

Solution u at t

-1 -0.5 0 0.5 1

FIG. 7. Numerical and exact solutions of u(t = T, ) for the finite-
difference method using (a) Eq. (3) and (b) Eq. (2).

The numerical results are similar to that of the spectral method
under the same settings, as shown in Fig. 7.

2. Notation for the Fourier spectral discretization

For the Fourier spectral discretization, we will use the no-
tation given in [26]. For one-dimensional problems we choose
a uniform spatial mesh size Ax = (b — a)/M for M = 2N =
2™, with m a positive integer, and time step A¢, and we let the
grid points be

xj=a+ jAx, j=0,1,...,M.
As an example we consider the periodic boundary conditions.
For x € [a, b], the one-dimensional basis functions for the
Fourier spectral method are usually chosen as

1) = ey, = 2
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For convenience, we adjust the index as

2t —N-—1)

i (x) = e
b—a

where 1 < I < M = 2N. The approximation to u(x) in the
one-dimensional space is

M

ux) =Yy i),

=1

x=x;, j=0,1,...,M—1, (14)

which can be written in vector form u = ®¢, where u =
[uCx)Imx1, € = (c)mx1, and @ = (¢ )mxm = [P1(xj)prxenr-

The d-dimensional grid points are given by x; =
(‘le’ ttt "szl)’ Wherej = (jlv M} .]d) and

in=a+jiAx, jiZO,l,...,M—],i=1,...,d.
The multidimensional basis functions are written as
G1(x) = ¢y, (x1) -~ Py, (xg), where I=(,...,ls) and
1 <I; <M. The corresponding approximate solution is
u(x) =Y, a¢i(x), with the coefficients determined by the
values at the grid or collocation points x;. These collocation
values will be arranged as a column vector

u(t) =Y ult, x)j1) ® - ® |ja),
J

that is, the n;th entry of u is u(z, x;), with the global index
given by
oo 20,

nj = ji2 + N

Similarly, ¢; is written in a column vector as ¢ = ) , c1|l;) ®
-+ ® |lg). For convenience, let ¢; = ¢y, - - - ¢,. Then

u(t, xj) = chl
1

and the transition between u and ¢ is given by

¢ b () -y (x,) (15)

u=u"® - @u = (@)@ & @) =0,

(16)
where
¥ =0®--- @0, = (I, u?=dc?,
—_——
d matrices
c:c(')®--'®c(‘”=chll1)® - Q |1y). (17)

1

For later use, we next determine the transitions between the
position operator £; and the momentum operator pj = _iaix,-
in discrete settings. Let u(x) be a function in one dimension
and u = [u(xg), ..., u(xpy_1)]" be the mesh function with
M = 2N. The discrete position operator £/ of £ can be defined

as

d

u = u(x;) > x“u = Du,

where D, = diag(xo, xi, ..., Xy—1) is the matrix representa-
tion of the position operator in x space. By the discrete Fourier

expansion in (14), the momentum operator can be discretized
as

M M

M
Pux)~ Py agi(x) =Y aPhi(x) =Y cil—idepi (x)]

=1 1=1 =1

Z criu(x),

S

w =27 —N—1)

for x=x;, j=0,1,...,M — 1, which is written in matrix

form as

Py = dDDMCD_lu =: P,u, D, =diag(u,..., uu),

where P is the discrete momentum operator. The matrices D,,
and P, can be referred to as the matrix representation of the
momentum operator in the momentum space and the position
space, respectively, and are related by the discrete Fourier
transform. For d dimensions, the discrete position operator fcf
is defined as

1=1"® - 9u? 5>uVg.. . ilx. . @u
where

~ (1

al) .= [xj, u’ )(xj, )] D, u!
Then

#lu = I®"' @D, 1% u=:Du.
Using the expansion in (15), one easily finds that

Plu=1%"oP, @I* Yu=:Pu.

Note that D; and P; are Hermitian matrices and

(@) P =% @D, ®1% =Dl (18)
For convenience, we denote by F, = ®%" the Fourier trans-
formation matrix in d dimensions. The above denotations also
apply to the variable p. One just needs to modify the subscript
x to p; for example, F, represents the Fourier transformation
matrix for p. We will use the same denotations D,, and P, for
both x and p whenever no confusion will arise.

Remark 2. Given a set of numbers xg, x1, ..., xy—1, the
discrete Fourier transform and the inverse DFT are defined
by
1 M—1

eZm jk/M
M s

and

M—1
1 —2mijk/M .

= — e f/yk, j=0,....,.M—1,

i &
respectively. Denote the transformation matrix of the DFT
by F. It is easy to find that the transformation ma-
trix introduced above satisfies ® = /MSF, where S =
diag([1, —1, 1, —1]px1) is a diagonal matrix.

3. The heat equation as a system of Schrodinger equations

Equation (5) clearly shows w is governed by the free
Schrodinger equation in the Fourier space for p. Below, in the
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discrete space and for the heat equation with a source term,
we also show how the heat equation can be reformulated as
a system of Schrodinger equations. Consider the linear heat
equation with a source term

ou — Au =V (x)u,
u(0, x) = up(x), (19)

where V (x) is a scalar function. We now consider the spectral
discretization of (1) with respect to the variable p. According
to the above discussion, the term d,w in (1) can be discretized
as

pw = i(—idpw) —> iP,w(t, x),

where w(t, x)=[w(t, x, po), w(t, x, p1),..., w(t, x, py-1)]" .
Thus we have the semidiscrete system of partial differential
equations

qw(t,x) +i[A, + V()P w(t, x) =0,

w(0, x) = wo(x) := [wolx, pj)lmx1-
In the momentum basis, one has

de(t, x) + il A, +V(x)ID,e(t, x) =0,
¢(0, x) = ¢o(x) := d  wy(x), (20)

where ¢ = Fp_1 w. The above PDEs can be viewed as a quan-
tum system since we have introduced the imaginary number
i=+/—1 and D, = diag(ui, ..., un) is a real diagonal ma-
trix.

In conclusion, we have converted the heat equation to a
decoupled system of Schrodinger equations by using the idea
in Sec. IT A 1 and the discrete Fourier transform on p.

Remark 3. The Schrodinger equation is i0, ¥ = —%(A -
%V)\D. To match the form above, we can interpret u; <
—Fh/2mand V; = —V /liju j, which is the potential correspond-
ing to the jth mode. However, this requires us to have the
right sign p; < 0; otherwise we need to interpret negative
mass. This issue can be easily resolved by introducing the new
variable &;(7, -) = ¢;(t, -), where f = —t if u; > 0.

4. Quantum simulation of the heat equation

One can now directly simulate the (decoupled) system of
equations (20). For clarity, we will consider (x, p) as a new
variable and repeat the construction in the preceding section.
Let

w(t,x, p) = ch(t)¢l(xa p, l=0,....1la1). @2
[

The collocation points are denoted by (x;, p;,) with j =
(ji, .-, Jja)- As in (17), we define ¢ =c, ®c,, where
¢, =cV®-.-®c?. We also introduce the notation w =
w, ® w,, where w, = w @ - @w?®, and w’ = Pc?®
can be viewed as the approximate solution of w in x;
direction. Following the discussion in Sec. IIA2, one

has

d d
A, =Y " 82d,w = —i Y (—idy,)*(—idy)w
=1 =1

d d
=—iy PPw— iy (B)YPlw
=1 =1

d
=—iY P} DU @P,)(w, ®w))
=1

d
=~i) (Pi®P)w,
=1
where P; = I°7' ® P,® 19" and
V(w, = iV (x)(—idpw — iV (E)HPIw
=i(V @ DI @ P)(w, ® w,) = i(V @ P)w,
where V is a diagonal matrix with
Vi, =V &), nj=ji2 "+ + 20
The resulting ODEs are

%w(z) —i[(PP+-+P;-V)®P,Jwi) =0, (22)

which is an expected Hamiltonian system.

The system (22) can be solved by using, for example, the
first-order time or Trotter splitting, as done for the standard
Schrodinger equation in [26]. To do so, we first diagonalize
the matrix with respect to p for convenience as in (20). Intro-
ducing a new variable W = (I ' ® Fp’1 )w, one gets

4 o) — iH _ (P 2 _
dtw(t) =iHw({), H=(P + - +P;—V)QD,.
(23)
From time ¢ = 1, to time ¢ = #,4], the system can be solved in
two steps.
(i) One first solves
d
S0 = (P4 +P) @D, Jw(t), t, <t <ty
w(t,) = w"

for one time step, where @" is the numerical solution at = t,,.
Noting the relation (18), by letting é(¢) = (Fx_l ® Div(t), we
instead solve

d
EZ‘(Z‘) =iHpc(t), t, <t <tppr,

where
Hp=[(D})" +-+ (D)) ]®D,

is a diagonal matrix. The numerical solution will be denoted
by ¢*.
(ii) Let @* = (F, ® I)¢*. The second step is to solve

%ﬁ)(t) =—i(V®D,)w(t) = —iHyw(t)
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for one time step, with @* the initial data, where Hy is a
diag?nal matrix. This gives the updated numerical solution
w"t

We denote by m the number of qubits per dimension.
The total number of qubits is then given by my = my + m,
for d-dimensional problems, where my = dm and m,, are the
number of qubits on x and p registers, respectively. Let Ax,
Ap, and At be the step sizes for x, p, and ¢, respectively, where
we assume the same spatial step along each dimension. Then
m ~ log(1/Ax) and m, ~ log(1/Ap).

For convenience we write the time complexity in terms
of the steps sizes and the number of qubits throughout the
paper. For the given error bound ¢, the ¢ dependence of these
quantities is determined by the particular scheme one wishes
to use. For instance, the mesh strategy of the heat equation can
be given by

eN 1/t
AxN(E) . At~e, Ap~e.

Note that the initial condition, due to a lack of regularity,
implies first-order accuracy on p.

Theorem 1. The solution to the heat equation can be simu-
lated with gate complexity given by

T
Ngates = Eo(dm logm + mp log mp),

where T is the evolution time.

Proof. Given the initial state of @, applying the inverse
QFT to the x register, one gets &°. At each time step, one needs
to consider the procedure

iH [y At F.QI eiHy At F '@l
~n € ~x I ~ % ~n+1 "x ~n+1
4 w w —> C ,

where F, = ®®" . It is known that the quantum Fourier trans-
forms in one dimension can be implemented using O(m log m)
gates. The diagonal unitary operators e "#vA! and ¢H»2" can
be implemented using O(mpy) gates [29,30]. Therefore, the
gate complexity required to iterate to the nth step is

Ngates =n0(dm logm —+ mp log mp + my)
T
= (E)O(a’m logm + m, logmp),

where m,, log m, results from the quantum Fourier transform
(QFT) on the p register, which is only performed twice. Wl

Remark 4. For the rest of the paper, we refer to the algo-
rithm mentioned in [29,30] to implement e’ as Algorithm I,
where H is a diagonal matrix.

B. Linear convection equation

In this section we provide a way to turn the linear con-
vection equation in d dimensions with periodic boundary
conditions into a system of Schrodinger equations

ou 4 Oy u+ O u+ -+ + 0, u=0, 24)
where x=(x,x,...,x7) € (=1, 1) and u=
ut,xi, x2, ..., xq).

1. Reformulation
Let

w = sin(p)u,

where p € [—m, ], which is obviously periodic with respect
to p. Then w satisfies

0w — By pplt — Oy pptt — ==+ — By pptt = 0.

Considering the Fourier spectral discretization on x, one easily
gets

d
dw(t, p)—i Yy Pidyw(t, p)=0,
=1
wt,p) =) ;wt,x;,p)lj). Let cft,p)=
F'w(t, p). We then get the system of (decoupled) free
Schrodinger-type equations

where

d
dies(t. p) =iy Di'dppe.(t, p) =0 (25)
=1

in the momentum space, where Df‘ is a diagonal matrix de-
fined by (18).

2. Quantum simulation
By further applying the Fourier transform on p, Eq. (25)
becomes
d
E(t)+iy (DI ® P2)Et) =0,
I=1

where

&) = [Ex0(); . 381 (D], Ecit) = Y exilt, po)lk).
k

Lete(t) = (I®" ® F, ')é,. Then

d
det)+iy (DI ® D)e(t) =0, (26)
=1

where ¢ is exactly the momentum variables of w, i.e., ¢ =
(F ' ®F, .,

Theorem 2. The solution to the convection equation can be
simulated with gate complexity

Ngates =0(d+1m 1Og m),

where we have assumed the same number of qubits in every
direction.

Proof. Given the initial state of w?, the implementation
involves an application of an inverse QFT, followed by a mul-
tiplication of a diagonal unitary operator H = Z;l:l(D;‘ ®
Di) and a QFT. Hence the gate complexity (see Algorithm
Iin Remark 4) is

Ngates = O(mg41 + 2(d + 1)mlogm) = O((d + 1)mlogm),

which completes the proof. |
Remark 5. As was done for the Liouville equation in [11],
one can apply the Fourier spectral discretization to the original
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equation and get

d
de(t) +i Y Diet) =0,
=1

where ¢, = Fx‘lu and u(t) = Zj u(t, xj)|j). The number of
quantum gates required for its simulation is O(dmlogm),
which is comparable to that of the Schrodinger system. On
the other hand, one can get u by projecting w onto the x reg-
ister for our quantum simulation approach, since w(t, x, p) =
sin(p)u(t, x) is separated in x and p, which means the costs
of the computation of the observables are also comparable.
Here we want to show that, for conceptual interest, the first-
order hyperbolic equation can be transformed into a system of
Schrddinger-type equations.

II1I. QUANTUM SIMULATION OF THE GENERAL LINEAR
SYSTEM OF ODEs

Not every linear PDE can be transformed into the exact
form of the Schrodinger equation, but we will see that they
can certainly be transformed into Hamiltonian systems in the
discrete setting. To do so, one only needs to show that a linear
system of ordinary differential equations can be converted into
a Hamiltonian system, since a PDE, after spatial discretiza-
tion, becomes a system of ODEs.

A. General linear ODEs

Suppose one needs to solve the ODEs

du(t)
I =Au(t) + b(),
u(0) = uo, (27)

where matrix A is independent of time and A" # A in general.
We remark that it suffices to assume b(¢) = 0. Otherwise one
can instead consider the augmented system
du(t)
dt
v, =0,

=Au()+b(t)v, u(0)=uy,

v(0) = 1,

where the second equation gives v(¢) = 1, which leads to the
original ODE system. The above ODEs can be written in the
compact form
di(t)
dt
7

Aa(t), @(0) = i,
u
v |’

e [A b(t)]

where

(| L)

and the zero vector 0 has the same size as b. For this reason,
without loss of generality, we assume b = 0 in the following.

Remark 6. Quantum simulations for time-dependent or
-independent boundary-value problems are quite difficult be-
cause the ODE system resulting from spatial discretizations is
not necessarily a Hamiltonian system. Spatial discretization of

the boundary condition, for example, the Dirichlet boundary
condition, could also give rise to b # 0. Our approach com-
bined with the above augmentation technique will resolve this
problem in a generic and an efficient way, which, however, is
beyond the scope of the present work.

One can always decompose A into a Hermitian term and an
anti-Hermitian term

A =H +iH,,
where
A+ AF A—AT
Hy = + Hy=——=H,.
2 2i

Apparently, H|H, = H,H, holds if and only if ATA = AAT.
In view of the stability, it is natural to assume that H; is
negative semidefinite (note that x"H;x = x"Ax). In addition,
it is simple to see that

25(Hy) ~ s(A) ~ 2s(H>)

_gt
=H],

and

”Hl”maXv ||H2||max < ”A”max,

where s(A) is the sparsity of A and ||A||m.x denotes the largest
entry of A in absolute value.

Using the warped phase transformation v(z, p) = e ?u(t)
for p > 0 and symmetrically extending the initial data to
p < 0 as in Sec. I[TA 1, the ODEs are then transformed into
a system of linear convection equations

d
Ev(t, p) = Av(t, p) = —H,d,v + iHv,

v(0, p) = e Pluy. (28)

The solution u(¢) can be restored by

oo
u(t) = / v(t, p)dp.
0
Apply the discrete Fourier transformation on p to get

d
EW(I) =—i(Hi @ P)w +i(H, ® Nw, (29)

which is a Hamiltonian system as expected, where w collects
all the grid values of v(¢, p) and is defined by

w=[wiwy. . w, wi= Y v, polk),
k

with the semicolon indicating the straightening of {w;};>
into a column vector. By the change of variables @ = (I, ®
Fp_l)w, one has

%ﬁ)(z‘) = —i(H, ® D)W + i(H, ® I)Wb. (30)

In the following, we assume A is independent of time
and apply the Hamiltonian simulation algorithm in [31] as
described in the following lemma. For time-dependent Hamil-
tonians, we refer the reader to [32-34] for references. As in
[31], we are concerned with the sparse access to the matrix,
with the definition given below.

From now on we define s as the sparsity of A, and ||A||max
as the largest entry of A in absolute value,
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Definition 1. Let A be a Hermitian matrix with the (7, j)th
entry denoted by A;;. Sparse access to A is referred to as a
4-tuple (s, ||Allmax> Oa, OF ). Here O, is a unitary black box
which can access the matrix elements A;; such that

Oalf)Ik)|z) = 1)) k) |z @ Ajic)

for any j, k € {1,2,---, N} =: [N], where the third register
holds a bit string representing of A j; OF is a unitary black
box which allows to perform the map

Or NI = INIF3, D)

for any j € [N] and [ € [s], where the function F outputs the
column index of the /th nonzero elements in row j.

The quantum algorithm for general sparse Hamiltonian
simulation with nearly optimal dependence on all parameters
can be found in [31]. The run time is measured in terms of
the query complexity or the number of queries made to the
oracles O4 and Or.

Lemma 1 (Algorithm Il and Theorems 1 and 2 in [31]). An
s-sparse Hamiltonian H acting on my qubits can be simulated

within error & with
1
ol + og(t/¢)
loglog(t/¢)

log(z/¢)
loglog(t/¢)

additional two-qubit gates, where 7 = s||H ||max? and ¢ is the
evolution time and

queries and

0<r[mH + log>*(z/e)] ) = O(tmyLyoiyiog)

log(t/¢e)

L = [1 + log*® _
polylog [ + g (7:/8)] 10g log(r/a)

This result is nearly optimal.

For convenience, we assume A arises from some discretiza-
tion in d dimensions, which implies A is of order Ny ~ 2™,
where my; = dm and m is the number of qubits along each
direction.

Theorem 3. Our quantum simulation method has gate com-
plexity
SANA I maxT

Ap
where N, is the order of A and O denotes the case where
all logarithmic factors are suppressed. In particular, if H; can

be diagonalized in the momentum basis and H, is a diagonal
matrix, then our method can be implemented with

Ngales,Schr = (my + mp)0< ) + O(I’I’lp IOg mp),

T
Ngates,Schr = A_tO(dm logm + my, IOg mp).

Proof. (i) The Hamiltonian in (30) can be simulated with
complexity

T (mq-+m,)O(s(Hy ® Dy, —Hy, @ D||Hi ® Dyy—Ha & | max)

< TO(Is(Hi ® Dyy) + s(H)I(1H1 ® Dy llmax + 1 Hz llmax))
TO([s(H)) + s(H)IH llmax/ Ap + [1Hz | max))
O(s(A)|Allmax T/ Ap),

where [|Dy|lmax S 1/Apis used. (ii) For the special case, one
can solve (30) by the first-order time-splitting scheme. The

<
<

gate complexity can be obtained as in the proof of Theorem 1.
|
The difference between this method and our approach in
Sec. II is that here we first discretize in space (hence A is
the difference matrix) and then use the warped phase trans-
formation later, but in Sec. II we used the warped phase
transformation first and then discretized in space. Let us com-
pare the two ways for the linear heat and convection problems.
(i) For the heat equation, when applying the discrete
Fourier transform on the space variables, one obtains

4= _ 2
dtu(t)_Au(t), A=—(Pi+---+P;)+V.

It is easy to find that (29) coincides with (22) since H; = A
and H, = 0, that is, the two treatments are equivalent due to
the fact that A is a Hermitian matrix.

(i) For the convection equation, the discrete Fourier trans-
form on the space variables gives

d
d
() = il;P,u(t) =0,

which corresponds to a special case H; = 0. In this case, there
is no need to apply the warped phase transformation since it
is already a Hamiltonian system. Of course, one can still use
the sin(p) transform to get a Schrodinger-type system.

This general method is simply a combination of what we
already did in previous sections. The H, can be handled ei-
ther directly or by using the approach with a warped phase
transformation.

Remark 7. Our approach can also apply to PDEs of higher-
order time derivatives. Let us consider the second-order case
u,, = Au. Let v = u,. One immediately obtains

u=v, v, =Au

-1 4]

which reduces to the situation under discussion. The extension
to higher-order derivatives is straightforward.

or

B. Parity-dilating unitarization of linear ODEs

In addition to transforming ODEs into Hamiltonian sys-
tems, one can also translate the evolution operator into
products of unitary operators that are suitable for quantum
simulation. Here we present and extend the unitary dilation
technique (for instance, in [35] applied to the Black-Scholes
equation) to more general cases. In the following we still
consider the ODE system (27) and assume that u(¢) has been
encoded as a state vector |1 (7)).

The solution of |y (¢)) can be approximated by

N
W (1)) = e [y (1)) & T [ ™2 19 (1)), (31)

j=1

with N;At =t¢. Higher-order terms with commutation re-
lations between H; and H, can be added later for higher
accuracy. We can enlarge the matrix (or operator) to make
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H At Hy At

unitaries out of each 27227 term. Since ¢ =: Hy, is
Hermitian, one can define a unitary dilation operator U as

_ Hay 1-H,

U .=
\/I _Hiz

which is a particular instance of the blocking encoding of
Hermitian matrices [36], where [ is the identity operator and

0 —i 10
Y=l oo T |0 —1f

Note that when H; is negative semidefinite, || Hx,|| < 1 holds,
which guarantees U being well defined.

Remark 8. The equals sign in (32) can be understood as
follows. Let

— (UZ ® I)eicf‘@arccos(HA,)
_HAt

(32)

A(A)=|: A \/1—)\2:|=|:cost sin¢

1 —A2 —A sint —cost

} =: B(1),

where A = cost € [—1, 1]. Then the column vectors of B(t)
are the solutions of

d
d
th(t) = u (1),

whose evolution is given by
O _1 —ioyt —ioyt
B(t) = exp ) 0 t |B(O) =e "B(0) =¢""o,

or B(t) = 0.e/™". This leads to A(A) = 0,/ 3°°* and hence
the desired equality by letting & = Hay,.

Let |0) = [1, 0]”. Then we can define a new unitary oper-
ator U acting on |0) ® |¥(#)) = [|¥(#0)); 0] as

U[wfgo))} _Ode e,-HzA,)[wgo»}

[ Hae ) .
= Jr—m ey | O

where 0 has the same size with |y (¢y)). For convenience,
we refer to the new operator U as the (first-order) evo-
lutionary unitary dilation operator. Now if proceed to use
this state directly to the next time step and multiply by an-
other U, one does not recover a term (Ha,e™2")2 |y (ty))
in the top entry, but rather it is augmented by another term

(/1 — H3,e™2)2|y(ty)). This means we cannot postselect

at the end, but only at every time step. For instance, in the
second step the quantum state should be postselected as

iH, At
[HA,e . |w(to)>} _ [Iwgm} —10)® [¥ (1)),

and hence we can repeat the procedure. However, if the suc-
cess probability of every time step to obtain the top entry is
P, then after N, time steps, a single success requires O(P~™)
copies of | (%)) at the beginning. A simple case is that H;
commutes with H, as for the Black-Scholes equation [35]. In

this situation

My (1)) = ™ ey (1))

and one can first apply the unitary dilation technique to e’
and perform one postselection at the end of the simulation of
H,.

However, H, and H, do not commute in general. We go for
an alternative approach, where we instead begin with the state
10)®N" ® | (1)), where N} =1logN;. In this case we only
need to perform one postselection at the very end. Observing

that
[IW(&)))} u [Ilﬁ(h»}
0 * ’

we can introduce the translations

[¥ (1)) 1Y (11)) [¥(22))
0 * *
0 U 0 Uy * Us
. RN = =
0 0 0
0 0 0

where the vector has N; zero vectors and each unitary U;
is basically the evolutionary unitary dilation operator U in
Eq. (33) but applied to different pairs of qubit systems. For
this reason, we refer to it as the parity-dilating unitarization
approach in this article. The costs are identical for all j and
the explicit formula of U; can be written as

U; = 10)(0] @ ¢4 Hy,

+ (N0 +10)(j) ® ™ /T — HE,

N,—1
— 1)1 ® ™A Ha + Y k) (k| @ 1.
k#£0,j

This means that if assume access to U; (as an oracle), then
one needs to apply this oracle N, times to the state |0)®V ®
| (f9)) and then just to perform a single postselection at the
end. However, we note that this assumption is not equivalent
to the usual assumption of unitary decomposition, where we
decompose into single-qubit gates and controlled-NOT gates
or some other combination.

Theorem 4. Assume sparse access to arccos(H;At) with
sufficient precision and suppose that the time step satisfies
lAll; At < 1. Then the first-order parity-dilation unitarization
method has gate complexity

Ngates,unitary = 10g Ny

X O(%s[arccos(Hl At)] + s(A)||A||maX).

In particular, if H; can be diagonalized in the momentum
basis, H, is a diagonal matrix, and ||H;| Az < 1, then the
parity-dilation unitarization method can be simulated with

T
Ngates,unitary = A_l O(dm IOg m)
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Proof. (i) The first-order evolutionary unitary dilation op-
erator is

U = (O,Z ® I)el'o'v®a.rCCOS(H] At)(I ® eiH2At).

iH) At

By Lemma 1, the operators e @®¥ccostHiAD apd ¢ can be

simulated with

O(mys[arccos(H; At)]|| arccos(H; At)||max)
+ O(AtmdS(HZ) ||H2 ”max)

two-qubit gates (note that At is not a factor in the first term),
where arccos(H| At) is defined according to the Taylor expan-
sion
_ 1 1.3_3.5 5.7 35 9
arccosx—irr—x—gx —mx —mx —mx — ey,

which is well defined when |x| < 1. One easily finds that
arccos(H;At) is well defined when the time step satisfies
|Hi||1 At < 1. In fact, since H; is Hermitian, there exists a
unitary matrix V such that V-'H,V = A, where A, is the
diagonal matrix consisting of the eigenvalues of H;. By defi-
nition,

arccos(HiAt) =T arccos(AlAt)T’I, (34)

where arccos(A | At) is obviously well defined due to the fact
that |A(H})|max At < ||Hyll1 At < ||A]l; At < 1. Therefore,

|| arccos(H; At)llmax < |l arccos(H; At)|l;
<Am o+ H Aty + HIH A + -

<%n—i—l+%+f—0+~-~=arccos(—l)=7r.

(i) For the special case, the first-order evolutionary unitary
dilation operator is

U=(,NI® q>®d )eicr)@arccos(A]At)

x [1® (@)U @ ™), (35)

where A and H, are diagonal matrices and arccos(AAt) is
well defined if |[H,|| At < 1. The gate complexity is obviously
given by

Ngates,unitary = n[20(dmlogm) + 20(dm)]

T
= A—tO(dm log m).

This completes the proof. ]

Remark 9. Note that for arccos(H; At) to be well defined,
one needs ||H;||At < 1. If H; is the discrete heat operator,
then ||H;|| = O(Ax?) in one dimension; hence one needs
At = O(Ax?), which is the Courant-Friedrichs-Lewy stability
condition for solving the heat equation using explicit time
discretization. On the other hand, the time-splitting method is
unconditionally stable; thus one can take At = O(Ax) there.
According to the special case in Theorems 3 and 4, the heat

equation (19) can be simulated with
T
Ngatesset = 7= O(dmlogm + m), log my)
T
= A—xO(dm logm + m,logm,),
T
Ngates,unitary = EO(dm IOg m)

T

The mesh strategy is d Ax* ~ & and Ap ~ &, which gives

Ngates,Schr _ AXO(l + £ ]Og(]/&‘) ) '
Ngates,unitary d IOg(d/s)

This implies that the parity-dilating unitarization method re-
quires more computational cost if £ is not large, that is, the
solution u is not sufficiently smooth.

In the following, we focus on distinguishing the parity-
dilating unitarization method with our approach.

For spectral discretizations, the coefficient matrix arising
from the differential operators is always dense in the original
variables due to the existence of the DFT matrix. It may be
hard to get a sparse system when the equations have varying
coefficients. For a dense matrix, the preparation of the matrix
arccos(H, At) seems to be rather involved. A candidate for
the implementation is the Taylor expansion, which, however,
cannot resolve the sparsity problem.

The finite-difference discretization usually yields sparse
systems but with lower accuracy than the spectral method. The
matrix arccos(H| At) is often dense even if H, is very sparse.
This is like the transformation in DFT, which makes the diago-
nal matrix a dense one [see (34)]. This means s[arccos(H; At)]
usually scales as O(Ax~?), which can be far greater than
s(H1)||H |lmax/ Ap when d is large [the latter one may scale as
0(d?/ Ax* Ap)]. On the other hand, the density makes the im-
plementation of arccos(H; At) difficult. It should be pointed
out that for some cases, for instance, the central difference
of the Laplacian, the matrix can be diagonalized in the dis-
crete Fourier, discrete sine, or discrete cosine transformation
matrix. In this case, the arccos(H; At) can be efficiently im-
plemented since the transformation matrices can be realized
by the fast Fourier transform.

C. Block-encoding unitarization of linear ODEs

The parity-dilation method shows a particular example
of a block-encoding strategy. More general results can be
derived. In Sec. 4.1 of [20], the authors presented the block-
encoding technique to solve (27) with negative-definite A and
time-independent b, where ||A|| < 1 is assumed for technical
simplicity. Based on the evolutionary form

T
u(t) = Mu(0) + / AT 9dsh
0

= Mu0)+ (AT — DA,

the algorithm first separately computes the homogeneous and
the inhomogeneous parts and then combines them together
using the technique of linear combination of quantum states.
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For the construction of the linear combination, we refer the
reader to Lemma 22 in [20] when given the block encodings
of & and [ T 9ds.

The query complexity of the block-encoding technique in
[20] is based on access to the block encoding of matrix A,
which can be difficult to realize. If we assume access to the
block encoding of A, then the complexity is dependent of
the condition number of A (i.e., the inverse of § in Theorem
23 in [20]), which could give rise to a large factor. This is
not the case for the Hamiltonian-simulation-based algorithms.
However, if access to the block encoding of A? is assumed,
this factor is no longer present.

D. Imaginary-time-evolution methods for linear ODEs

Imaginary-time-evolution methods refer to the application
of a Wick rotation t = —it to transform the heat equa-
tion d,u = dy,u into a Schrodinger equation —id, u(t, x) =
oy u(t, x). This has been applied in heuristic schemes for
quantum problems, for instance, in [37-39]. In this case, the
state obeying the Schrodinger equation and its imaginary-time
counterpart do not have the same evolution. This means that,
except for the steady-state solution, extra resources are nec-
essary to map between the solution in the unitarily evolving
system to the other. Usually some heuristic techniques are
used, like variational methods or classical optimization that
requires input from quantum measurements on the quantum
states themselves. These, however, have the benefit of being
implementable on hybrid classical-quantum devices.

The imaginary-time-evolution approach can also be used
to deal with the general linear ODE system (27) in principle.
However, it may change the nature of the underlying PDEs.
For example, if it is done for the heat equation, then one
changes from a dissipative equation, which has the merit
of converging fast (exponentially) to the ground state, to a
Hamiltonian system that converges slowly to the ground or
steady state.

This differs from our method, which does not rely on
heuristic methods. Here we instead transform the heat equa-
tion to phase space by using the warped phase transformation.
We can also apply this to ground-state or steady-state prepa-
ration [21].

IV. APPLICATIONS TO MORE PDEs

In this section we apply our method to more typical exam-
ples. For simplicity, we only provide the time complexity in
terms of the number of qubits since the error estimates may
be rather involved.

A. Black-Scholes equation
The Black-Scholes equation

v v 1 2S23V2
S 4 —g282
ot as 2 982
is a PDE that evaluates the price of a financial derivative,
where r and o are constants. For a specific derivative con-
tract, the problem is to determine its present price V(r = 0, S)
according to the terminal price V (t = T, S) of the option [35].
The change of variables S = ¢*, —0c0 < x < 00, leads to a

=rV

backward parabolic equation

v . o\ oV N

b PR

ot 2 ) ox
One can reverse time t > v =7 —¢ to get a forward
parabolic equation

% o2\ v n
_— = y— — | —
ot 2 ) ox
This is a typical example, in which the underlying operators
can be diagonalized in the momentum basis, which has been
resolved by the unitarization approach in [35].
We first consider our method. By the warped phase trans-
formation W (¢, x, p) = e PV (¢, x) with periodic extension of
the initial data, one gets

o2 3v?

e

0% 9V?

O'2 0'2
W = <r - 7)axw + (73” - rI)(—BpW).

By repeating the previous calculations, it is straightforward to

derive a Hamiltonian system

%W(z) =iHW @),

0'2 0’2
H = (r— 7)(& )+ <7Pj+rl> ® Dy,

where W = (I ® Fp‘l)W and W(t) = Zj,k W, xj, plj, k).
Performing the change of variables &é = (F."' ® )W, where
F, = @, one has

dZ'(t) He®r)
JR— =1 s
dt
~ 0'2 O’2
H = <r - 7)(DM QI+ <7Di + rI) ®D,.

Theorem 5. Our approach for the Black-Scholes equa-
tion can be simulated with gate complexity given by

Ngates,Schr = O(mlogm + mp log mp).

Proof. The diagonal unitary operator ¢~ H1 can be simu-

lated with
Naates (€T1) = OOmyr) = O(m + m,)

two-qubit gates (see Algorithm I in Remark 4). The result

follows by adding the number of gates for the QFT, which

is only performed twice for both x and p. ]
For the unitarization method, we rewrite Eq. (36) as

3.V = HgsV,

where ﬁBs = H, + H,, with
N o? N o2
H]V = —l(l" - 7)8,5‘/, sz = TBXXV —rV

representing the Hermitian and non-Hermitian parts, respec-
tively. Using the DFT, the above equation can be written as

0.V = (H, +iHy)V,
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with

2
Vo =SV, H=(G - )n.
J

o2

H = 7133 —rl.
LetV = F'V. The equation can be rewritten as the diago-
nalized form in the momentum space:

2
0.V = (H, +iH,)V, H,= (% - r)DM,
m="p

1 = 7D w rl.
Theorem 6. The parity-dilating unitarization approach for
the Black-Scholes equation can be simulated with gate com-
plexity given by

Ngates,unitary = O(Wl IOg m)

Proof. Since H | commutes with H,, the evolution of V can
be simply written as

V(1) = M+ (0) = 17y (0),

Thus one just needs to perform the unitary dilation technique
once. According to the proof of Theorem 4, the evolutionary
unitary dilation operator is

U = (GZ ® I)eiqv®arccos(1~1]r)(1 ® eifizr)

where the diagonal unitary operators on the right-hand side
can be simulated with O(m + 1) gates. The result follows by
adding the number of gates for the QFT. ]

For this simple example, there is a slight overhead in time
complexity for our approach, i.e.,

Ngates,Schr - Ngates,unitary = O(mp 10g mp) = 0( 10g(1/8))

since m, ~ log(1/Ap) and Ap ~ ¢. Such a conclusion is
obviously valid for cases where the underlying operators can
be diagonalized in the same basis (in this case, the arccos is
not an issue as observed in the proof of Theorem 6), which are
often encountered for the differential operators with constant
coefficients.

B. Fokker-Planck equation

The Fokker-Planck equation describes the time evolution
of the probability density function f(¢, x) of the velocity of a
particle under the influence of drag forces and random forces
[40]. It has the form

Of ==V -[VVx)fl+0oAf, (37

where V (x) is a scalar function and ¢ > 0 is a constant. The
first term on the right-hand side is called the drifted term and
the second term is the diffusion term generated by white noise.
This equation has the steady-state solution f = ¢~V®/?_ For
convenience, we assume the periodic boundary conditions
withx = (xq, ..., x7) € [-1, 1]%.

1. Conservation form

Equation (37) can also be written as
Wf =0V [e7VE . (38)

As done for the heat equation, one can introduce the transfor-
mation F(t,x, p) = e Pf(t,x) and extend the initial data to
p < 0to obtain

WF =V, {7V [e"7 (—F)1},
F(0,x, p)=e "I, x).

Apply the discrete Fourier transformation on both x and p to
get

V. {7V [ (—=F)])

d
=Y {7 0,7 (—=F)])
=1

d
= —i Y (—idy)(e /7 (=idy )" [—(—id,)IF})
=1
d
— iy P@he" NP QI
=1

x (€7 @ NI ® P,)F

d
=iy (Pie”""Pie"” @ P,)F,
=1

where P is the same as the one given for the heat equation and
e¥ = diag(g) is a diagonal matrix with the diagonal vector
given by g = ), ¢"®)|j). It should be pointed out that e"
is not the matrix exponential ¢V, where we have used the bold
symbol e to indicate the difference.

Let A; = P;e”V/°P;, which are Hermitian matrices. One
has the ODE

d
d v
_ /o
th =io IE_I(Ale ®P,)F.

Defining F = (¢¥/®”) @ F,"")F, we get a Hamiltonian sys-
tem

| &

F = iH\|F,

Y

t

where

H =B+ ---+B;)®D,,

B, = O,eV/(Za)AleV/Za’ A = Pler/oPl.

2. Heat equation form

Using the transformation ¥ (7, x) = €"/?° f (recall the def-
inition of F in the conservation form), one easily gets that
satisfies the imaginary-time Schrodinger or heat equation [41]

O =AYy —UW)Y, (39)
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where

IVV|? 1 AV

4o 2
Since Eq. (39) has the same form of the heat equation in (19),
one can introduce the transformation technique to get

Ux) =

d . -
E\I’(t) = iH,¥(1),
where
Hy=[o(P+--+P) +U] D,

is a Hermitian matrix and U is defined as V.

Remark 10. Obviously, it is more time consuming to per-
form the quantum simulation of the first matrix H . In fact,
B, is not sparse in the x; direction; hence the simulation of
H is not sparse along x; direction. However, P12 in H, can be
efficiently implemented in the frequency space by using the
quantum Fourier transform.

C. Linear Boltzmann equation

In this section we consider the linear Boltzmann equa-
tion with isotropic scattering [42]

1 / /
o [Qfa,x,s g — .

f(osxvg):fo(-x»é)v
where f = f(t,x, &), x=(x1,...,xq) € [—1, 119, and & =

(&1, ...,&4-1) is a vector on the unit sphere S4=1 in R?. We
assume the periodic boundary conditions are imposed.

Of +&-Vif =

1. Hamiltonian system

Proceeding as in the previous sections, we introduce the
warped phase transformation

F(tax5§’ P) = eipf(tax’g)v

with the initial data symmetrically extended to p < 0, and find
that F solves

p >0,

1
OF +&-V.F = _<_/ 0,F(t,x, &', pydg — apF>,
2] Jo

F(0,x,&,p) = Fy(x, &, p) := e P fy(x, §).

We use the discrete-ordinate method to discretize the integral.
Let (wy, &) be the quadrature weights and points, where
& = (&1, ..., &q) and 1 < k < N. One has the semidiscrete
system

atFm"‘ém’Vme:_<Zwkaka_ame>,
k

where m=12,...,N and
F(taxv Emv p)' Let

szFm(tvx’p) =

Fp =Y Fult.x;.pi)lj-Jp). =G ...

Jop

s Jd)s

which is a column vector of M“*! entries. Taking the discrete
Fourier transformation on both x and p yields

d

d
—F, +i 'l (P nHF,
yr +z§s,< L ®1)

N
= —i(1®d ®RL)<Zkak —Fm>,

k=1

wherem =1,...,Nand P; = I®"' ® P, ® 19" The above
system can be rewritten as

d

d d
. _ . ®
—th‘i'llE:l(Ae,®Pl®I)F——l(W—1)®1 ® P, F,

(40)
where F = [Fi;...;Fy], with the semicolon indicating
the straightening of {F;};>; into a column vector, Ag =
diag(&17, &21, ..., én1), and W = EA,,, with E = (E;)yxn»
8ij =1, Ay, = diag(wy, wa, ..., wy).

Define F = (A? @1 ® F;H)F . One has from (40) that

d
d . ! .
LF4i 2N, A2
o F zl§=] (A Ay A, 2@ P @ IF

= —i(A2EA2 1)@ 1% @ D,)F.

w

Noting that A,/ zAglA;” > = Ag, we finally derive a Hamil-
tonian system

d . -
—F = —iHF, 41)
dt

where

d
H=Y (A ®P @D+ (APEA 1)1 ®D,
=1

is a Hermitian matrix.

2. Quantum simulation
For the Hamiltonian system (41), one can solve
d

dF H:F, H § (A;; @P;®1)
_— = —1 . =
dt & & £ & /

for one time step, followed by solving

d . .
o F=—H,F. H,= (APEA? N o1® ®D,
again for one time step. By introducing ¢ = (I® @ F,' @
DF, where F, = ®®', the system in the first step is trans-
formed into

d

d N
EC:—IH&C, HD,EZE(ASI®D;L®I)’

where Hp ¢ is a diagonal matrix.
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Theorem 7. The solution to the Boltzmann equation can be
simulated with gate complexity given by

Nooe =0 V" ) L o(T g
ates — - - (V)
st Ap Ax At miogm

+ O(mplogmy),

where N is
my =dm+mp.

the number of quadrature points and

. L =0 . .

Proof. Given the initial state of '~ and applying the inverse
QFT to the x register, one gets &°. At each time step, one needs
to consider the procedure

g QR QL ok e Mud i 1% QF @I

" ¢* F F' o et
By Lemma 1, e=H»4" can be simulated with
Ngates(eiinAl) = O(AthS(Hw)”Hw llmax)

) N2
- 0<At M >
Ap

where s(H,,) = N and |H , |lmax S NM,,. Similarly, e~ Hos!
can be simulated with

Naates (e 1248y = O(Atmy s(Hp e )I1H p ¢ | max)

~ At
-o(%5)
Ax
where s(Hp¢) =1 and |[Hpgllmax < M = O(1/Ax).
It is known that the quantum Fourier transforms F, can
be implemented using O(dmlog m) gates. Therefore, the gate

complexity required to iterate to the nth step for the system
41)is

~( AtmgN?  Atm
Ngates = n[0< AI; + AJCH> + O0(dm 10gm)]
~ ((myN? T
=0 m —i—m—H 4+ O| —dmlogm ).
Ap Ax At
The proof is complete. ]

We remark that ||H ||max in Algorithm II (see Lemma 1) is
not significantly amplified by the auxiliary variable p. This is
due to the presence of the first-order derivative with respect
to x in the convection term. This is very different from our
approach to the linear convection equation in Sec. II B, where
the second-order derivative with respect to p is included,
which leads to 1/Ap? as the multiplicative factor in the time
complexity if Algorithm II is used.

D. Vlasov-Fokker-Planck equation

We now present an example in which the first use of the
warped phase transformation fails.

Consider f = f(¢, x, &) > 0 satisfying the Vlasov-Fokker-
Planck (VFK) equation (also called the Klein-Kramers-
Chandrasekhar equation) [43]

Of+&E-V,f —=VV(X)-Vef =V - (Ef+ V()

where x, & € R, Introducing

M=ME):= e*|5|2/2’

the VFK equation can be written as
Of +&-Vof =VV() - Vef = Ve - IMVe(M™' f)].

Let W(£)=|£|?/2 and 0 = 1. Then M = ¢ "/° and the
above equation can be rewritten as

Wf+E-Vif —VV(x)-Vef =aVe-[e"7Ve(" 1)),
where the right-hand side has the same form as that of
Eq. (38).

It seems that we can also try the conservation form and heat
equation form as for the Fokker-Planck equation; however, the
third term VV (x) - V¢ f on the left-hand side makes the direct
use of the warped phase transformation no longer work. Let
us consider the conservation form as an example. Introduce
the transformation F (¢, x, &, p) = e P f (¢, x, §) with periodic
extension of the initial data to get

WF +&-VF —VV(x)-Vef = Ve - {e WV (=F,)]}.

Applying the discrete Fourier transformation on all variables,
one easily obtains

d
§-V.F =Y &0,F
=1
d

— iy PI®D@NF,@F:®F)),
=1

d
VV(x)- VeF = 0,V F
=1
d
— iy (Vi®P, @ D(F,@F:®F,),
=1

where V; = ", 9,V (x;)[i) is a diagonal matrix and

Ve (e Vel (=Fp)])

d
= 0 {e ™V oy [V (—F))]}
=

1
d
iy (—ide e (—idge" (—idpF )]}
=1

d
— iy (P NI ®e " o)
=1
< (1% @ P, @ NHI® ®e¥ @ I @ I® ® P,)F
d

=iy (U @Pe P @P,F.
=1

where e="¢ is a diagonal matrix with the diagonal vector
given by Zj W(Ejplj). Let B, = P,e V¢P,, which are Her-
mitian matrices. One gets the ODE

dF—'Ed (—P;®D;QI+V, QP Q1
il ANNEL
dt - 1 1 1 1

+1% @B " @ P,)F.
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For this system, it does not work by introducing the new
variables F = I®" @ V<2 ® F,! since the first term on the
right-hand side will change to P; ® e"¢/2D,e="¢/> ® I, which
are not Hermitian matrices. To resolve this problem, one can
first derive an ODE system resulting from the discretization of
x and & variables and then apply the generalized approach in
Sec. [II A, with the details omitted.

E. Liouville representation for nonlinear ODEs

Consider the nonlinear ODEs

dq(t)
LE=F@o). @ =q. q=1g1.....q]". @)
For x = (x1, ..., xz), let §(x) = I1Z_,8(x;) be the Dirac delta

distribution. The Liouville equation corresponding to (42) can
be derived by considering a function p(¢, x) : R* x R — R,
defined by

p(t,x) = 8(x —q(1)),

which represents the probability distribution in space x that
corresponds to the solution x = g. By the properties of the
§ function, one obtains the solution of (42) by taking the
moment

q@) = /xé(x —q(t)dx = /x,o(t,x)dx. 43)

To this end, we can characterize the dynamics of p(f, x) and
find the solution g(¢) via (43).

One can check that p satisfies, in the weak sense, the linear
(d + 1)-dimensional PDEs

o p(t,x)+ V.- [F(x)p(t, x)] =0,
po(x) := p(0,x) = 8(x — qo).

Since the initial data involve a § function, we consider the
following problem with the smoothed initial data [26]:

ou(t,x)+ V- [F(x)u(t,x)] =0,
u(0, x) = up(x) := 8, (x — qo)-

Let u; = Fi(x)u(t, x). According to the notation for the
Fourier spectral method, one has

—iax’IM — Pidu] =Piu1 =P,»AE.u,

where Ap = diag(F;) is a diagonal matrix and F; =
Zj Fi(x;)1j). The resulting system of ordinary differential
equations is

d _
Eu(t) = —iAu(t),
u(0) = u’ = uy(x;), (44)

where A = Z?:IAi, with A; = P;Ar. In Ref. [26] we pro-
posed a quantum simulation method for the above problem
by using the time-splitting approach. However, the simulation
protocol there is different from the traditional time-marching
Hamiltonian simulation since nonunitary procedures are in-
volved at each time step, leading to exponential increase of
the cost. By the generalized framework in Sec. Il A, we are
ready to recover a true Hamiltonian simulation.

Let us still consider the splitting in [26]. In fact, there is
no need to apply the splitting since each A; has the similar
structure. Here we just indicate that our protocol also works
for the splitting. The evolution of (44) can be written as

w(t + At) = ¢ At HADM )

in which the evolutionary operator can be approximated by
the first-order product formula

UAt — e—iAdAl L. e—iAlAt. (45)

Then the problem is reduced to the simulation of each A;,
where A; is not necessarily symmetric. Consider the decom-
position —iA; = H] + iH J. where Hlj and Hj are Hermitian
matrices. Following the discussion in Sec. III A, one can con-
struct a Hamiltonian system associated with the evolutionary
operator e~ AiA7

%w(t) = i( —H/ ®P,+H) ® I)w(t),

where w encodes all the grid values of the variable v defined
by (28) [note that v corresponds to the original system (44)].
In contrast to the change of variables in [26], the transfor-
mations here are the same in every time step. We therefore
restore the time-marching Hamiltonian simulation for the new
variables.

V. SUMMARY

We provided technical details for a simple method for
solving general linear PDEs using quantum simulation. The
idea is to introduce a simple warped phase transformation that
can translate the PDEs into a system of Schrodinger equa-
tions without employing more sophisticated methods. This
enables quantum simulation to be applied to these PDEs (and
also ODE:s).

This approach was applied to several typical examples,
including the heat, convection, Fokker-Planck, linear Boltz-
mann, and Black-Scholes equations. It can be extended to
general linear partial differential equations including the
Vlasov-Fokker-Planck equation and the Liouville represen-
tation equation for nonlinear ordinary differential equations.
It has the potential to find a variety of applications in
time-dependent or -independent boundary-value problems, ar-
tificial [23] and physical interface boundary conditions [22],
and even linear algebra problems [24]. It is also naturally
applicable in the continuous-variable framework [28].
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