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A Clifford circuit is a pivotal tool in quantum computing and has extensive applications in quantum error
correction codes and topological quantum computing. Hence, it is essential to benchmark and verify the effect
of Clifford circuits against noise and errors. Standard quantum process tomography is a fundamental technique
for fully characterizing quantum dynamics, but at the cost of exponential time, space, and computation with an
increasing number of qubits. Here, we propose an efficient quantum process tomography method for Clifford
circuits. Combining with the stabilizer formalism, we prove theoretically that, for an n-qubit Clifford circuit,
our method merely needs m ancillary qubits and �n/m� input stabilizer states to obtain the quantum process.
Numerical simulation results show that our method could perfectly rebuild the unknown Clifford quantum circuit
with fidelity over 99.99% to six qubit cases. Our work provides an efficient and practical approach to benchmark
and verify Clifford circuits.
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I. INTRODUCTION

The Clifford circuit is a fundamental concept in quan-
tum computing. Its elementary gates come from a Clifford
group, which is generated by the Hadamard H , phase S, and
controlled-NOT (CNOT) gates. Quantum circuits consist only
of Clifford gates that can be efficiently simulated with a clas-
sical computer based on the Gottesman-Knill theorem [1,2].
Together with T gates, they can implement quantum comput-
ing [3].

Besides, the Clifford circuits have extensive applications
in quantum error correcting (QEC) [4] and topological quan-
tum computing (TQC). For instance, the typical phase flip
code, bit flip code, and Shor code are all encoded by Clifford
circuits; In the topological quantum computing scenario, the
most promising non-Abelian anyon that can be realized in the
laboratory is the Majorana zero mode (MZM) [5–14], which
is capable of implementing topologically protected Clifford
gates by braiding. Hence, it is important to put forward a
benchmarking and verification tool for Clifford circuits.

Various benchmarking protocols have been proposed,
including randomized benchmarking (RB) [15,16], direct fi-
delity estimation (DFE) [17], and so on. Nevertheless, these
methods partially characterize a quantum system. Specifi-
cally, the RB method returns only an averaged sequence
fidelity value, and the DFE method focuses on the fidelity
value with the target. Therefore, quantum process tomogra-
phy [1,18–20] still plays an indispensable role since it is a
comprehensive characterization of quantum systems with full
information. However, standard quantum process tomography
(SQPT) [21,22] is not applicable to our problem. Exponential
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costs of measurements, state preparation and storage, and
computation are tremendous for practical and scalable usages.

Hence, in this paper, we put forward an efficient Clifford-
circuit-oriented quantum process tomography method. The-
oretically, we establish a correspondence between stabi-
lizer formalism [1,23,24] and quantum process tomography.
Specifically, for an n-qubit Clifford quantum process, we
prove that our method needs only m ancillary qubits (m < n)
and prepares � n

m � stabilizer states as inputs to rebuild the
quantum process. Compared with 4n input states and 42n mea-
surements in SQPT, our method is an efficient and practical
tomography tool for the Clifford circuits. Numerically, we
take randomly generated Clifford circuits as examples. Sim-
ulation results show a perfect reconstruction of the unknown
Clifford quantum process up to six qubit cases with fidelity
over 99.99%.

This paper is organized as follows: In Sec. II, we show
the typical applications of the Clifford circuits in quantum
computing. In Sec. III, we put forward the Clifford-circuit-
oriented quantum process tomography method and give
demonstrations through stabilizer formalism. We also present
numerical simulations of our method on randomly generated
Clifford circuits. We conclude in Sec. V.

II. TYPICAL CLIFFORD CIRCUIT APPLICATIONS

Clifford circuits are widely used in quantum error correc-
tion and mitigation [25,26], topological quantum computation
[27], and other topics. Here, we give two illustrative examples
to show the versatile functionality of the Clifford circuits.

A. Quantum error correcting code circuit

Typical quantum error correction codes encode the target
quantum states in a scheme tolerant to noise and error [1].
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FIG. 1. Circuit diagram of the nine-qubit Shor code. It consists
of a three-qubit phase flip encoding circuit and a three-qubit bit flip
encoding circuit.

The information is then decoded to recover the state. Fig-
ure 1 gives an illustrative example of a Shor nine-qubit code
encoding circuit [28], which contains a typical three-qubit
phase flip (before the dashed line) and three-bit flip encod-
ing circuits (after the dashed line). The Shor code utilizes
another eight qubits |00, 000, 000〉2,...,9 for redundant encod-
ing |ψ〉 = α |0〉 + β |1〉. First, the phase flip circuit encodes
the quantum state by |ψ〉 |00, 000, 000〉 ⇒ |ψ〉′, where |±〉 =

1√
2
|0〉 ± |1〉. Second, the bit flip encoding circuits further

transform the state to the logic quantum state |ψ〉L. So fi-
nally, the nine-qubit code represents a logical qubit by |ψ〉L =
α |0〉L + β |1〉L, where

|0L〉 ≡ (|000〉 + |111〉)(|000〉 + |111〉)(|000〉 + |111〉)

2
√

2
,

|1L〉 ≡ (|000〉 − |111〉)(|000〉 − |111〉)(|000〉 − |111〉)

2
√

2
.

(1)

B. Majorana zero mode based topological
quantum computation

The next example of the Clifford circuit comes from a
MZM-based topological quantum computation.

MZMs are quasiparticles exhibiting the non-Abelian statis-
tics of the Ising anyon model, which is the most promising
candidate of non-Abelian anyon for physical realization
in solid-state systems. Compared with other non-Abelian
anyons, one special property of MZMs in TQC is that the
braiding of MZMs can only form a subset of Clifford gates.
With the extra measurement feedback operation, all the Clif-
ford gates can be implemented by braiding the MZMs. Here
we summarize the concrete realization briefly.

Take a common choice of the logical qubit as an example.
It is encoded by two pairs of MZMs,

|0〉L = |00〉, |1〉L = |11〉. (2)

In this logical encoding way, all the single-qubit Clifford gates
can be realized by pure braiding of MZMs. Figures 2(a) and
2(b) show the generators of the single-qubit Clifford group,
including the phase gate S and the Hadamard gate H .

However, the two-qubit entangled Clifford gates are forbid-
den by pure braiding. We added the measurement feedback
operation to extend the ability of MZM-based TQC to the

FIG. 2. Clifford gates in MZM-based TQC. (a) Phase gate S.
(b) Hadamard gate H . (c) Measurement-based CNOT gate [15]. The
control and target qubits are encoded in MZMs 1–4 and 9–12. The
ancillary qubit is encoded in MZMs 5–8 and resets to |0〉 for each
action. The three parity measurements probi=1,2,3 control the gates in
the red dotted box.

whole Clifford gate. The CNOT gate we choose follows
Ref. [29], which has the advantage of involving strictly local
braiding operation. Figure 2(c) shows the measurement-based
CNOT gate by braiding and measurements.

With these elementary gates S, H , and CNOT in Fig. 2, all
the Clifford gates can now be realized. Therefore, the MZM-
based TQC is a perfect hardware foundation for our Clifford-
circuit-oriented quantum process tomography theory.

We briefly review the mathematical details of MZM-based
TQC in Appendix A, including the braid group representation,
the remarks on different logical qubit encoding schemes, and
the implication on the formations of the gates.

III. CLIFFORD-CIRCUIT-ORIENTED QUANTUM
PROCESS TOMOGRAPHY METHOD

A. Quantum process tomography

Quantum process tomography is an essential technique in
quantum information processing to characterize a quantum
process [1].

However, standard quantum process tomography is a
resource-demanding procedure, needing exponential time,
space, and computation with the increasing number of qubits.
Specifically, as shown in Fig. 3, it works by preparing an
informationally complete set of input states |ψi〉 and then
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FIG. 3. The procedure of standard quantum process tomography
with exponential cost on quantum state preparation, measurement,
and computation.
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FIG. 4. The scheme of our Clifford-circuit-oriented quantum
process tomography method.

performing the standard quantum state tomography on the
corresponding output quantum states |ψ ′

i 〉 [18,21,30]. As a
result, the total number of quantum states needed to prepare is
4n, and the number of quantum measurements scales as 42n for
an n-qubit quantum process U . Besides, solving the inverse
problem of state estimation involves huge computational costs
[31,32]. Such exponential expenditures on state preparation,
measurement, and computation severely limit the problem
size on which SQPT can be feasibly applied. Currently, SQPT
has only been experimentally implemented up to three qubits
[20,33–37].

B. Efficient Clifford-circuit-oriented quantum process
tomography method

In this section, we fully exploit the idea of the Hilbert-
Schmidt test [38] (details in Appendix B) and put forward our
efficient Clifford-circuit-oriented quantum process tomogra-
phy method.

Specifically, for an n-qubit quantum process with m ancil-
laries (m � n), our method follows these three steps, as shown
in Fig. 4.

First, we merely need to prepare �n/m� (n + m)-qubit
quantum states |�i〉 as input to quantum process U . These
quantum states entangle the system space and the ancillary
space.

Second, we introduce a controllable quantum process V in
system space to stabilize these input quantum states, i.e., ad-
justing V to satisfy VU ⊗ Ianc |�i〉 = |�i〉. We give the proof
that when all these specific input states |�i〉 are all stabilized,
the overall quantum process VU ⊗ Ianc = Isys ⊗ Ianc.

Finally, we deduce the unknown process U by V −1.
It can be seen that our method shows considerable ef-

ficiency in state preparation (from 4n to practically �n/m�)
by introducing entanglement with arbitrary ancillary qubits.
Our method can be rephrased and proved under the stabilizer
formalism theory (see related theory in Appendix C). Next,
in Secs. III C and III D, we utilize the theory of stabilizer
formalism to analytically deduce the Clifford-circuit-oriented
quantum process tomography protocol with full and fewer
ancillary qubits, respectively. We analyze the number and the
form of input states and show how these input states could
stabilize the quantum process as an identity matrix.

C. Clifford-circuit-oriented quantum process tomography
with full ancillary qubits (m = n)

When the ancillary qubits are full (m = n), there needs
only one maximally entangled quantum state as input, i.e.,

Generators

S
y
st

em
A

n
ci

ll
a

gates

CNOT gates

FIG. 5. The stabilizer circuit of |�+〉 and its generators’ evolu-
tion. The initial state and corresponding generators are known, and
consequent evolution can be deduced via operator calculation with
respect to the circuit gates.

|�+〉 = 1√
d

∑d
j=1 | j j〉, where d = 2n, as the Hilbert-Schmidt

test circuit implies.
In the view of the stabilizer theory, the scheme of

Clifford-circuit-oriented quantum process tomography is a
stabilizer-solving problem. The input and output state |�+〉
is a stabilizer state since the generating circuit contains
Hadamard gates and CNOT gates only, as shown in Fig. 5. It
can be stabilized by the overall quantum process E ⊗ Ianc =
VU ⊗ Ianc that E ⊗ Ianc |�+〉 = |�+〉. Hence, in order to find
the operator form of U , we need to utilize the stabilizer theory
to analyze the generators of state |�+〉.

For such a stabilizer circuit, the Gottesman-Knill theorem
[2,39] guarantees its efficient simulation, and we can directly
deduce its generators and stabilizers via simple operators
calculation, as listed beside the stabilizer circuit shown in
Fig. 5. Finally, for this 2n-qubit stabilizer state, there are 2n
generators in total. These 2n generators are divided into two
types. The first n generators are

{
σ X

i,n ⊗ σ X
i,n | i = 1, . . . , n

}
, (3)

while the last n generators are

{
σ Z

i,n ⊗ σ Z
i,n | i = 1, . . . , n

}
, (4)

where σ
X (Y,Z )
i,n denotes Pauli σ X , σY , and σ Z matrices at the

ith qubit in an n-qubit identity operator string, for example,

σ X
i,n = I ⊗ I ⊗ · · · ⊗ σ X

i ⊗ · · · ⊗ I︸ ︷︷ ︸
n

.

It can be seen that the corresponding generators in Eqs. (3)
and (4) are always in a symmetric form—the first n-qubit
operators are identical to the last n-qubit operators. Hence,
the whole quantum process as a stabilizer has necessarily to
be a symmetric form, thus limiting E ⊗ Ianc to the Isys ⊗ Ianc

form. So one maximally entangled stabilizer state |�+〉 as
input is adequate to fix the intermediate stabilizer process
as an identity matrix VU = Isys, facilitating the consequent
tomography procedure.
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D. Clifford-circuit-oriented quantum process tomography
with fewer ancillary qubits (m < n)

Clifford-circuit-oriented quantum process tomography
with full ancillary qubits perfectly solves the exponential costs
of state preparation, measurement, and computation in SQPT.
However, it constrains the input state as a maximally entan-
gled stabilizer state |�+〉, thus demanding the ancillary space
as great as the system space. Hence, it still suffers from double
the amount of qubits, which is quite an overhead and waste
for quantum devices since the ancillary qubits undergo no
operations in the protocol. Therefore, we propose a more gen-
eral and efficient Clifford-circuit-oriented quantum process
tomography method for arbitrary ancillary qubits. We prove
that, for an n-qubit Clifford quantum process, our method
needs only m ancillary qubits (m < n) and prepares �n/m�
entangled stabilizer states as inputs to rebuild the quantum
process. Below we give theoretical explanations under the
stabilizer formalism.

When the system qubits are n, and the ancillary qubits are
m (m < n), the stabilizer states could have many variations
depending on the CNOT gates layout. We consider stabilizer
circuits with n Hadamard gates and m CNOT gates. In the
perfect condition with n ancillary qubits, the generators are
symmetric between the first n qubits and the last n qubits.
However, the symmetry is broken when reducing the ancillary
qubits. It is essential to maintain the identity operator on the
last m-qubit ancillary space in accordance with the VU ⊗ Ianc

form. However, regarding fewer ancillaries, we can have the
following n + m generators in three types. There are m gener-
ators of the form {

σ X
i,n ⊗ σ X

j,m

}
, (5)

where indices i and j denote CNOT(i, j) gates with control
qubit i and target qubit j. Likewise, the other m generators
are {

σ Z
i,n ⊗ σ Z

j,m

}
, (6)

where

σ Z
i,n = I ⊗ I ⊗ · · · ⊗ σ Z

i ⊗ · · · ⊗ I︸ ︷︷ ︸
n

.

Moreover, the left r = n − m generators are{
σ X

k,n ⊗ I⊗m
}
, (7)

where the index k denotes the system qubits without CNOT

gates’ control, therefore, it has no intersections with the m
generators in Eq. (5).

Compared with the full ancillary condition in Eqs. (3) and
(4), the symmetry is broken when reducing r ancillary qubits.
There exist another r generators in Eq. (7), which are also
possible stabilizer solutions with the form Ianc. Therefore,
utilizing only one stabilizer state is not enough to distin-
guish the stabilizers between Eq. (7) and Isys ⊗ Ianc. So, it
is necessary to add more input stabilizer states |�i〉. It is
evident that, by introducing different CNOT gate configu-
rations with control qubits covering all the system qubits,
we can ensure that generators in Eq. (7) are distinguished
from each other. Hence, the stabilizers could only be in
the intersections of all the single state’s stabilizer groups,

FIG. 6. Scheme of the Clifford-circuit-oriented quantum process
tomography with fewer ancillary qubits. Venn graph of different sta-
bilizer states’ stabilizer groups. All the stabilizers form a group in the
elliptical, and the rectangular shaded box denotes the corresponding
generators. The red shaded area denotes the intersection stabilizers
of different input states, limited at I⊗n ⊗ I⊗m, that can stabilize all
the stabilizer states simultaneously.

fixed at Isys ⊗ Ianc, as shown in the red shaded area in
Fig. 6. Specifically, for an n-qubit Clifford quantum process
with m ancillary qubits (m < n), we need to prepare �n/m�
entangled stabilizer states as input. Figure 7 shows the orga-
nization of the stabilizer circuits. We split the system qubits
{qs

1, qs
2, . . . , qs

n} into �n/m� disjoint subsets (different shaded
parts), for example, {qs

1, qs
2, . . . , qs

m}, {qs
m+1, qs

m+2, . . . , qs
2m},

. . ., {qs
(�n/m�−1)m+1, . . . , qs

n}. In each stabilizer circuit, one of
these subsets is the set of controlling qubits of CNOT gates,
and the ancillary qubits, {qa

n+1, qa
n+2, . . . , qa

n+m}, is the set of
the target qubits of CNOT gates (arrows in the figure).

Here, to better understand the scheme of our method with
m ancillary qubits, we give an instance of a two-qubit Clif-
ford circuit with one ancillary qubit. As proved in the paper,
�2/1� = 2 stabilizer states are inputs, and the CNOT gates
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(a)

(b)

FIG. 7. Illustration of the stabilizer circuits with fewer ancillar-
ies. (a) The stabilizer circuit layouts. These �n/m� stabilizer circuits
go through a layer of n Hadamard gates in the system space and
different CNOT(i, j) gate configurations. These stabilizer circuits
correspond to stabilizer states |�i〉. (b) Different CNOT(i, j) gate con-
figurations. We group the system qubits into �n/m� parts (different
shaded groups). In each stabilizer circuit, the CNOT gates cover the
selected system qubits and the ancillary qubits (arrows in figure).
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FIG. 8. An example of two-qubit Clifford circuit quantum pro-
cess tomography with one ancillary qubit. Panels (a) and (b) show
two input stabilizer circuits with two system qubits and one ancillary
qubit, related to two stabilizer states |�1〉 and |�2〉, respectively.
Corresponding generators and stabilizers are also listed. (c) Venn
graph of the two stabilizer groups. By introducing one more stabilizer
state, the two stabilizer groups can fix the intersection stabilizer
at III .

layout should distinguish from each other to cover all the
n target qubits. So we choose the following two stabilizer
states |�1〉 = (|000〉 + |010〉 + |101〉 + |111〉)/2 and |�2〉 =
(|000〉 + |011〉 + |100〉 + |111〉)/2 as shown in Figs. 8(a) and
8(b), where the CNOT gates vary in the control qubit. The
final translated generators and stabilizers are listed beside. It
is clear that using only one stabilizer state could not guar-
antee that the quantum process is an identity matrix since
there are generators of the form {Iσ X I, σ X II} (red characters).
Therefore, it is impossible to distinguish them from III . By
introducing the second stabilizer state, the common gener-
ator can only be III , as shown in the red shaded operator
in Fig. 8(c). Hence, it is feasible to conduct the consequent
stabilizer solving.

To conclude, it needs �n/m� stabilizer states as inputs to
constrain the stabilizer form, where the �n/m� input stabilizer
states consist of different CNOT gates configurations covering
all the n system qubits.

IV. NUMERICAL SIMULATION

The Clifford-circuit-oriented quantum process tomography
method can be utilized as a benchmarking and verification
tool. In this section, we conduct numerical simulations to
validate our process tomography protocol.

A. Simulation framework

We utilize the numerical simulation framework in Fig. 9(a)
to conduct typical tasks. The simulation mainly involves input
stabilizer states preparation, target Clifford quantum process
U , parametric quantum circuit (PQC) V (
θ ), and classical pro-
cessing unit. We take the randomly generated Clifford circuit

(a)

...... ......

(b) (c)

Classical
Processing

Unit

S

Z S

H

X

Y

S

H

Z

S

S

X

depth 1 depth 2

combination of 

single-qubit operation

interlacing

CNOT gates

...

= Rz RzRy

... ...

depth 

...

depth 3

...

FIG. 9. Numerical simulation structure of the Clifford-circuit-
oriented quantum process tomography. (a) The scheme consists of
the Clifford-circuit-oriented quantum process tomography and the
classical processing unit. The quantum process tomography part
mainly involves the preparation of faithful input stabilizer states |�i〉,
the evolution of the target quantum process (black channel U ), and
the controllable PQC [white boxed V (
θ )]. The classical processing
unit is composed of the output state evaluation and classical opti-
mizing and updating. (b) A typical four-qubit randomly generated
Clifford circuit. (c) The ansatz structure of the PQC V (
θ ).

as the unknown quantum process to show the feasibility of our
protocol.

Figure 9(b) gives an illustrative example. The randomly
generated Clifford circuit is organized layer by layer. The
single-qubit gate is randomly picked from the single-qubit
Clifford gate group (total 24 gates), and the two-qubit CNOT

gates are interlaced depending on the circuit depth.
Following the unknown quantum process U , we utilize a

PQC V (
θ ) to rebuild the Clifford process. Here, we use the
most general circuit ansatz—hardware-efficient ansatz [40] as
the PQC structure [shown in Fig. 9(c)]. It is organized depth
by depth. For each circuit depth, there is a single-qubit gate
layer (yellow gates) composed of three rotational gates. The
sequence Rz, Ry, and Rz ensure that arbitrary single qubit
rotations can be produced with appropriate parameters,

Ry(θ ) =
[

cos θ
2 − sin θ

2

sin θ
2 cos θ

2

]
, Rz(θ ) =

[
e−i θ

2 0
0 ei θ

2

]
. (8)

In addition, there is another two-qubit gate layer to entangle
all the qubits (green layer). The CNOT gates are arranged
by different depths—for odd depth, the CNOT gates are
CNOT(i, i + 1), (i = 1, 3, 5, . . .) and for even depth the CNOT

gates are CNOT(i, i + 1), (i = 2, 4, 6, . . .) [41].
In the classical processing part, we define the loss function

as the infidelity between the input states and the output states:

f (
θ ) =
∑

i

[1 − F (|�i〉,V (
θ )U ⊗ I|�i〉)], (9)

where F denotes the state fidelity measure. Then, based on a
gradient-based optimization algorithm [42], we continuously
update the parameters in the V (
θ ) circuit. Meanwhile, we add
parameter approximation at certain epochs to maintain the
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FIG. 10. Numerical simulation results of the randomly gener-
ated Clifford quantum process tomography. (a) The relation between
the loss function f (
θ ) and the iteration epochs. Different colored
lines correspond to different numbers of qubits. Here, n = m and
n = 2, 3, 4, 5, 6. (b) The relation between the average quantum gate
fidelity Favg and the iteration epochs on four-qubit randomly gener-
ated Clifford quantum process tomography. Here, n = 4, m � n, and
different colored lines correspond to different ancillaries m.

Clifford discrete feature since the optimization procedure is
continuous.

B. Results analysis

As proved in Sec. III, when the loss function f (
θ ) goes
down to zero, the overall quantum process is approaching
V (
θ )U ⊗ I = I ⊗ I . Here, we evaluate the experimental re-
sults using the average quantum gate fidelity [43]. The average
gate fidelity Favg between the rebuilt U and the real E is given
by

Favg(U , E ) =
∫

dψ〈ψ∣∣U†E (|ψ〉〈ψ |)U ∣∣ψ〉, (10)

where the integral is taken according to the uniform Haar-
invariant probability measure on state vectors |ψ〉. Actually,
the average quantum gate fidelity Favg(U , E ) has a relationship
with the diamond norm ‖U − E‖
, which is generally used to
compare different quantum channels [44]. For simplicity, we
utilize the average quantum gate fidelity Favg to characterize
the numerical simulation results.

Numerically, we first conducted simulations from two-
qubit cases to six-qubit cases (n = 2, 3, . . . , 6) with full
ancillaries m = n. Figure 10(a) shows our method is scal-
able and feasible for accurate reconstruction of the Clifford
quantum process. The unknown Clifford quantum process is
perfectly rebuilt by the parametric quantum circuit with loss
function f (
θ ) close to zero and fidelity over Favg � 99.99%.
Further in Fig. 10(b), we simulated a four-qubit Clifford
circuit quantum process with ancillary qubits m � 4. It is
validated that our protocol is available under fewer ancillary
qubits cases.

C. Robustness discussion

In this section, we discuss how physical noise influences
our Clifford-circuit-oriented process tomography method.

First, we consider the noise existence during the variational
optimization. Since the Clifford circuit quantum process to-
mography is run on the quantum system, there are unavoidable
noise and error when evaluating the loss function f (
θ ) and
calculating the gradient. Here, we suppose the unknown

TABLE I. Numerical simulation results of noise ε ∼ N (0, σ )
during variational optimization among 200 trials.

ε ∼ N (0, σ ) 0 0.01 0.02 0.03 0.04

Max. Favg 99.99% 99.99% 99.82% 99.32% 98.86%
Avg. Favg 79.60% 78.99% 78.82% 73.77% 78.30%

process is still a perfect Clifford circuit, while the protocol
running procedure might introduce noise. In the numerical
simulations, we utilize the typical Gaussian noise ε ∼ N (0, σ )
to simulate the noisy optimization environment. Specifically,
we directly added the noise ε onto the output state V (
θ )U ⊗
I|�i〉 in the loss function (9). We set the noise level as
σ = 0.01, 0.02, 0.03, 0.04. For each noise configuration, we
repeat the simulation 200 times, and the results are illustrated
in Table I. It can be seen that our Clifford-circuit-oriented
tomography method has considerable robustness against noise
during the optimization procedure.Second, we consider the
target Clifford circuit is not perfect and may be only “close to
the Clifford” process. Under such assumptions, our protocol
is actually not applicable from a theoretical aspect since the
theory proof is based on the stabilizer formalism with the a
priori information that the unknown process is a stabilizer
process. Here, we analyze the robustness of our protocol on
the deviation of the target quantum process.

For the randomly generated Clifford circuit, the single-
qubit gate is randomly picked from the single-qubit Clifford
gate group (total 24 gates), which is the combination of a
phase S gate and a Hadamard gate H . We assume that there
exist deviations in these two elementary gates so that the
practical gates are

S′(ε) =
[

ei(− π
4 +ε) 0

0 ei( π
4 +ε)

]
,

H ′(ε) =
[

cos
(

π
4 + ε

)
sin

(
π
4 + ε

)
sin

(
π
4 + ε

) − cos
(

π
4 + ε

)
]
, (11)

where ε is also sampled from a Gaussian distribution
ε ∼ N (0, σ ). Hence, the resulting Clifford circuit is a noisy
process. Similarly, we conduct 200 repetitive trials for each
noisy configuration, and the results are listed in Table II.

For nonperfect Clifford circuits, our approach shows stable
performance against gate noise. Since the parameter optimiza-
tion is a continuous procedure, it has a fault-tolerance feature
during the optimization. Therefore, from the above twofold

TABLE II. Numerical simulation results of noise on single-qubit
elementary gates.

ε ∼ N (0, σ ) 0.00 0.01 0.02 0.03 0.04

Max. Favg 99.99% 99.99% 99.99% 99.99% 99.99%
Avg. Favg 79.60% 80.12% 75.60% 69.41% 73.51%

ε ∼ N (0, σ ) 0.05 0.06 0.07 0.08 0.09

Max. Favg 99.99% 99.99% 99.99% 99.93% 99.91%
Avg. Favg 70.69% 71.74% 68.87% 64.99% 71.08%
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analysis, we can conclude that our protocol is robust against
noise.

V. CONCLUSION

In our previous work [45], we put forward a general tomog-
raphy method for arbitrary n-qubit unitary quantum processes.
With arbitrary m ancillary qubits, the input states needed are
2n−m. In this work, utilizing similar entanglement assistance,
we found a more efficient conclusion for Clifford circuits. We
combined the theory of stabilizer formalism and quantum pro-
cess tomography and proposed a more efficient tomography
method. Theoretically, we prove that, for an n-qubit Clifford
circuit, our approach merely needs m ancillary qubits and
�n/m� input stabilizer states to rebuild the quantum process,
utilizing the stabilizer formalism. It shows considerable ad-
vantages in state preparation (from 4n to practically �n/m�) by
introducing entanglement with arbitrary ancillary qubits. Nu-
merically, we conduct simulations of our method on randomly
generated Clifford circuits up to six-qubit cases. Results show
an accurate reconstruction of the unknown Clifford quantum
process with fidelity over 99.99%. Our work shows a further
application of the method in Ref. [45] and provides a more
efficient and practical approach to Clifford-circuit-oriented
quantum process tomography.
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APPENDIX A: MAJORANA ZERO MODE BASED
TOPOLOGICAL QUANTUM COMPUTATION

In this Appendix, we give a brief review of the MZM-based
topological quantum computation. Detailed reviews can be
found in Refs. [46–49].

Since the MZMs belong to the Ising anyon model, we first
discuss the computational power of the MZM from this model.
The Ising anyon model is a set of particles with different
topological charge {1, ψ, σ }, where 1 is the vacuum, ψ is the
fermion, and σ denotes the MZM. These particles obey the
fusion rules:

ψ × ψ = 1, ψ × σ = σ, σ × σ = 1 + ψ. (A1)

The last fusion rule of σ particle (MZM) indicates its non-
Abelian anyonic nature, and the braiding of MZM performs
the TQC.

The exchange of non-Abelian anyons is depicted by braid
group Bn, where n is the number of MZMs. A general braid
operation Bl can be decomposed as the product of the group
generators bi

Bl =
∏

i=1,...,n−1, and j∈Z
bj

i . (A2)

(a) (b)

1 i-1 ni+1 i+2i

... ...

1 i-1 ni+1 i+2i

... ...

FIG. 11. The braiding scheme of the Majorana operators bi and
its inverse.

The corresponding Majorana operator γ of the MZM can be
deduced from the spinor representation of the braid group [50]

{γi, γ j} = 2δi, j, γ
†
i = γi. (A3)

In terms of Majorana operators {γi}, the braid group gener-
ator bi can be written as

bi = e− π
4 γiγi+1 = ei π

4√
2

(1 − γiγi+1). (A4)

Figure 11 shows the action of bi.
A pair of MZMs can represent a single qubit via the ob-

servable parity −iγ1γ2|ψ±〉 = ±|ψ±〉. It becomes evident if
we define the fermionic operators for each pair of MZMs,

f j = 1
2 (γ2 j−1 + iγ2 j ), (A5)

then the qubit states are vacuum |0〉 and |1〉 = f †
1 |0〉, which is

equivalent because |0〉 → |ψ−〉, |1〉 → |ψ+〉. However, this is
not true. There is a superselection rule stating that any local
operators cannot change the total topological charge. Consid-
ering a pair of MZMs, their fusion can be a vacuum (as |0〉)
or a fermion (as |1〉), and they possess different topological
charges. Thus the qubit cannot be in a superposition state
α|0〉 + β|1〉, because the particles with different topological
charges cannot convert to each other.

Therefore, to represent n logical qubits, the minimal
number of MZMs should be 2n + 2 (that is, n + 1 pairs).
Unfortunately, in the Hilbert space of this compact encoding,
certain single-qubit and two-qubit Clifford gates are missing
by pure braiding for n � 3 [51].

Another choice of encoding of the logical qubits is that one
logical qubit is encoded by two pairs of MZMs with a total
topological charge of 1 (vacuum),

|0〉L = |00〉, |1〉L = |11〉 = f †
1 f †

2 |00〉, (A6)

where the subscript L labels the logical qubit. This choice of
encoding spans a subspace of the whole MZM Hilbert space.
One advantage of this encoding is that all the single-qubit
Clifford gates can be realized through pure braiding.

The representation of the gate is related to the braid group
element Bl as

[Bl ]i j = L〈i|Bl | j〉L = 〈ii|
∏
k,h

bh
k| j j〉. (A7)

For example, b2
2 = σ X is the Pauli σ X gate, b1b2b1 is the

Hadamard gate (an irrelevant global phase has been ne-
glected). Figure 2 shows the single-qubit Clifford gates by
braiding.

As mentioned in the main text, a measurement-based CNOT

gate with parity measurements [29] is adopted as an example

032419-7



SHICHUAN XUE et al. PHYSICAL REVIEW A 108, 032419 (2023)
sy

st
em

an
ci

ll
ar

y

State preparation State measurement
Quantum
process

FIG. 12. Hilbert-Schmidt test circuit. It consists of state prepara-
tion, quantum processes, and state measurement.

for the two-qubit entangled gate. We note that there are
other proposals [52–55] of measurement-based CNOT gate by
MZMs, and each has its advantages. The concrete realization
of the CNOT gate will not affect the analysis of our method.

APPENDIX B: HILBERT-SCHMIDT TEST

To begin with, we borrow the idea of the Hilbert-Schmidt
test [38], as illustrated in Fig. 12. The Hilbert-Schmidt test
circuit was initially utilized as a tool to give the Hilbert-
Schmidt inner product of two n-qubit operators U and V . It
is realized through an extended Hilbert space consisting of
entangled state preparation, quantum operations, and mea-
surements. First, it needs another n ancillary qubits to extend
the original Hilbert space, preparing the input state as a maxi-
mally entangled state between the system and ancillary qubits,
i.e., |�+〉 = 1√

d

∑d
j=1 | j j〉, where d = 2n. Second, the over-

all entangled system evolves under the operator, E ⊗ Ianc =
VU ⊗ Ianc. Finally, we conduct a state measurement on the
bell basis in the end, and the output probability is the absolute
value of the inner product between U and V as shown in
Eq. (B1):

|〈�+|(VU ) ⊗ Ianc|�+〉|2 = 1

d2
|Tr(VU )|2. (B1)

FIG. 13. Relationship between stabilizer states, stabilizer group,
and stabilizer generators.

It can be seen that, when the output state (VU ) ⊗
Ianc |�+〉 remains identical to the input |�+〉, we can arrive
at Tr(VU ) = d , hence VU = Isys. Therefore, we can utilize a
controllable V to rebuild the unknown U = V −1. Specifically,
when the number of ancillary qubits is n, it is viable to trans-
pose the controllable V parameters from the system space to
the ancillary space. It is supported by the quantum ricochet
property I ⊗ X |�+〉 = X T ⊗ I|�+〉, as shown in the dashed
box in Fig. 12. Therefore, the circuit depth could be further
shortened.

APPENDIX C: THE STABILIZER FORMALISM
INTRODUCTION

Stabilizer formalism is a powerful tool for understanding
a comprehensive class of operations in quantum computation.
There are mainly three key elements involved in our method:
stabilizer states, stabilizers, and generators.

Stabilizer states are generated by stabilizer circuits with P,
Hadamard, and CNOT gates only. The feature is that all the
basis amplitude is equal. For an n-qubit stabilizer state, we
could always find 2n stabilizers to stabilize it. Mathematically,
Si |ψ〉 = |ψ〉.

Interestingly, the stabilizers Si form an Abelian group sat-
isfying

S : = {Si} s.t. − I /∈ S and ∀ Si, S j ∈ S, [Si, S j] = 0. (C1)

The stabilizer generator is the maximum independent sub-
set Sg of the stabilizer group S. It means that any element of
the stabilizer group can be generated as a product of the sta-
bilizer generators. There is an obvious conclusion illustrated
in Fig. 13 that the n-qubit stabilizer states can be uniquely
determined by a stabilizer group of size 2n, which is generated
by n generators. Hence, it is clear that stabilizer formalism can
efficiently characterize quantum states and operators.
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