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The quantum interference of two wavelength-entangled photons overlapping at a beamsplitter results in an
oscillating interference pattern. The frequency of the beat note is dependent on the wavelength separation of
the entangled photons but is robust to wavelength scale perturbations that can limit the practicality of standard
interferometry. Here we use two-color entanglement interferometry to evaluate the variation in thickness of
a semi-transparent sample in combination with two-dimensional raster scanning. The axial precision and the
dynamic range of the microscope are actively controlled by adjusting the wavelength separation of the entangled
photon pairs. Sub-um precision is reported using up to 12.3 nm of detuning and ~10* detected photon pairs.
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I. INTRODUCTION

The Hong-Ou-Mandel (HOM) interference effect is rou-
tinely used in quantum photonics, for example, to gener-
ate NOON states for quantum-enhanced interferometry [1]
and imaging [2,3], for photonic two-qubit quantum logic
gates [4-6], and it is the underpinning physical phenomenon
of optical quantum computational advantage experiments [7].
It is typically observed when two photons in separate tem-
poral modes, but are otherwise indistinguishable, are made
to overlap at a beamsplitter (Fig. 1). As the relative arrival
time ¢ of the two photons is reduced to zero, the detection
rate of the photons exiting the beamsplitter on separate paths
(antibunching) ideally drops to zero, while the proportion
of detection events with photons output on the same path
(bunching) increases. This can be used to measure a relative
optical path length that induces 7, which was demonstrated to
subpicosecond precision in the seminal experiment by Hong,
Ou, and Mandel [8].

For application of the HOM effect to imaging and sensing,
more recent demonstrations have extracted higher sensitiv-
ities to measure ¢ with attosecond precision [9], and have
utilized the effect for polarization measurements [10], spec-
troscopy [11], multimode depth imaging [12], and refractive
index measurement [13]. In these works, the Cramér-Rao
bound (CRB) related the variance (0,2) to the Fisher informa-
tion (F(t)) through the inequality of > 1/F(¢). The limit of
this bound quantifies the maximum achievable precision o;
for an unbiased estimator measuring 7. F(¢) can be modelled
from analytic probability functions P;(¢) for each outcome (i)
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which highlights the dependence of the maximum precision
bound on the shape of the interference features given by
P;(¢). For degenerate photons, F(¢f) can be increased by
broadening the photon spectrum to yield steeper HOM in-
terference features [9]. However, increasing the bandwidth of
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FIG. 1. HOM interference for degenerate and two-colour entan-

gled photons. (a)—(c) Photon pairs incident on a beamsplitter with
(a) zero, (b) partial, and (c) complete temporal overlap. Typical
resulting HOM interference patterns for (d) degenerate and (e) two-
color entangled photons with a frequency beat note of 0.90 THz are
plotted, showing bunching (N9, Ny, : green dashed) and antibunching
(Ny;: blue) rates. Overlap conditions corresponding to cases (a)—
(c) are highlighted. The wavelength of the oscillating interference
fringe A [marked on (e)] is directly controlled by the frequency
detuning (Av = 1/A) of signal and idler wavelengths.
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photons leads to a tradeoff between measurement precision
and dynamic range, while highly broadband photons can also
exacerbate complications arising from dispersion in the appa-
ratus optics. While sensitivity to dispersion is addressed by
some terahertz pulsed imaging techniques which are widely
use in bio-imaging, these can suffer from other issues such
as comparatively poor lateral and axial resolution [14-16].
More broadly, for many high-precision classical imaging tech-
niques, such as super-resolution microscopy, the intensity of
illumination required to achieve sub-micron level precision is
between 8 and 12 orders of magnitude greater than the micro-
scope proposed in this manuscript [17,18]. Consequently, the
HOM microscope can reach a higher Fisher information per
photon, which can be an important consideration for photo-
sensitive samples and can otherwise be a limiting factor for
measurement precision.

An alternative to increase HOM interferometer sensitivity
is to use the two-color entangled state [19,20]

W) = %quum)g +e O, vs)e) Q)
where vg and vy label frequencies of the signal (horizontally
polarized) and idler (vertically polarized) photons, while A
and B denote the two separate optical paths that will overlap
at a beamsplitter. The resulting two-photon interference of |\¥)
exhibits a beat note with a frequency Av = vg — v; that is
dependent on the spectral detuning of signal and idler [19]
(see Appendix A for the mathematical model employed). This
approach was shown to directly modify F(¢) and was applied
to detect temperature drifts in optical fiber [20]. To apply
two-color HOM interferometry to depth imaging we construct
a tunable wavelength-entangled photon pair source and com-
bine this with both a raster-scanning microscope inside of
a HOM interferometer and a quasiphoton number-resolving
detection scheme [21].

II. EXPERIMENTAL DETAILS

The target-entangled state in Eq. (2) is generated us-
ing a dual-Sagnac arrangement source that needs only one
nonlinear down-conversion crystal, as shown in Fig. 2(a).
A diagonally polarized CW 404 nm laser (linewidth AA <
5 MHz; TOPTICA Photonics - TopMode 405) is split into two
paths by a polarizing beam-splitter (PBS) pumping one 3-cm-
long, type-II periodically poled potassium titanyl phosphate
(ppKTP) crystal from two directions. Down-converted photon
pairs centered at 808 nm are emitted from the ppKTP crystal
in each direction, separated from the pump using shortpass
dichroic mirrors (DMS) and subsequently interfere on a sec-
ond PBS. The spatial mode is filtered with single-mode fibers
at the output paths .4 and B.

In contrast to the polarization-entangled photon pair source
designs based on a single Sagnac interferometer [22,23] or
copropagating photon source designs based on two crystals
in a crossed configuration [20], the generated photons in this
system do not share a common path. As a result, the source
is susceptible to phase instability of the parameter ¢(¢) of
the intended output entangled state Eq. (2) due to mechanical
vibrations and temperature variations. To counter the sensi-
tivity to phase in generating the required quantum state, we

(b)

FIG. 2. Schematic of the wavelength-entangled photon pair
source and HOM microscope. (a) Wavelength-entangled photon pair
source, comprising a 404-nm CW pump laser (L-404), polarizing
beamsplitter (PBS), mirror (M), half wave plate (HWP), periodically
poled KTP crystal (ppKTP), piezoactuated mirror (PS), shortpass
dichroic mirrors (DMS), longpass dichroic mirrors (DML), feedback
controller (PID), fast balanced photodiode detectors (FD), two-meter
length of single-mode fiber (SF2), multimode fiber (MF), and a CW
laser at 730 nm to phase lock the source (L-730). A and B denote the
two output modes from Eq. (2). (b) The HOM microscope, compris-
ing lenses with focal length f = 11 mm in a confocal configuration
(CL), one-meter length of single-mode fiber (SF1), beamsplitter
(BS), 1 x 4 fused fiber coupler (Splitter), time delay for one input
beam controlled by a translation stage (dt) and avalanche photodiode
detectors (APD). C and D denote the input port of the interferometer.
Any coincidences between one detector labeled among 1 to 4 with
one detector labeled among 5 to 8 contribute to N;;, while any
coincidences between pairs of detectors among 1 to 4 correspond
to Ny, and coincidences between pairs of detectors among 5 to 8§ give
Ny. This quasi-photon number resolving detection scheme adds an
intrinsic loss of 25% for the bunching terms.

actively stabilize the setup using a diagonally polarized laser
at the cutoff wavelength of the DMS (where these are only
partially reflective) that is back-propagated through the source
optics and monitored with fast balanced photodiode detectors.
The subtracted electric signal from the photodiodes is sent to
a PID controller that actuates a piezostack glued to the mirror
of the clockwise pumping path.

The detuning of the central frequencies of the down-
converted photons is readily controlled through phase-
matching conditions, which in turn can be tuned by changing
the crystal temperature while leaving the pump laser fre-
quency unchanged. The temperature of the crystal can be set
from 30° C to 180 °C achieving a detuning from O to 30.1 THz
(65.6 nm) (see Appendix B for the experimental characteriza-
tion of the source). The photon pair source generates ~200 k
measured coincidences per second with an input pump power
of ~20 mW and we observe a symmetric heralding efficiency
up to 25% at the positions marked .4 and B in Fig. 2(a).

The schematic of the confocal microscope is illustrated
in Fig. 2(b). A semi-transparent sample (with a thickness d
and refractive index n) is mounted between two lenses in a
confocal configuration in path D, before the broadband 50:50
beamsplitter (BS) where the HOM interference occurs. The
presence of the sample introduces an additional time delay
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between paths C and D related to the optical path length
by t = nd/c. This changes the degree of indistinguishability
between the two photons and consequently the relative num-
ber of antibunching events (N;;) detected due to the HOM
interference effect [12]. Depth features of the sample can also
cause path-deviation of the probe photons, thereby altering
the spatial overlap of the signal and idler modes at the BS.
This reduces the visibility of the HOM interference leading
to an error in the observed bunching rate and consequently in
the sample thickness estimation. In our experiment we imple-
ment single-mode, raster-scanned imaging by translating the
sample while keeping the probe beam fixed. A single-mode
fiber after the sample implements spatial-mode filtering and
ensures a constant overlap of the two spatial modes at the
BS. Any change in detected coincidence rates due to the path-
deviation or fluctuations in source brightness is normalized
through the bunching events (N,o and Ny,) according to

Niy
P=~=—==——=, 3)
N1 + Noz + Ny
where IV”, ﬁoz, and ﬁzo are calibrated via the Klyshko effi-
ciency [24] (see Appendix C for the details). These values are
all dependent on the HOM interference effect and are individ-
ually monitored with quasiphoton number-resolving detection
scheme using multiplexed single-photon detectors [25,26] as
shown in Fig. 2(b). As the HOM effect depends on the detec-
tion of coincident photons, all results in this paper estimating
the thickness of the sample consider only photons which
are postselected on successful detection. The detectors are
silicon single-photon avalanche photodiode modules (APD;
Excelitas) and the coincidences between them are recorded
with a Logic16 time-tagger (UQDevices).

The transverse resolution of the microscope is limited by
the beam waist of the scanning probe, while the axial res-
olution, which is the focus of this work, is given by the
frequency of the beat note arising in the HOM interference.
To maximize the Fisher information for the depth estimate
while keeping all of the measurements within the same in-
terference fringe half-period (avoiding fringe ambiguity), the
signal and the idler photons are detuned by 7.4 THz (16 nm)
giving a spatial beat note with a half-period A/2 = 20.3 um.
For comparison to a classical linear optics approach, perform-
ing classical interferometry with an equivalent frequency of
oscillation would require an electromagnetic radiation source
with a central wavelength of ~40um. Operating at such a
wavelength would constrain the transverse spatial resolution
due to the diffraction limit. On the other hand, classical in-
terference measurements operating at a similar wavelength
to the down-converted photons (~800nm) will suffer from
phase instability from the environmental background due to
their high sensitivity.

III. EXPERIMENTAL RESULTS

A test sample for imaging was fabricated by deposit-
ing micron-scale SU-8 polymer features with a thickness
(10.62 £ 0.02) um onto a silica substrate (see Appendix D
for the sample preparation) in the shape of a “KET” symbol
[shown in Fig. 3(b)]. The thickness variation of the sample on
a two-dimensional (2D) scan is shown in Fig. 3(a).
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FIG. 3. Depth sample imaging. (a) 3D HOM imaging by moni-
toring the number of coincidences for each pixel. Raster scanning of
the sample through the single-mode illumination provides the spatial
resolution in the 2D transverse plane. The acquisition time is 0.5 s for
each pixel (N ~ 4000). The frequency beat note is 7.4 THz, where
the detuning is chosen such that the characteristic depth features
of this sample correspond to measurements across the full range
of half of a fringe period from the HOM interference. This attains
the maximum Fisher information while avoiding fringe ambiguity.
(b) Two-dimensional conventional optical microscope image of the
sample with a depth profile of (10.62 £ 0.02) um (see Appendix D
for the sample preparation). (c) One-dimensional scan of depth pro-
file following the path indicated by the red line on (b). Results are
shown for HOM microscopy (blue) and for a 3D profilometer (red).
See Supplemental Material for the raw data [31].

For initial calibration of the HOM microscopy system,
the HOM interference features were measured for two pix-
els’ positions on the sample (with and without the deposited
polymer) by translating the coarse delay in the reference arm
(Fig. 4). Both measurements showed interference fringes with
a visibility of ~80%. The sample induces a relative time
delay between the reference and the probe photons, leading to
an offset of ~8 um between the two interferograms. Assum-
ing a sample refractive index of n = 1.58 for the deposited
structure, this corresponds to a measured thickness change
of ~14 wm. For acquiring a full sample image this approach
would be prohibitively slow due to the requirement of repeat-
ing the scan of a HOM interference fringe for every pixel.
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FIG. 4. Timing offset between interference fringes when com-
paring measurements at two pixels with different sample thickness.
Comparison of the central regions of the HOM interference fringe
patterns when applying different frequencies of the beat note:
(a) Av =3.4THz, (b) Av =5.9THz, (c) Av = 7.6 THz. The blue
markers and lines give the results for a selected pixel on the polymer
deposition region of the sample and the red for a pixel in a region
with only the substrate and no additional deposited material. Markers
correspond to the measured data points and the lines are a numerical
fit to a parameterised model of the interference. (d) Magnified view
of a section of (c), with the associated Fisher information per photon
shown as dashed lines for both measured positions on the sample.
The coarse delay of the reference arm must remain within this range
of relative delay to avoid fringe ambiguity. The Fisher information
accounts for the intrinsic loss for the bunching terms given by the
quasiphoton number resolution scheme used in this experiment. See
Supplemental Material for the raw data [31].

Instead, the coarse delay is set at a fixed position within the
range of 0.01 to 0.02 mm to avoid fringe ambiguity and the
normalized antibunching coincidence counts are monitored
for each pixel. The beat note is chosen to optimize the width
of the Fisher information peak such that fringe ambiguity is
avoided. Subsequently, the coarse delay is set at the crossing
point for the Fisher information curves for the maximum
and the minimum required depth measurement values. This
provides a compromise by optimizing Fisher information and
precision at both extremes of the measurement range. Finally,
the relative time delay induced by the variation of the thick-
ness within the sample is estimated through the variation in
the probability outcomes Nj;.

The phase-locking was monitored with an electronic data
logger (Liquid Instruments, Moku:GO) to ensure stability of
the photon pair source during the data acquisition. If failure
in the phase-locking is detected, the system automatically
suspends data acquisition and reacquires locking with a new
set point for the PID controller. As this results in an unknown
offset in the absolute value of the measured sample thickness,
it is also necessary in this case to repeat the measurement of
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FIG. 5. Axial precision for varying beat note frequency. (a) His-
tograms of the axial depth estimate for the two-step measurement
for beat note frequencies of 3.4 THz (top) and 7.4 THz (bottom).
(b) Precision of depth estimation calculated from the raw histogram
data using Eq. (4) after correction for the refractive index of the
sample. See Supplemental Material for the raw data [31].

the previously acquired pixels. The outcomes of the HOM
interferometer were measured for 27 x 78 pixel positions,
with data acquisition time ~20 min (~40 min total measure-
ment time due to the limited speed of the translation stages)
for an area of 0.4 mm?. The maximum transverse resolution
of the HOM microscope was determined to be ~10 x 10 um?
with a resolution test target, but due to the size of this sam-
ple, a reduced transverse resolution (~15 x 15 um?) was used
to decrease the total acquisition time. Figure 3(c) shows a
comparison of a one-dimensional (1D) raster scan across a
single row of pixels using the HOM microscope with the
results from a commercial three-dimensioanl (3D) profilome-
ter (Filmetrics-Profilm3D)®. As the raster-scan pattern
consisted of a vertical sweep in the Y axis followed by step-
wise increment on the X axis, the 1D scan results correspond
to data points monitored over a period of ~40 min. The re-
sults from the HOM microscope agree with the measurements
from the 3D profiler (within the given error of 1.1 um of the
HOM microscope system) across the entire time period of the
measurement. The sharpness of the edge features observed
in the sample profile were limited for the HOM microscope
measurement by the reduced transverse resolution. Assuming
the known refractive index value for this polymer to be n =
1.58 for both the signal and idler wavelengths, the measured
relative thickness between the two steps in this sample is
determined to be 11 £ 1 um.

Figure 5 shows the results of repeated measurements of the
sample for different beat note frequencies, which was used to
characterize the axial precision. For each parameter combina-
tion, depth estimates were made by acquiring and combining
data from groups of the same 40 pixels (a subset of a pixel
column in the image). This was performed on two distinct
regions of the sample, with one corresponding to pixels lying
on the deposited polymer, which we denote as step 1 (5)),
and the other on a region where no polymer was deposited,
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FIG. 6. Dependence of measured axial precision on total of
Fisher information for single pixel estimation. Total Fisher informa-
tion is given by the product of the number of detected photon pairs
N and the theoretical Fisher information per photon F [Eq. (1)].
Fisher information is controlled by varying the wavelength separa-
tion AX of the down-converted photons (color bar on right side).
The acquisition time is fixed to 0.5s and the number of detected
photon pairs to N ~ 10* for every data point. Each point on the
graph corresponds to 500 independent time delay measurements
split into blocks of 50, where the mean of the standard deviation
of these blocks corresponds to the precision. The standard deviation
from these ten blocks gives the error bars. The orange line cor-
responds to the theoretical bound of the precision for N photons
saturating the Cramér Rao bound (CRB), and the two black crosses
correspond to the two step measurement from Fig. 3(a) . The hori-
zontal dashed line is the threshold for achieving sub-ym axial depth
precision (o < 1.4fs), given by Eq. (4) for a sample with a refractive
index n = 1.58. See Supplemental Material for the raw data [31].

which is denoted as step 2 (S,). As the depth estimates for the
two regions are statistically independent, the overall precision
combining the two data sets is given by

o; = /var(S)) + var(S,). 4)

Figure 5(a) shows examples of the underlying histogram
results of the measured depth for two of the data points in
Fig. 5(b). The effect of increasing Av is evident from the
reduced variance of the data set of S| and S, arising from the
increase in the Fisher information. Consequently the precision
of the measurements is improved and smaller depth features
can be more easily distinguished. The best precision result of
0.8 um for the relative sample thickness of each of the two
steps individually leads to a combined precision of 1.14 ym
for the estimate of the relative depth offset between the two
steps by using Eq. (4). In order to decouple thickness varia-
tion in the sample from the performance of the microscope,
repeated measurements were performed on a single pixel. The
normalized antibunching coincidence counts were measured
500 times for different frequencies of the beat note (from
0.09THz to 18 THz). For each of the datapoints, the 500
measurements are split into 10 blocks of 50 measurements.
The standard deviation of these ten blocks is calculated, giv-
ing a new dataset. The mean of each grouped dataset gives
the precision value of the corresponding datapoint shown in
Fig. 6 and the error bars are given by the standard deviation
of the grouped datasets. In our laboratory the measurements
were stable over a time period of ~40min and drift in the
phase occurred over longer periods of time, which resulted
from the mode-hopping instability of the laser used to phase-

lock the source. Changes in the output wavelength of the
reference laser lead to fluctuations in the phase-locking con-
ditions in the interferometer and drifts in the depth estimation.
We also observe that as the Fisher information increases, the
measured precision deviates from the CRB. We believe that
this is due to an additional phase-locking instability observed
at high crystal temperatures (>120° C) causing perturbations
in the refractive index. Two-color photon pair sources de-
signed to be more robust to phase instability may provide
an improvement in the saturation of the CRB for higher-
frequency beat notes [20].

Using Eq. (4), it can be shown that sub-um precision can
be achieved for a measurement with total Fisher information
(N F) above 0.5fs~2. As shown on Fig. 6, this value is ob-
tained with N = 10* detected photon pairs and a detuning
of 12.3nm. The black crosses show the theoretical Fisher
information and the precision achieved for each of the step
measurements from Fig. 3(a). Therefore, sub-um precision
for depth imaging would be expected for a source with the
same detuning and twice the brightness.

IV. CONCLUSIONS

The total loss in the source and the microscope was rel-
atively high (~98% for each photon). This included 6 dB
of loss for FC to FC fiber connectors, which could be re-
moved. This limited the total amount of Fisher information
by reducing the number of detected probe photons for a
given acquisition time. Reducing the loss and optimizing the
brightness of the source could improve the axial resolution
by an order of magnitude. To increase the precision further
on more complex samples with greater thickness variations,
while avoiding fringe ambiguity, one could perform an initial
coarse mapping of the depth profile using raster scanning with
a low-frequency beat note, followed by a scan at increased
resolution with a larger wavelength detuning. High resolution
scanning could also be reserved for targeted areas of interest
to reduce the required measurement time.

We show that HOM interference can be implemented with
two-color entangled photon pairs to achieve sub-um precision
for depth estimation (approaching the performance of super-
resolution microscopy) and with a probe light intensity of
108 W/cm? incident on the sample. The dynamic range of-
fered by measurement techniques of this type combined with
sub-um axial precision could be particularly relevant for char-
acterizing in situ, subcellular structures for semi-transparent
samples such as biological cells.
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APPENDIX A: HONG-OU-MANDEL
FOR TWO-COLOR STATE

With a type-II crystal and unfiltered, degenerate photon
pair source, the probability of the antibunching state at the
output from the HOM interferometer is modeled by [27]

12[1—a(1—|%])], forlt/t| <1,

Al
1/2, for|t/t| > 1, Ab

P(t) = {
where « is the visibility of the HOM interference and is
strongly dependent on the quantum-state visibility, 7 is the
relative time delay between the two interfering photons, and
7 is the temporal width of the photons. Due to the type of
the crystal and the absence of narrowband spectral filtering
within the experimental setup, the down-converted photons
ideally match the temporal shape of a top-hat function, with
T = DL, where L is the length of the crystal and D is the
difference between the inverse group velocities of the two
down-converted photons [28,29].

To model the HOM interference of the two-color-entangled
photons given by

1 i)
(W) = —=(vs) ulvi)s +€?Olon)lvs)). (A2)

V2
we multiply the term o (1 — |¢/7|) from Eq. (A1) by an addi-
tional term cos[2w Avt + ¢(¢)] giving

1 t
P () = zl:l —O[<1 — ‘;

Av = vg — vy is the frequency detuning between the signal
and the idler and ¢(z) is the relative phase between the two
substates from Eq. (A2). Due to conservation of energy, the
probability of the bunching terms Ny, and Ny is given in the
ideal case by

)cos[ZnAvr + ¢(t)]i|. (A3)

1— P,
Py = Py = >

(A4)

APPENDIX B: EXPERIMENTAL CHARACTERIZATIONS

The wavelength-entangled photon pair source has to be
actively phase-locked to remove instability in the HOM
interference, which otherwise results in noise in the mea-
surement as shown in Fig. 7(a) [30]. To distinguish between
changes in the brightness of the source and changes in the

(@) ®)
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Relative arrival time (arb. units)

FIG. 7. Example of HOM interference stabilization. (i) No
phase-locking or normalization, (ii) phase-locking and no normaliza-
tion (blue), phase-locking and normalization with the use of PNRDS
(dashed black).
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FIG. 8. Detuning of the photon pair. Blue data points are the
experimentally measured values for detuning of the signal and
idler peaks at different crystal temperatures. Avg (yellow line) is a
quadratic fit to these data points. Av, . (purple crosses) shows ex-
pected values for the signal and idler detuning. These were calculated
using Eq. (A3) from the frequency of the beat note of a measured
HOM dip at each corresponding crystal temperature.

loss or bunching rate induced by the sample, the use of a
quasiphoton number-resolving detection scheme (PNRDS) al-
lows the bunching and antibunching terms to be monitored
independently, normalizing the measurement. The effect of
imbalanced alignment is apparent in Fig. 7(b) from asymme-
try in the baseline count rate on the extreme right-hand and
left-hand sides of the image (blue line), and is corrected by
the use of the PNRDS (dashed black line).

Figure 8 shows characterization data for the frequency
detuning between the signal and the idler of the photon pair
source. The central wavelengths of the signal and idler peaks
were measured with a sensitive, high-resolution spectrometer
(Andor, SR-750-B2-R-SIL) for arange of crystal temperatures.

The pump laser wavelength was measured to be A, =
404.093 nm with a linewidth of AX, = 5 MHz (Topmode 405,
Toptica). As shown in Fig. 8, the detuning values predicted
using the HOM interference beat note show good agreement
with the calibrated detuning curve measured using the spec-
trometer.

APPENDIX C: CALIBRATION WITH THE USE
OF KLYSHKO EFFICIENCY

The calibration of Njj, Ny, and Ny, is implemented
through the Klyshko efficiency [24]. We utilize the measured
antibunching rate at a sufficiently large time delay to avoid
HOM interference and define 7; to be the Klyshko efficiency
of the ith channel (i =1, 2, 3, 4),

I Gy

"’_4;2/381" €D
C;; are the raw coincidence counts between the detectors i and
J- §; corresponds to the single counts detected by detector j
(j=5,6,7,8). With P;; = % =2 x Py =2 x Py, only2/3
of the single counts from the detectors j will correspond to
the state Nj; while 1/3 of these single counts belong to the
antibunching state N,,. Likewise, similar expressions can be
derived for the other detector channels, where the roles of
i and j are reversed. Finally, each coincidence count total
C;j can be normalized using the corresponding heralding effi-
ciency coefficients to account for unbalanced losses.

023726-6



SUB-uM AXIAL PRECISION DEPTH IMAGING WITH ...

PHYSICAL REVIEW A 108, 023726 (2023)

APPENDIX D: SAMPLE PREPARATION

The fabricated semi-transparent sample consisted of a 1-
mm-thick fused silica substrate where a ~10-um-thick film
of a SU-8 polymer was deposited by spin-coating. SU-8 is a

negative epoxy photoresist with a high optical transparency,
making it ideal for this work. Using photolithography, an
image of a “KET” was transferred to the polymer, resulting
in a semi-transparent sample with a variation thickness of
(10.62 £ 0.02) um.
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