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#### Abstract

We investigate the formation of self-bound quantum droplets in a one-dimensional binary mixture of bosonic atoms, applying the method of numerical diagonalization of the full Hamiltonian. The excitation spectra and ground-state pair correlations signal the formation of a few-boson droplet when crossing the region of critical interspecies interactions. The self-binding affects the rotational excitations, displaying a change in the energy dispersion from negative curvature, associated with superfluidity in the many-body limit, to a nearly parabolic curvature indicative of rigid body rotation. We exploit two global symmetries of the system to further analyze the few-body modes in terms of transition matrix elements and breathing mode dynamics. The ground and excited state energies reported here are exact within the respective Hilbert spaces, which have been adapted according to a given set of single-particle basis states and a specific importance threshold of the employed truncation method. We compare these data to the usual $a d$ hoc inclusion of higher-order contributions in the extended Gross-Pitaevskii equation. For the given parameters we find a remarkable agreement between the few-body regime and the thermodynamic limit in one dimension.
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## I. INTRODUCTION

Beyond mean-field (BMF) effects in ultracold atomic gases have long been suggested as the origin of self-bound complexes of bosons, fermions, or even boson-fermion mixtures [1-3]. While BMF corrections originating from three-body effects or quantum fluctuations are typically small, they may play a significant role in weakly interacting binary Bose gases, where different competing mean-field (MF) contributions to the energy may be tuned to almost cancel each other. As a result small BMF corrections, such as the Lee-Huang-Yang (LHY) quantum fluctuations [4], become consequential to the state of the system and may lead to the formation of a dilute bosonic droplet $[5,6]$ due to differences in scaling with density. Albeit initially predicted for binary bosonic gases, the first observations of such quantum fluctuation-stabilized droplets came from experiments on dipolar condensates [7-11]. There, the stabilization through quantum fluctuations in a rather similar scenario leads to the formation of spatially elongated self-bound droplets and droplet crystals with shapes governed by the dipolar magnetostriction [12-15]. The formation of filaments in analogy

[^0]to a Rosensweig transition in a dipolar condensate [7] was also analyzed in Monte Carlo simulations [16-18]. Soon after the discovery of dipolar droplets, the original suggestion of self-bound droplets in binary gases [5] was confirmed by two independent observations in mixtures of potassium atoms in different hyperfine states [19-21], and followed up by experimental studies also on heteronuclear mixtures [22,23] reporting an increase in droplet lifetimes. Although the extended Gross-Pitaevskii (eGP) approach incorporates BMF quantum fluctuation contributions in a somewhat ad hoc manner, it describes many of the experimental findings rather well (see, e.g., Refs. [12-15,24-30] or the reviews [31,32]). In three dimensions, deviations of critical atom numbers for droplet formation between theory and experiment were attributed to an effective finite-range interaction through diffusion Monte Carlo calculations [33].

In low-dimensional systems, quantum fluctuations are enhanced, leading to droplet formation and stabilization for wider parameter ranges, and independent of atom number [6,34-39]. References [40-42] addressed the effects of a crossover to lower dimensions on the LHY contributions. The properties of the droplet phase eGP ground state (GS) and low-lying modes in one (or quasi-one) dimension were investigated in Refs. [43-45], mapping out the collective modes across the homogeneous-to-droplet [45] and droplet-to-soliton transition [43]. Thermal instabilities have also been addressed $[38,46]$. Corrections in one dimension beyond LHY were discussed in Ref. [47], and alternative functionals based on one-dimensional (1D) as well as three-dimensional (3D) quantum Monte Carlo solutions were suggested $[33,48,49]$. Low dimensionality is generally
favorable for exact approaches, as exemplified long ago by the well known exact Lieb-Liniger model $[50,51]$ for a repulsive 1D single-component Bose gas. Previous studies have applied quantum Monte Carlo techniques [37,52], the Bose Hubbard model [53,54], and an effective quantum field theory [55]. Additionally, the bosonic multi-configurational timedependent Hartree approach has been applied to study droplet dynamics [39].

Experimental realizations of self-bound boson droplet states have so far been restricted to systems of at least several dozen or hundreds of atoms. For fermionic systems, however, a new generation of micro-traps has enabled the realization of few-body states [56-58]. For such systems quantum tunneling processes [59] allow single-atom control, leading to observations of novel and strongly correlated few-body phases [60] and making the study of complex many-body phenomena accessible to a bottom-up approach [61,62]. In theoretical work, excitations of such few-fermion systems [63,64] have been interpreted as precursors of Higgs-Anderson (HA)-like amplitude modes $[65,66]$ signaling the transition from a normal to a paired phase [67-69].

With this progress in mind, we here investigate the few- to many-body aspects of droplet formation in a 1D binary system of bosons. Applying an importance-truncated configuration interaction approach, we report solutions that are numerically exact within the Hilbert spaces determined by the chosen single-particle set and importance threshold for the given sets of parameters. The obtained ground states and low-lying excitations of a few-boson system uncover the emergence of collective modes across criticality.

This work is organized as follows. Section II defines the Hamiltonian on a ring for the bosonic system. The eGP approach is also briefly recalled. Section III provides the numerically exact few-body spectra and pair correlations for a system of in total eight bosons, and compares the few-body results with the eGP approach. Further evidence for the transition to a localized state is provided by the rotational spectra discussed in Sec. IV and a discussion of dynamical properties in Sec. V. A summary is given in Sec. VI along with future perspectives.

## II. MODEL

We consider a binary bosonic mixture with components of equal mass $M$, such as the hyperfine states of ${ }^{39} \mathrm{~K}$, as in Refs. [19-21]. The components, labeling either species by $\sigma \in\{A, B\}$, interact via the usual contact interactions with effective intraspecies $\left(g_{A A}, g_{B B}\right)$ and interspecies $\left(g_{A B}\right)$ strength parameters. We impose the constraints of equal atom numbers ( $N_{A}=N_{B}=N / 2$ ) and equal intraspecies interactions ( $g_{A A}=$ $\left.g_{B B}=g\right)$. Confining the system to a 1 D ring of radius $R$, the Hamiltonian reads

$$
\begin{align*}
\hat{H}= & \sum_{\sigma, m} \frac{m^{2}}{2} \hat{a}_{\sigma, m}^{\dagger} \hat{a}_{\sigma, m} \\
& +\frac{1}{2} \sum_{\substack{\sigma, \sigma^{\prime} \\
m_{1}, m_{2}, k}} \frac{g_{\sigma \sigma^{\prime}}}{2 \pi} \hat{a}_{\sigma, m_{1}+k}^{\dagger} \hat{a}_{\sigma^{\prime}, m_{2}-k}^{\dagger} \hat{a}_{\sigma^{\prime}, m_{1}} \hat{a}_{\sigma, m_{2}} \tag{1}
\end{align*}
$$

Here setting $\hbar=M=R=1$ defines the dimensionless units used throughout this work (and applied in all figures). The operators $\hat{a}_{\sigma, m}^{\dagger}\left(\hat{a}_{\sigma, m}\right)$ create (annihilate) a boson of species $\sigma$ in the single-particle angular momentum eigenstate $\phi_{m}(\theta)=$ $\frac{1}{\sqrt{2 \pi}} e^{i m \theta}$, where $\theta$ is the azimuthal position on the ring and $m$ is the integer one-body angular momentum quantum number. In the limit of small $N$ direct diagonalization of the Hamiltonian Eq. (1) becomes feasible, giving access to numerically exact solutions.

Previous studies have used exact diagonalization methods to investigate the formation of solitons in a single-component attractive Bose-Einstein Condensate (BEC) for several hundred particles [70-72]. In these cases the low-lying excitation spectra could be captured by a one-body basis with only three [71,72] or five [70] single-particle states. In the regime of droplet formation of a binary few-boson mixture described by Eq. (1), we found that the considered states have comparatively large interaction energy contributions, requiring the single-particle angular momentum cut-off to be large. We found $|m| \leqslant m_{\max }=60$ to be adequate for the interaction strengths and particle numbers considered in this work. The resulting one-body basis of size 121 yields a Hilbert space that is prohibitively large for any naive direct diagonalization of the many-body Hamiltonian. This holds even when realizing its block-diagonal structure due to conserved total angular momentum $L$. A remedy to this problem is that for a given low-lying energy eigenstate within one of these blocks, only a relatively small subset of all many-body basis states has a non-negligible contribution to the exact solution. The dimension of the relevant Hilbert space for a specific target eigenstate can thus be greatly reduced. To identify the relevant elements of the Hilbert space for each desired energy state, we employ a so-called importance truncated configuration interaction (ITCI) method [73]. The exact Hamiltonian Eq. (1) is diagonalized in a subspace of the Hilbert space to which many-body basis states are iteratively added. The condition to include a many-body basis state is that the magnitude of its overlap with a perturbative expansion of the considered energy eigenstate is greater than or equal to some predefined threshold. For the systems in this work, a threshold of $10^{-5}$ is considered adequate. In this way the description is successively expanded, acquiring an increasingly accurate truncation of the Hilbert space tailored to the Hamiltonian Eq. (1) and to the desired energy eigenstate or small set of eigenstates. Details of the construction of the Hilbert spaces in which the exact diagonalization is performed along with all relevant convergence parameters can be found in Appendix A. For selected states a list of ground-state and excitation energies is also provided.

Where possible we draw comparisons between the exact and BMF results, with the aim of characterizing the few- to many-body transition in the homogeneous-to-droplet crossover region. For a binary system with components of equal atom numbers and equal intraspecies interactions the eGP equation reads

$$
\begin{align*}
\mu \Psi= & -\frac{1}{2} \frac{\partial^{2} \Psi}{\partial \theta^{2}}+\frac{N}{2}\left(g+g_{A B}\right)|\Psi|^{2} \Psi \\
& -\frac{\sqrt{N}}{\pi 2^{3 / 2}}\left[\left(g+g_{A B}\right)^{3 / 2}+\left(g-g_{A B}\right)^{3 / 2}\right]|\Psi| \Psi, \tag{2}
\end{align*}
$$



FIG. 1. Low-lying excitation energies, $E_{i}-E_{0}$, for states with total angular momentum $L=0$ (black), $L=1$ (blue/dark gray), and $L=2$ (light blue/light gray) for a system of $N=8$ particles with $g_{A B}=-0.9 g$ corresponding to the path marked by the red/gray dotted line through the phase diagram, see Fig. 3. The asterisk (with the black vertical line to guide the eye) marks the intersection of $g_{A B}=-0.9 g$ with the BMF phase boundary. The spectra contains degenerate energy levels (crossings) as well as avoided crossings. A more detailed analysis of the excited states is presented in Sec. V. The points that have been calculated are indicated by circular markers and the joining lines are provided as a visual aid. The data are shown in dimensionless units.
where $\mu$ is the chemical potential, and the normalization condition for the order parameter $\int|\Psi(\theta)|^{2} d \theta=1$ applies. A trivial solution to Eq. (2) is the homogeneous solution $\Psi_{0}$, however this solution is not always stable. Specifically, energetic and dynamic instability occurs for $\Psi_{0}$ when

$$
\begin{align*}
0> & -\frac{\sqrt{N}}{8 \pi^{3 / 2}}\left[\left(g+g_{A B}\right)^{3 / 2}+\left(g-g_{A B}\right)^{3 / 2}\right] \\
& +\frac{N}{2 \pi} \frac{\left(g+g_{A B}\right)}{2}+\frac{1}{4} \tag{3}
\end{align*}
$$

defining the phase boundary between the homogeneous and localized phases. [See Appendix B for a derivation of Eqs. (2) and (3).]

## III. FEW-BODY TRANSITION FROM A HOMOGENEOUS TO A LOCALIZED STATE

Let us now investigate the exact ground state and low-lying excitations of binary bosonic mixtures described by Eq. (1) in the case of attractive interspecies interactions $g_{A B}<0$ and equal intraspecies repulsion $g=g_{A A}=g_{B B}>0$. This choice of interaction strengths for the ITCI calculations is guided by BMF analysis (as detailed in Appendix B). The excitation energy spectra for a system of $N=8$ bosons with fixed relative attraction $g_{A B} / g=-0.9$ and variable intraspecies repulsion $0 \leqslant g \leqslant 2.5$ are shown in Fig. 1. The spectra for the $N=8$ system with fixed $g=2$ and variable $g_{A B}$ are presented in


FIG. 2. Excitation spectra as in Fig. 1 but for fixed $g=2$ and variable $g_{A B}$, corresponding to the path marked by the blue/gray dash-dotted line through the phase diagram of Fig. 3. The data are shown in dimensionless units.

Fig. 2. In both cases the excitation energies are shown for the three lowest values of total angular momentum, $L=0$ (black), $L=1$ (blue/dark gray), and $L=2$ (light blue/light gray). The excitation energies are taken relative to the ground state, which itself has total angular momentum $L=0$. All states were determined with the numerical accuracy of convergence specified in Appendix A.

A noticeable feature of both excitation spectra is the distinct minimum in the lowest $L=0$ excitation mode. Furthermore, the gaps between the ground state and the lowest rotational modes with $L=1$ and $L=2$, respectively, diminish upon increasing $g$, as in Fig. 1, or $-g_{A B}$, as in Fig. 2, which will be discussed further in Sec. IV. Interestingly, the low-lying excitations bear the typical signatures of a broken symmetry in the ground state when passing through a certain critical range of interaction strengths. In particular, the formation of a HA-like gapped mode (such as the lowest $L=0$ mode of Fig. 1) has been seen in other cases of symmetry breaking, for example in soliton formation in a BEC [70] or the BEC-to-supersolid phase transition [74], as well as in the formation of paired fermions in the few- to many-body regime [ $63,64,68]$. Here the formation of the broken symmetry state, manifesting as an excitation energy minimum, requires a sufficiently large interaction energy contribution (for fixed ratio $g_{A B} / g$ ), see Fig. 1. However, a large interaction energy contribution alone (e.g., $g=2$ ) is not sufficient; the interspecies attraction must also be sufficiently large, see Fig. 2.

The few-body ground-state solutions obtained by direct diagonalization of Eq. (1) necessarily preserve the Hamiltonian's azimuthal symmetry. To further analyze the formation of a bound state hidden in the internal structure of the full eigenstate $|\Psi\rangle$ we must turn to correlation functions. By fixing the position $\theta^{\prime}$ of a single particle of species $\sigma^{\prime}$ and calculating the probability distribution of all other particles of species $\sigma$


FIG. 3. Transition from homogeneous to droplet states for $N=8$. Sets of interaction parameters are represented by colored dots, and the corresponding pair correlations for the ground state with zero angular momentum are shown in the right column. The reference particle's position is $\theta^{\prime}=0$. The phase boundary Eq. (3) is plotted as a dashed black line in the left diagram. The red/light gray dotted line $\left(g_{A B}=-0.9 g\right)$ identifies the path of parameters chosen in Fig. 1 and the blue/dark gray dash-dotted line $(g=2)$ identifies the path of parameters considered in Fig. 2. The asterisks mark their intersection with the BMF phase boundary. The background indicates the contrast $\left(\frac{n_{\max }-n_{\text {min }}}{n_{\text {max }}+n_{\text {min }}}\right)$ of the eGP ground state at each point in the phase diagram. $n_{\max }$ and $n_{\text {min }}$ are the maximum and minimum values of the eGP ground-state density, respectively. [The black area, $g+g_{A B}<0$, is outside the region of validity of the eGPE, Eq. (2).]
with respect to the fixed position, the pair correlations

$$
\begin{align*}
\rho_{\sigma \sigma^{\prime}}^{(2)}\left(\theta, \theta^{\prime}\right)= & \sum_{m, n, k, l} \phi_{m}^{*}(\theta) \phi_{n}^{*}\left(\theta^{\prime}\right) \phi_{k}\left(\theta^{\prime}\right) \phi_{l}(\theta) \\
& \times\langle\Psi| \hat{a}_{\sigma, m}^{\dagger} \hat{a}_{\sigma^{\prime}, n}^{\dagger} \hat{a}_{\sigma^{\prime}, k} \hat{a}_{\sigma, l}|\Psi\rangle \tag{4}
\end{align*}
$$

map out the internal structure of the quantum state. We note that $\rho_{\text {tot }}^{(2)}=\rho_{A A}^{(2)}+\rho_{B A}^{(2)}=\rho_{B B}^{(2)}+\rho_{A B}^{(2)}$ for symmetric components $A$ and $B$ with the normalization condition $\int \rho_{\sigma \sigma^{\prime}}^{(2)}\left(\theta, \theta^{\prime}\right) d \theta=N_{\sigma}-\delta_{\sigma \sigma^{\prime}}$.

Let us now investigate the $L=0$ ground state. Figure 3(a) shows the phase diagram for a system of $N=8$ bosons. The colored dots along the vertical line $g=2$ indicate representative values of $g_{A B}$. For each of these sets of interaction parameters the corresponding ground-state pair correlations are shown in the same color (and in the same sequence of descent) in the right panel. Beginning with the weakly attractive interspecies interaction marked by the yellow (uppermost) dot (at $g_{A B}=-0.2$ ), we see that the associated pair correlation for the ground state [see Fig. 3(b)] has a small indent at the location of the fixed particle $\left(\theta^{\prime}=0\right)$. Here, the interspecies attraction cannot compensate for the repulsion of the atoms of the same species. As the strength of the interspecies attraction
increases, a peak begins to form at the position of the fixed particle. The peak becomes more pronounced with increasing interspecies attraction [see pair correlations plotted in green, Fig. 3(e), and light blue, Fig. 3(f)], showing the onset of localization. Beyond $g_{A B} \lesssim-1.6$ the pair correlations indicate the formation of a localized state [blue and dark-blue plots, Figs. 3(g) and 3(h)]. While these are exact few-body results, an analogy can be drawn to the quantum liquid droplets previously observed for large particle numbers [19,20]. In one dimension such droplets form with a repulsive mean-field interaction and are stabilized by the next-order quantum correction, the LHY term, which in this case is attractive [5,6]. The phase boundary Eq. (3) derived from the condition for energetic and dynamic stability of the homogeneous solution to the eGP equation (see Appendix B) is plotted as a dashed black curve in Fig. 3. Below this curve the homogeneous solution is unstable. This is the region of droplet formation predicted by the BMF theory.

To further illustrate the presence of a phase transition we plot the contrast $\left(n_{\max }-n_{\min }\right) /\left(n_{\max }+n_{\min }\right)$ as calculated from the maximum and minimum density, $n_{\max }$ and $n_{\min }$, of the numerical ground-state solution of the eGP equation at each point in the phase diagram. The consistency between the ground-state pair correlations of the exact results and the phase transition predicted by the BMF theory is noteworthy. The red (dotted) and blue (dash-dotted) lines denote $g_{A B}=-0.9 g$ and $g=2.0$, respectively. The intersections of the BMF phase boundary with these paths through the phase diagram are marked by asterisks. These are the points of phase transition along the respective paths as predicted by the BMF model. The associated values of $g$ and $g_{A B}$ are plotted as vertical black lines in Figs. 1 and 2, respectively, for comparison with the exact low-lying energy modes. In both spectra the minimum of the lowest zero angular momentum mode approximately coincides with the BMF transition point. In fact, these minima signal the few-body precursor of a phase transition in the low-energy spectra. We note that the broad shallow minima seen in Figs. 1 and 2 are indicative of the ambiguity of the precise point of criticality in the few-body limit.

The lowest zero angular momentum mode for various $N$ are shown in the lower panel of Fig. 4, together with the contrast of the eGP ground state (dashed line). The eGP ground-state density $n_{\text {eGP }}$ is shown as a function of $g$ for parameters corresponding to $N=12$ in the upper panel. With increasing $N$ the minimum of the exact few-body mode deepens, accompanied by a shift of the critical value to slightly smaller $g$, approaching the point of transition in the BMF limit.

## IV. ROTATIONAL SPECTRA

We saw above how the internal structure of the exact ground state not only manifests in the pair correlations but is also reflected in the signatures of symmetry breaking seen in the excitations of the system. An internally broken spatial symmetry, of which the localization of particles into a bound bosonic state on a ring is a particularly clear example, will have a prominent effect on the rotational excitations and the energy dispersion as a function of angular momentum


FIG. 4. Upper panel: Contour plot of the density $n_{\text {eGP }}$ of the numerical ground-state solution of the eGP equation for $g_{A B}=-0.9 g$ with $N=12$ as a function of $g$. Lower panel: The excitation energies of the lowest $L=0$ mode obtained with the ITCI approach for $4 \leqslant N \leqslant 12$ (left axis) and the contrast (dashed line, right axis) of the eGP ground-state density shown in the upper panel for $N=12$. The data are shown in dimensionless units. The excitation energies that have been calculated are indicated by markers and the joining lines are a visual aid.
(the so-called "yrast" line), as is well known from nuclear structure theory [75]. For the ring system studied here, total angular momentum is conserved and we proceed to analyze the low-lying excitation energies as functions of $L$. Due to the periodic boundary conditions the system satisfies Bloch's theorem [76]. The energy spectra can thus be expressed as the sum of a parabolic term $L^{2} /\left(2 N M R^{2}\right)$, corresponding to the kinetic energy of a rigid body of mass $N M$ rotating around the circumference of the ring, and a term that is periodic in $L$ with periodicity $L=N[76,77]$. Furthermore, the periodic component of the energy is symmetric about $L=N / 2$, which is a result of the invariance of the two-body interaction term of Eq. (1) under the transformation $m \rightarrow 1-m$ of all one-body angular momentum quantum numbers. This transformation maps many-body basis states with total angular momentum $L=\sum_{n} m_{n}$ and energy $E$ to states with total angular momentum $L^{\prime}=N-L$ and energy $E^{\prime}=E-L+N / 2$ [77]. The upper panel in Fig. 5 shows the total energy spectra for one period in angular momentum for $g=2$ and $g_{A B}=-0.2,-1.4$, and -1.8 , corresponding to the yellow, green, and blue points (third, fourth, and fifth from top) in the phase diagram of Fig. 3. The lower panel shows the pair correlations for the $L=0$ ground states with $\rho_{\text {tot }}^{(2)}$ in color, $\rho_{A A}^{(2)}$ in dashed black, and $\rho_{B A}^{(2)}$ in solid black lines.

A hallmark of superfluidity on a ring is persistent dissipation-less flow. These states occur due to local minima in the ground-state energy at finite angular momenta [76,78]. In the top left panel of Fig. 5 indeed one observes a very


FIG. 5. Upper panel: Exact energy spectra (ground state and six lowest excitations) as a function of total angular momentum $(L)$ for a system of $N=8$ particles with $g=2$ and $g_{A B}=-0.2,-1.4,-1.8$. The points that have been calculated are indicated by markers and the joining lines are a visual aid. Lower panel: Pair correlations for $L=0$ ground states. The total pair correlations $\rho_{\mathrm{tot}}^{(2)}$ are plotted in color, corresponding to the scheme introduced in Fig. 3. The pair correlations for the species of the fixed component atom $\rho_{A A}^{(2)}$ are presented as dashed lines. The pair correlations of the opposite species $\rho_{B A}^{(2)}$ are presented as solid lines. The data are shown in dimensionless units.
shallow local minimum in the yrast line at total angular momentum $L=4$. This negative yrast line curvature is indicative of a few-body precursor of states supporting persistent currents. From the three plots in the upper panel of Fig. 5 one can clearly see that increasing the interspecies attraction for fixed intraspecies repulsion drives a change in the yrast line curvature, from superfluid-like (left) to an intermediate regime (center) and finally to a nearly parabolic yrast line (right) that is indicative of rigid-body rotation. (Such changes of the yrast line have also been discussed in the context of supersolidity in toroidally trapped dipolar condensates [79], asymmetric ring condensates [80], ring-trapped droplet-superfluid compounds [45,81], and mixed bubbles in bosonic mixtures [82].) The ground-state pair correlations shown in the lower panel for all three cases confirm the transition from a homogeneous to a localized state.

Let us now revisit Fig. 1, in which we have plotted the excitation energies in the range $0 \leqslant g \leqslant 2.5$ for fixed $g_{A B} / g=-0.9$, i.e., along the red (dotted) path through the phase diagram of Fig. 3. As $g$ increases into the droplet regime, the lowest-energy modes for total angular momentum $L \neq 0$ flatten and approach some constant energies, corresponding to the rigid body rotation of the droplet indicated by the parabolic yrast-line curvature. If one could neglect the kinetic energy cost of rotating the localized state around the circumference of the ring, these modes would become
degenerate ground states. Indeed, the rotational modes scale as $\Delta E=L^{2} /\left(2 N M R^{2}\right)$ and may be considered massless in the thermodynamic limit. We therefore argue that the lowest rotational modes of Fig. 1 may be interpreted as few-body precursors of Goldstone modes [83]. Remarkably, the region of steepest slope of these rotational modes and the minimum of the lowest zero angular momentum mode approximately coincide with the BMF prediction of the transition point.

## V. DYNAMICAL PROPERTIES

We proceed to study the system dynamics in response to modulations in the transition-driving parameters, i.e., $g_{A A}$, $g_{B B}$, and $g_{A B}$. Such dynamics can be crucial for experimentally observing excitation modes, as recently bared out in Ref. [68] in the context of a few-fermion system. In this section we restrict our analysis to interaction-driven excitations from the many-body ground state with $g_{A B}=-0.9 g$ in the $L=0$ subspace. A complete understanding of these dynamics requires a detailed analysis of the ground state and low-lying energy eigenstates, in particular their behavior under the transformations which define three global symmetries of the system: Interchange of distinguishable species; reflection of all one-body angular momenta, i.e., $m \rightarrow-m$; and the continuous rotational symmetry of the ring. Let us consider these transformations in more detail. Since we consider equal intraspecies interactions ( $g_{A A}=g_{B B}=g$ ) and equal atom numbers ( $N_{A}=N_{B}$ ), the system has a global symmetry corresponding to the interchange of the two distinguishable species. We may exchange all atoms of component $A$ for atoms of component $B$ and all atoms of component $B$ for atoms of component $A$ without altering the physical properties of the system. Two such exchanges of the species labels must return any state to its original form. Therefore, all nondegenerate energy eigenstates are either symmetric or antisymmetric with respect to the interchange of the distinguishable species. The second global symmetry of the system is the reflection of all one-body angular momentum quantum numbers $m \rightarrow-m$. Clearly, two applications of the transformation returns any state to its original form. This transformation maps energy eigenstates with total angular momentum $L \neq 0$ to degenerate energy eigenstates with total angular momentum $-L$. However, for eigenstates with $L=0$ no such degeneracy is guaranteed. Therefore all nondegenerate energy eigenstates with $L=0$ must be either symmetric or antisymmetric with respect to reflection of all one-body angular momenta ( $m$ reflection). In addition to these two symmetries, the system has the continuous rotational symmetry of the ring which ensures that every energy eigenstate has an integer total angular momentum. A modulation of the interactions strengths ( $g_{A A}, g_{B B}, g_{A B}$, or any combination of these) preserves the total angular momentum $L$. Hence, systems in the many-body ground state subject to a modulation of the interaction parameters will remain in the $L=0$ subspace. In the spectra presented in Figs. 1 and 2, avoided energy crossings are seen only between states with the same behavior with respect to all three symmetries.

To illustrate these distinct symmetries, we consider the low-lying excitations in the limit of perturbatively week interactions $g=\delta g \gtrsim 0$. In the noninteracting case, when
$g=g_{A B}=0$, the homogeneous many-body ground state is simply $\left|\Psi_{0}^{(g=0)}\right\rangle=\left|0^{4}\right\rangle_{A}\left|0^{4}\right\rangle_{B}$ with energy $E_{0}=0$. The superscripts here denote the occupation of four bosons in the orbital $m=0$ for each of the species $A$ and $B$, respectively. We see immediately that $\left|\Psi_{0}^{(g=0)}\right\rangle$ is symmetric with respect to both species interchange and $m$ reflection. Furthermore, in the absence of any ground-state crossings (see Figs. 1 and 2) these symmetry properties of the ground state persist for all considered values of $g$. The excitations in the noninteracting case are straightforwardly described in terms of momentumconserving particle excitations. In particular, the first $L=0$ excited state has energy $E_{1}=1$ and is fourfold degenerate, with a space spanned, e.g., by

$$
\begin{align*}
\left|\Psi_{1_{a}}^{(g=0)}\right\rangle & =\left|-1^{1}, 0^{2}, 1^{1}\right\rangle_{A}\left|0^{4}\right\rangle_{B}, \\
\left|\Psi_{1_{b}}^{(g=0)}\right\rangle & =\left|0^{4}\right\rangle_{A}\left|-1^{1}, 0^{2}, 1^{1}\right\rangle_{B}, \\
\left|\Psi_{1_{c}}^{(g=0)}\right\rangle & =\left|-1^{1}, 0^{3}\right\rangle_{A}\left|0^{3}, 1^{1}\right\rangle_{B}, \\
\left|\Psi_{1_{d}}^{(g=0)}\right\rangle & =\left|0^{3}, 1^{1}\right\rangle_{A}\left|-1^{1}, 0^{3}\right\rangle_{B} . \tag{5}
\end{align*}
$$

We see that a transition from, e.g., $\left|\Psi_{0}^{(g=0)}\right\rangle$ to $\left|\Psi_{1_{a}}^{(g=0)}\right\rangle$ is accessed via the intraspecies interaction of species $A$ with interaction parameter $g_{A A}$.

For perturbatively weak interaction strengths ( $g=\delta g \gtrsim 0$ ) the degeneracy of the first excitation is lifted and, by numerical diagonalization of the Hamiltonian Eq. (1) with $g_{A A}=g_{B B}=\delta g \gtrsim 0$ and $g_{A B} / \delta g=-0.9$, we find states with well-defined symmetries,

$$
\begin{gather*}
\left|\Psi_{0}^{(g=\delta g)}\right\rangle \approx\left|\Psi_{0}^{(g=0)}\right\rangle,  \tag{6}\\
\left|\Psi_{1}^{(g=\delta g)}\right\rangle \approx \frac{1}{2}\left[\left|\Psi_{1_{a}}^{(g=0)}\right\rangle+\left|\Psi_{1_{b}}^{(g=0)}\right\rangle+\left|\Psi_{1_{c}}^{(g=0)}\right\rangle+\left|\Psi_{1_{d}}^{(g=0)}\right\rangle\right],  \tag{7}\\
\left|\Psi_{2}^{(g=\delta g)}\right\rangle \approx \frac{1}{\sqrt{2}}\left[\left|\Psi_{1_{a}}^{(g=0)}\right\rangle-\left|\Psi_{1_{b}}^{(g=0)}\right\rangle\right],  \tag{8}\\
\left|\Psi_{3}^{(g=\delta g)}\right\rangle \approx \frac{1}{\sqrt{2}}\left[\left|\Psi_{1_{c}}^{(g=0)}\right\rangle-\left|\Psi_{1_{d}}^{(g=0)}\right\rangle\right],  \tag{9}\\
\left|\Psi_{4}^{(g=\delta g)}\right\rangle \approx \frac{1}{2}\left[\left|\Psi_{1_{a}}^{(g=0)}\right\rangle+\left|\Psi_{1_{b}}^{(g=0)}\right\rangle-\left|\Psi_{1_{c}}^{(g=0)}\right\rangle-\left|\Psi_{1_{d}}^{(g=0)}\right\rangle\right] \tag{10}
\end{gather*}
$$

In particular, $\left|\Psi_{j}^{(g=\delta g)}\right\rangle$ is symmetric with respect to species interchange for $j=0,1,4$ and antisymmetric for $j=2,3$. Additionally, $\left|\Psi_{j}^{(g=\delta g)}\right\rangle$ is symmetric with respect to $m$ reflection for $j=0,1,2,4$ and antisymmetric for $j=3$. [Equations (7)-(10) equally span the space of degenerate first excited states. We choose the basis Eq. (5) to explicitly illustrate the symmetries in Eqs. (6)-(10).] In the higher excitations one finds all four possible combinations of these symmetries. For example, $\left|\Psi_{10}^{(g=\delta g)}\right\rangle$ is symmetric with respect to species interchange and antisymmetric with respect to reflection of all one-body angular momenta.

Equations (7)-(10) are connected to excitations in the droplet phase via an adiabatic increase of $g$ and $g_{A B}$. In particular, $\left|\Psi_{1}^{(g=\delta g)}\right\rangle$ in Eq. (7) is the weakly interacting limit of the HA-like mode. Once again, in the absence of any mode crossings the symmetry properties of $\left|\Psi_{1}^{(g=\delta g)}\right\rangle$ persist for all considered values of $g$. Therefore, the HA-like mode is


FIG. 6. (a) Excitation energies $E_{f}-E_{0}$ and the associated transition matrix elements $M_{0 \rightarrow f}^{A B}$ (b), $M_{0 \rightarrow f}^{(+)}=M_{0 \rightarrow f}^{A A}+M_{0 \rightarrow f}^{B B}$ (c) and $M_{0 \rightarrow f}^{(-)}=M_{0 \rightarrow f}^{A A}-M_{0 \rightarrow f}^{B B}$ (d) from the ground state to excitation $f$ with $L=0$ for various intraspecies interaction strengths $g$ and fixed $g_{A B} / g=-0.9$. The points that have been calculated are indicated by markers and the joining lines are provided as a visual aid. Each excitation is plotted in a different color and symbol so that it may be associated with the relevant transition matrix elements. (d) $M_{0 \rightarrow f}^{(-)}=0$ for $f=1,4,5$ and are therefore plotted in various sizes for visibility.
symmetric with respect to both species interchange and reflection of all one-body angular momenta. $\left|\Psi_{2}^{(g=\delta g)}\right\rangle$ in Eq. (8) is the weakly interacting limit of the third excitation in the droplet phase due to a mode crossing at $g \approx 1.3$, as can be seen in Figs. 1 and 6(a). Therefore, $\left|\Psi^{(g \gtrsim 1.3)}\right\rangle$ has the symmetry properties of Eq. (8). Namely, it is antisymmetric with respect to species interchange and symmetric with respect to $m$ reflection. We shall see that the symmetry properties of Eqs. (7) and (8) reflect the breathing mode dynamics of their associated states in the droplet phase in superposition with the ground state.

First, we determine which states may be populated from the ground state via periodic modulations of the interaction parameters $g_{A A}, g_{B B}$, and $g_{A B}$. For weak modulation amplitudes we may use first-order perturbation theory. The transition rates are then obtained from the transition matrix elements and Fermi's golden rule. In particular, for a system that is initially $(t=0)$ in the ground state $\left|\Psi_{0}^{(g)}\right\rangle$ and then at $t>0$ is subject to a periodic modulation of the interaction strength

$$
\begin{equation*}
g_{\sigma \sigma^{\prime}}(t)=g_{\sigma \sigma^{\prime}}(0)+\eta \sin (\omega t), \tag{11}
\end{equation*}
$$

where $\eta$ is a small amplitude, Fermi's golden rule gives the transition rate

$$
\begin{equation*}
R_{0 \rightarrow f}^{\sigma \sigma^{\prime}} \propto \eta^{2}\left(M_{0 \rightarrow f}^{\sigma \sigma^{\prime}}\right)^{2} \times \delta\left(E_{f}-E_{0}-\omega\right) \tag{12}
\end{equation*}
$$

from $\left|\Psi_{0}^{(g)}\right\rangle$ to the state $\left|\Psi_{f}^{(g)}\right\rangle$.
In Fig. 6 we present the transition matrix elements from the ground state to the $f$ th excited state with $L=0$,

$$
\begin{equation*}
\left.M_{0 \rightarrow f}^{\sigma \sigma^{\prime}}=\left|\left\langle\Psi_{f}^{(g)}\right| I_{\sigma \sigma^{\prime}}\right| \Psi_{0}^{(g)}\right\rangle \mid \tag{13}
\end{equation*}
$$

for the five lowest excitations at various values of $g$. Here

$$
\begin{align*}
I_{\sigma \sigma} & =\sum_{i>j} \delta\left(\theta_{\sigma, i}-\theta_{\sigma, j}\right)  \tag{14}\\
I_{\sigma \bar{\sigma}} & =\sum_{i, j} \delta\left(\theta_{\sigma, i}-\theta_{\bar{\sigma}, j}\right) \tag{15}
\end{align*}
$$

are the operators associated with the two-body interactions and $\bar{\sigma}$ refers to the opposite species of $\sigma$.

In Fig. 6(a) we show the five lowest $L=0$ excitations from the spectra presented in Fig. 1, where $g_{A B}=-0.9 g$. Here each excitation is plotted in a different color and symbol so that it may be associated with the relevant transition matrix elements. In Figs. 6(b)-6(d) we show the transition matrix elements $M_{0 \rightarrow f}^{A B}, M_{0 \rightarrow f}^{(+)}=M_{0 \rightarrow f}^{A A}+M_{0 \rightarrow f}^{B B}$, and $M_{0 \rightarrow f}^{(-)}=M_{0 \rightarrow f}^{A A}-M_{0 \rightarrow f}^{B B}$, respectively. These matrix elements may be understood in terms of the system's symmetries. Beginning with the interspecies interaction ( $\sigma=A, \sigma^{\prime}=B$ ), the two-body interaction operator $I_{A B}$ of Eq. (15) preserves both the $m$ reflection and the species interchange symmetries of the state it acts upon [e.g., $\left|\Psi_{0}^{(g)}\right\rangle$ as in Eq. (13)]. Hence, modulation of $g_{A B}$, as in Eq. (11), can only induce transitions from the ground state to states with the same symmetry properties, i.e., states that are symmetric with respect to both global symmetries. This is in agreement with the computed transition matrix elements. At low $g$ only the states $\left|\Psi_{1}^{(g=\delta g)}\right\rangle$ and $\left|\Psi_{4}^{(g=\delta g)}\right\rangle$ may be accessed from the ground state via a periodic modulation of $g_{A B}$.

We next consider excitations of the system by a periodic modulation of the intraspecies interactions. Here, we distinguish between the two cases of in-phase ("+") and out-of-phase ("-") modulation,

$$
\begin{align*}
& g_{A A}(t)=g(0)+\eta \sin (\omega t),  \tag{16}\\
& g_{B B}(t)=g(0) \pm \eta \sin (\omega t),
\end{align*}
$$

with associated operators $I^{( \pm)}=I_{A A} \pm I_{B B}$ and transition rates $R_{0 \rightarrow f}^{( \pm)}$analogous to Eq. (12). Again $\eta$ is a small amplitude. We first note that $I_{\sigma \sigma}, I_{\sigma \bar{\sigma}}$, and all linear combinations of


FIG. 7. Upper panel: Mean angular width $\sqrt{\left\langle\theta^{2}\right\rangle}$ as a function of time for the superposition of the ground state and first excited state, $\frac{1}{\sqrt{2}}\left(e^{-i E_{0} t}\left|\Psi_{0}^{(g)}\right\rangle+e^{-E_{1} t}\left|\Psi_{1}^{(g)}\right\rangle\right)$ at $g=2.0$ and $g_{A B}=-0.9 g$ in the $L=0$ subspace. Lower panel: Pair correlations $\rho_{A A}^{(2)}(\theta, 0)$ (red solid line) and $\rho_{B A}^{(2)}(\theta, 0)$ (blue dashed line) corresponding to the first (left), second (center), and third (right) pairs of time points indicated by the corresponding markers in both panels.
these operators preserve the $m$-reflection symmetry of the states they act on. Therefore, any states that are antisymmetric with respect to reflection of all one-body angular momenta are inaccessible from the ground state via any modulation of the interaction parameters corresponding to some linear combination of $I_{A A}, I_{B B}$, and $I_{A B}$. This is why all computed transition matrix elements from $\left|\Psi_{0}^{(g=\delta g)}\right\rangle$ to $\left|\Psi_{3}^{(g=\delta g)}\right\rangle$ are strictly zero [see Figs. 6(b)-6(d)]. While $I_{A A}$ and $I_{B B}$ preserve the $m$-reflection symmetry, both interactions break the species interchange symmetry, allowing access to different excitations via different combinations of these operators. Furthermore, $\left\langle\Psi_{j}^{(g)}\right| I_{A A}\left|\Psi_{i}^{(g)}\right\rangle= \pm\left\langle\Psi_{j}^{(g)}\right| I_{B B}\left|\Psi_{i}^{(g)}\right\rangle$, where " + " holds for states $i, j$ of the same species interchange symmetry and "-" holds for states $i, j$ of opposite symmetries. Thus, the linear combination $I^{(+)}=I_{A A}+I_{B B}$ associated with inphase modulation is symmetry preserving with respect to both $m$ reflection and species interchange. Therefore, by in-phase modulation of $g_{A A}$ and $g_{B B}$ we may access the same states as with the periodic modulation of $g_{A B}$. This is barred out by the comparison of Figs. 6(b) and 6(c). In contrast, the operator $I^{(-)}=I_{A A}-I_{B B}$ associated with out-of-phase modulation maps states that are symmetric with respect to species interchange to states that are antisymmetric and vice versa. Therefore, only states that are symmetric with respect to $m$ reflection and antisymmetric with respect to species interchange may be accessed from the ground state via an out-of-phase modulation of $g_{A A}$ and $g_{B B}$. In particular, of the five lowest excitations considered here, in the limit $g=\delta g$ only $\left|\Psi_{2}^{(g=\delta g)}\right\rangle$ may be accessed from the ground state via an out-of-phase modulation of the interaction parameters. This persists up to the mode crossing at $g \approx 1.3$, after which $\left|\Psi_{3}^{(g \gtrsim 1.3)}\right\rangle$ is the only state out of the five lowest excitations that is accessible from the ground state via an out-of-phase modulation of $g_{A A}$ and $g_{B B}$, in agreement with the computed transition matrix elements shown in Fig. 6(d). Thus, $\left|\Psi_{3}^{(g)}\right\rangle$ is the lowest state


FIG. 8. As in Fig. 7 but now for the superposition of the ground state and third excited state, $\frac{1}{\sqrt{2}}\left(e^{-i E_{0} t}\left|\Psi_{0}^{(g)}\right\rangle+e^{-i E_{3} t}\left|\Psi_{3}^{(g)}\right\rangle\right)$, in the $L=0$ subspace. The data are shown in dimensionless units.
accessible from the ground state through out-of-phase modulations of the interactions for $g \gtrsim 1.3$.

Periodic modulation of the interaction strengths may also produce a superposition of the many-body ground state and an accessible excited state

$$
\begin{equation*}
|\Psi(t)\rangle=\frac{1}{\sqrt{2}} e^{-i E_{0} t}\left|\Psi_{0}^{(g)}\right\rangle+\frac{1}{\sqrt{2}} e^{-i E_{i} t}\left|\Psi_{i}^{(g)}\right\rangle \tag{17}
\end{equation*}
$$

(here neglecting higher-order couplings for simplicity). In Fig. 7 we present such a superposition of the ground state $\left|\Psi_{0}^{(g)}\right\rangle$ and the lowest HA-like mode $\left|\Psi_{1}^{(g)}\right\rangle$ at $g=2$ and $g_{A B}=$ $-0.9 g$, which may be prepared from the ground state via an in-phase periodic modulation of $g_{A A}$ and $g_{B B}$ or via a periodic modulation of $g_{A B}$ such as in Eq. (11). The upper panel shows the time evolution of the mean angular widths,

$$
\sqrt{\left\langle\theta^{2}\right\rangle}=\left(\int_{-\pi}^{\pi} \rho_{\sigma \sigma^{\prime}}^{(2)}(\theta, 0) \theta^{2} \mathrm{~d} \theta / \int_{-\pi}^{\pi} \rho_{\sigma \sigma^{\prime}}^{(2)}(\theta, 0) \mathrm{d} \theta\right)^{1 / 2}
$$

and the lower panel shows the pair correlations for each species at various time points. The two components expand and contract in phase with one another. Thus, the nature of the breathing mode dynamics reflects the fact that the considered superposition can be obtained by varying $g_{A A}$ and $g_{B B}$ in phase with one another. This in itself is a reflection of the fact that both $\left|\Psi_{1}^{(g=2)}\right\rangle$ and $\left|\Psi_{0}^{(g=2)}\right\rangle$ are symmetric with respect to both system symmetries. In Fig. 8 we consider a superposition of the ground state $\left|\Psi_{0}^{(g)}\right\rangle$ and $\left|\Psi_{3}^{(g)}\right\rangle$ at $g=2$ and $g_{A B}=-0.9 g$. Now we observe a breathing mode primarily in one component (see the upper panel of Fig. 8), reflecting the fact that such a superposition is created by the out-of-phase modulation of $g_{A A}$ and $g_{B B}$ and that $\left|\Psi_{3}^{(g=2)}\right\rangle$ is antisymmetric with respect to species interchange.

## VI. SUMMARY AND OUTLOOK

In summary, an ultracold binary bosonic mixture on a onedimensional ring has a homogeneous and a localized droplet phase. Here, we have studied the few-body properties of these mixtures in the homogeneous-to-droplet crossover region. By varying the intraspecies repulsion and interspecies attraction we found signatures of the few-body phase transition in the
zero angular momentum ground-state pair correlations, in the rotational properties of the low-lying exact energy spectra, and in the low-lying excitation modes. Increasing the interspecies attraction for fixed intraspecies repulsion caused the pair correlations to change from a homogeneous to a localized distribution on the ring. It likewise drove a change in the yrast line, from the negative curvature associated with persistent currents, to a parabolic curvature indicative of rigid body rotation. The simultaneous onset of both phenomena clearly suggests the formation of a localized state. The consistency of these exact results with the phase transition predicted by the eGP approach is noteworthy. In the exact low-lying excitation spectra for fixed $g_{A B} / g$, the formation of a localized state manifested as a set of rotational modes and nonmonotonic behavior in the lowest zero angular momentum mode around the point of phase transition. We further analyzed the zero angular momentum excitations in terms of their behavior under the transformations which define two global symmetries of the system. This gave insight into the transition matrix elements and breathing mode dynamics of the excitations when in superposition with the many-body ground state. We found inphase breathing modes that are captured by most BMF treatments of the droplet problem as well as out-of-phase oscillations. We saw that the symmetry properties of the lowest-lying modes in the limit of perturbatively weak interactions reflects the breathing mode dynamics of their associated states in the droplet phase in superposition with the ground state. In the excitations for fixed $g$ and variable $g_{A B}$ we similarly see the formation of rotational modes and a minimum in the lowest zero angular momentum mode. This hints towards a spontaneously broken translation symmetry associated with few-body precursors to the collective Higgs-Anderson-like amplitude and Goldstone-like phase modes. A similar phenomenology was found for systems with $N=10$ and 12 bosons, albeit with a reduced energetic convergence due to the significantly increased numerical effort at larger particle numbers.

In outlook to future work, new perspectives will arise from studies of mass- and atom-number imbalanced mixtures, approaching a limit where one of the components may act as an embedded impurity supporting a many-boson bound state [84]. It will be intriguing to see how collective modes are modified when transitioning from the balanced symmetric case to only a single atom in one component. It was recently shown that a mobile impurity in a heteronuclear bosonic mixture may induce the system to localize into a droplet phase, with important prospects for the spectroscopic investigation of quantum fluctuations in a few-body environment [85]. Depending on the strength of inter- and intraspecies interactions, an interesting question is how an imbalance or the presence of an impurity will affect the onset of symmetry breaking and the elementary modes signaling it. We expect experiments to be capable of reaching the few-body limit with bosons and fermions alike, opening up new avenues for a better bottom-up understanding of phase transitions, atom by atom.
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## APPENDIX A: HILBERT SPACE CONSTRUCTION AND CONVERGENCE DATA

We have employed a so-called importance-truncated configuration interaction (ITCI) method [73]. The angular momentum eigenfunctions $\phi_{m}(\theta)=\frac{1}{\sqrt{2 \pi}} e^{i m \theta}$ are used for the one-body basis, where integer $|m| \leqslant m_{\max }=60$ is the onebody angular momentum quantum number and $\theta$ is the azimuthal position on the ring. In the ITCI method the full many-body Hilbert space $\mathcal{H}$ is divided into a reference subspace $\mathcal{H}_{\text {ref }}$ in which diagonalization is performed and an orthogonal complementary subspace $\mathcal{H}_{C}$. We begin with a small reference subspace (spanned by many-body basis states with energy less than 10) in which the target energy eigenstate $\left|\psi_{\text {ref }}\right\rangle$ is constructed.
$\mathcal{H}_{\text {ref }}$ is iteratively updated by transferring relevant states from $\mathcal{H}_{C}$ to $\mathcal{H}_{\text {ref }}$ to improve the target state until a desired accuracy is reached. In each iteration the target state is first constructed in $\mathcal{H}_{\text {ref }}$ and then expanded in $\mathcal{H}_{C}$ via multiconfigurational first-order perturbation theory with Epstein-Nesbetlike partitioning $[86,87]$. For a detailed description of these methods see Ref. [73], and for selected configuration interaction methods more generally see Ref. [88]. In this work the importance measure $\kappa_{\nu}$ for each Fock state $\left|\phi_{\nu}\right\rangle \in \mathcal{H}_{C}$ is taken to be its dimensionless perturbative amplitude in the expansion of $\left|\psi_{\text {ref }}\right\rangle$ and the importance threshold is $\kappa_{\text {min }}=10^{-5}$.


FIG. 9. Convergence of the six lowest excitation energies $E_{i}-E_{0}$ (black solid line) and the ground-state energy $E_{0}$ (right axis, blue/gray dashed line) as a function of $m_{\max }$, where the singleparticle basis size is $2 m_{\max }+1$, for a system of $N=8$ particles with $g=2, g_{A B}=-1.8$ and total angular momentum $L=0$. For weaker interaction strengths more rapid convergence is typically seen. The points that have been calculated are indicated by markers and the connecting lines are a guide to the eye.

TABLE I. Table of ground-state energies $E_{0}$ and excitation energies $E_{i}-E_{0}$ for $1 \leqslant i \leqslant 5$ with $g_{A B}=-0.9 g, N=8$, and $L=0$, for a single-particle basis of $|m| \leqslant m_{\max }=60$. The Hilbert space is tailored to the twelve lowest eigenstates, with an importance threshold of $\kappa_{\min }=10^{-5}$. We also report the ground-state energies computed in the eGP formalism, $E_{\text {eGP }}$, and the energies corresponding to Eq. (B5), which assumes a uniform density. As expected, these two results agree in the region of homogeneous density $0 \leqslant g \lesssim 1.6$ and begin to differ at the onset of droplet formation.

| $g$ | $E_{\text {eGP }}$ | Eq. (B5) | $E_{0}$ | $E_{1}-E_{0}$ | $E_{2}-E_{0}$ | $E_{3}-E_{0}$ | $E_{4}-E_{0}$ | $E_{5}-E_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.0000 \times 10^{-2}$ | $7.5132 \times 10^{-4}$ | $7.5133 \times 10^{-4}$ | $-4.0199 \times 10^{-3}$ | $9.9812 \times 10^{-1}$ | 1.0079 | 1.0109 | 1.0179 | 1.9963 |
| $2.0000 \times 10^{-2}$ | $1.5495 \times 10^{-5}$ | $1.5495 \times 10^{-5}$ | $-8.4373 \times 10^{-3}$ | $9.9626 \times 10^{-1}$ | 1.0158 | 1.0216 | 1.0357 | 1.9927 |
| $5.0000 \times 10^{-2}$ | $-7.3380 \times 10^{-3}$ | $-7.3380 \times 10^{-3}$ | $-2.3957 \times 10^{-2}$ | $9.9070 \times 10^{-1}$ | 1.0389 | 1.0528 | 1.0884 | 1.9820 |
| $1.0000 \times 10^{-1}$ | $-3.1303 \times 10^{-2}$ | $-3.1303 \times 10^{-2}$ | $-5.6714 \times 10^{-2}$ | $9.8133 \times 10^{-1}$ | 1.0759 | 1.1013 | 1.1732 | 1.9644 |
| $2.0000 \times 10^{-1}$ | $-1.0963 \times 10^{-1}$ | $-1.0963 \times 10^{-1}$ | $-1.4444 \times 10^{-1}$ | $9.6163 \times 10^{-1}$ | 1.1431 | 1.1876 | 1.3309 | 1.9290 |
| $3.0000 \times 10^{-1}$ | $-2.1858 \times 10^{-1}$ | $-2.1858 \times 10^{-1}$ | $-2.5735 \times 10^{-1}$ | $9.3994 \times 10^{-1}$ | 1.2018 | 1.2615 | 1.4730 | 1.8924 |
| $4.0000 \times 10^{-1}$ | $-3.5228 \times 10^{-1}$ | $-3.5228 \times 10^{-1}$ | $-3.9204 \times 10^{-1}$ | $9.1586 \times 10^{-1}$ | 1.2526 | 1.3254 | 1.6006 | 1.8541 |
| $5.0000 \times 10^{-1}$ | $-5.0736 \times 10^{-1}$ | $-5.0736 \times 10^{-1}$ | $-5.4636 \times 10^{-1}$ | $8.8924 \times 10^{-1}$ | 1.2966 | 1.3807 | 1.7142 | 1.8152 |
| $6.0000 \times 10^{-1}$ | $-6.8152 \times 10^{-1}$ | $-6.8152 \times 10^{-1}$ | $-7.1886 \times 10^{-1}$ | $8.6008 \times 10^{-1}$ | 1.3343 | 1.4289 | 1.7645 | 1.8259 |
| $7.0000 \times 10^{-1}$ | $-8.7310 \times 10^{-1}$ | $-8.7310 \times 10^{-1}$ | $-9.0861 \times 10^{-1}$ | $8.2841 \times 10^{-1}$ | 1.3666 | 1.4706 | 1.7241 | 1.9140 |
| $8.0000 \times 10^{-1}$ | -1.0808 | -1.0808 | -1.1150 | $7.9434 \times 10^{-1}$ | 1.3940 | 1.5068 | 1.6795 | 1.9925 |
| $9.0000 \times 10^{-1}$ | -1.3035 | -1.3035 | -1.3377 | $7.5806 \times 10^{-1}$ | 1.4171 | 1.5381 | 1.6340 | 2.0565 |
| 1.0000 | -1.5405 | -1.5405 | -1.5766 | $7.1996 \times 10^{-1}$ | 1.4368 | 1.5651 | 1.5886 | 2.1021 |
| 1.1000 | -1.7909 | -1.7909 | -1.8318 | $6.8060 \times 10^{-1}$ | 1.4536 | 1.5440 | 1.5887 | 2.1242 |
| 1.2000 | -2.0542 | -2.0542 | -2.1040 | $6.4091 \times 10^{-1}$ | 1.4687 | 1.5014 | 1.6098 | 2.1203 |
| 1.3000 | -2.3298 | -2.3298 | -2.3937 | $6.0231 \times 10^{-1}$ | 1.4621 | 1.4832 | 1.6296 | 2.0965 |
| 1.4000 | -2.6172 | -2.6172 | -2.7023 | $5.6683 \times 10^{-1}$ | 1.4277 | 1.4986 | 1.6497 | 2.0636 |
| 1.5000 | -2.9159 | -2.9159 | -3.0312 | $5.3726 \times 10^{-1}$ | 1.3998 | 1.5168 | 1.6718 | 2.0288 |
| 1.6000 | -3.2257 | -3.2257 | -3.3826 | $5.1721 \times 10^{-1}$ | 1.3815 | 1.5402 | 1.6985 | 1.9980 |
| 1.7000 | -3.5516 | -3.5461 | -3.7586 | $5.1048 \times 10^{-1}$ | 1.3749 | 1.5710 | 1.7323 | 1.9742 |
| 1.8000 | -3.9166 | -3.8768 | -4.1611 | $5.2030 \times 10^{-1}$ | 1.3823 | 1.6114 | 1.7753 | 1.9603 |
| 1.9000 | -4.3183 | -4.2176 | -4.5913 | $5.4828 \times 10^{-1}$ | 1.4047 | 1.6626 | 1.8288 | 1.9576 |
| 2.0000 | -4.7527 | -4.5682 | -5.0493 | $5.9402 \times 10^{-1}$ | 1.4426 | 1.7250 | 1.8932 | 1.9668 |
| 2.1000 | -5.2172 | -4.9282 | -5.5344 | $6.5555 \times 10^{-1}$ | 1.4951 | 1.7979 | 1.9680 | 1.9872 |
| 2.2000 | -5.7099 | -5.2976 | -6.0455 | $7.3009 \times 10^{-1}$ | 1.5613 | 1.8804 | 2.0180 | 2.0524 |
| 2.3000 | -6.2294 | -5.6760 | -6.5816 | $8.1483 \times 10^{-1}$ | 1.6398 | 1.9715 | 2.0581 | 2.1453 |
| 2.4000 | -6.7748 | -6.0633 | -7.1415 | $9.0733 \times 10^{-1}$ | 1.7292 | 2.0703 | 2.1070 | 2.2459 |
| 2.5000 | -7.3455 | -6.4594 | -7.7246 | 1.0056 | 1.8282 | 2.1641 | 2.1761 | 2.3277 |

In each iteration all states with $\kappa_{\nu}>\kappa_{\text {min }}$ are transferred from $\mathcal{H}_{C}$ to $\mathcal{H}_{\text {ref }}$. In this way $\mathcal{H}_{\text {ref }}$ is tailored to the target state and the system Hamiltonian. To reduce computational time, reference threshold $C_{\min }=10^{-4}$ is used. That is, only states in $\mathcal{H}_{\text {ref }}$ with amplitude greater than $C_{\min }=10^{-4}$ are included in the reference state $\left|\psi_{\text {ref }}\right\rangle$ used to calculate the importance measures. The iterative search for relevant basis states is terminated when the relative energy difference of the target state between two iterations is less than $10^{-5}$.

The overall convergence obtained in this scheme is depicted in Fig. 9, which shows the ground-state energy $E_{0}$ and the six lowest excitation energies $E_{i}-E_{0}, 1 \leqslant i \leqslant 6$, as a function of increasing single-particle basis size with one-body angular momentum cutoff $|m| \leqslant m_{\text {max }}$.

For completeness and future comparison with other approaches, Table I lists the ground-state energies and excitation energies obtained for the single-particle basis with $|m| \leqslant$ $m_{\max }=60$ (see the data plotted in Fig. 1).

## APPENDIX B: BOGOLIUBOV RESULTS AND STABILITY OF THE HOMOGENEOUS SOLUTION

Following the common Bogoliubov procedure, the Hamiltonian Eq. (1) takes the usual quadratic form. We introduce
the new operators $\hat{b}_{\sigma, m}$, defined by the transformation

$$
\left[\begin{array}{c}
\hat{a}_{A, m}  \tag{B1}\\
\hat{a}_{A,-m}^{\dagger} \\
\hat{a}_{B, m} \\
\hat{a}_{B,-m}^{\dagger}
\end{array}\right]=\left[\begin{array}{cccc}
u_{1, m} & v_{1, m} & \mu_{1, m} & v_{1, m} \\
v_{1, m} & u_{1, m} & v_{1, m} & \mu_{1, m} \\
u_{2, m} & v_{2, m} & \mu_{2, m} & v_{2, m} \\
v_{2, m} & u_{2, m} & v_{2, m} & \mu_{2, m}
\end{array}\right]\left[\begin{array}{c}
\hat{b}_{A, m} \\
\hat{b}_{A,-m}^{\dagger} \\
\hat{b}_{B, m} \\
\hat{b}_{B,-m}^{\dagger}
\end{array}\right]
$$

and impose the standard constraints of the commutation relations $\left[\hat{a}_{\sigma, \pm m}, \hat{a}_{\sigma, \pm m}^{\dagger}\right]=1$ and $\left[\hat{a}_{A, m}, \hat{a}_{B, m}\right]=\left[\hat{a}_{A, m}, \hat{a}_{B, m}^{\dagger}\right]=0$. Four additional constraints are obtained by imposing the condition that the Hamiltonian is diagonal in the new operators. We then have eight constraints and eight unknowns for each mode $m$, and are thus able to evaluate the matrix elements which appear in the transformation of Eq. (B1). The result is the diagonal Hamiltonian ( $\hbar=M=R=1$ )

$$
\begin{align*}
\hat{H}= & E_{0}+E_{\mathrm{LHY}}+\sum_{m>0}\left[\sqrt{e_{m}\left[n_{0}\left(g-g_{A B}\right)+e_{m}\right]}\right. \\
& \times\left(\hat{b}_{A, m}^{\dagger} \hat{b}_{A, m}+\hat{b}_{A,-m}^{\dagger} \hat{b}_{A,-m}\right)+\sqrt{\left(e_{m}\left[n_{0}\left(g+g_{A B}\right)+e_{m}\right]\right.} \\
& \left.\times\left(b_{B, m}^{\dagger} \hat{b}_{B, m}+\hat{b}_{B,-m}^{\dagger} \hat{b}_{B,-m}\right)\right], \tag{B2}
\end{align*}
$$

where $n_{0}=N / 2 \pi, e_{m}=m^{2} / 2$, and we have imposed the simplifying conditions of equal particle numbers and equal intraspecies interactions $g=g_{A A}=g_{B B}$. Furthermore,

$$
\begin{equation*}
E_{0}=\frac{1}{4}\left(g+g_{A B}\right) n_{0} N \tag{B3}
\end{equation*}
$$

is the leading-order, mean-field contribution to the energy and

$$
\begin{align*}
E_{\mathrm{LHY}}= & \sum_{m \neq 0} \frac{1}{2}\left[\sqrt{e_{m}\left[n_{0}\left(g-g_{A B}\right)+e_{m}\right]}\right. \\
& \left.+\sqrt{e_{m}\left[n_{0}\left(g+g_{A B}\right)+e_{m}\right]}\right]-n_{0} g / 2-e_{m} \tag{B4}
\end{align*}
$$

is the next-order LHY correction. Converting this sum to an integral and dividing by the length of the system $l$, we find the energy per unit length of the ground state,

$$
\begin{equation*}
\left(E_{0}+E_{\mathrm{LHY}}\right) / l=\frac{1}{2} g_{1} n_{0}^{2}-\frac{2}{3} g_{2} n_{0}^{3 / 2} \tag{B5}
\end{equation*}
$$

where we have introduced the parameters

$$
\begin{align*}
& g_{1}=\frac{1}{2}\left(g+g_{A B}\right) \\
& g_{2}=\frac{1}{2^{3 / 2} \pi}\left[\left(g+g_{A B}\right)^{3 / 2}+\left(g-g_{A B}\right)^{3 / 2}\right] \tag{B6}
\end{align*}
$$

Clearly, for $g \approx-g_{A B}$ the mean-field energy is small and the next-order LHY contribution becomes significant. In particular, since $E_{\text {LHY }}$ is always negative in one dimension, for sufficiently small and positive $g_{1}, E_{0}$ and $E_{\text {LHY }}$ may balance. As the two terms scale differently in the density, one may then expect to find localized bound states stabilized by the attractive quantum fluctuations [6]. This observation motivates our choice of interaction parameters for the exact calculations presented above. In particular, we consider attractive interspecies interactions $g_{A B}<0$ and repulsive intraspecies interactions $g>\left|g_{A B}\right|$.

For equal particle numbers and equal intraspecies interactions the beyond mean-field Hamiltonian can be expressed in terms of a single-order parameter $\Psi(\theta)$. In particular, from Eq. (B5) it follows that

$$
\begin{align*}
\mathcal{E}= & \frac{N}{2} \int\left|\Psi_{\theta}\right|^{2} d \theta+\frac{1}{2} g_{1} N^{2} \int|\Psi|^{4} d \theta \\
& -\frac{2}{3} g_{2} N^{3 / 2} \int|\Psi|^{3} d \theta \tag{B7}
\end{align*}
$$

where $\Psi_{\theta}$ is the derivative of $\Psi$ with respect to $\theta$ and $\Psi(\theta)$ satisfies Eq. (2), which we repeat here for convenience,

$$
\begin{equation*}
\mu \Psi=-\frac{1}{2} \frac{\partial^{2} \Psi}{\partial \theta^{2}}+g_{1} N|\Psi|^{2} \Psi-g_{2} \sqrt{N}|\Psi| \Psi \tag{B8}
\end{equation*}
$$

in terms of $g_{1}$ and $g_{2}$ as defined in Eq. (B6), and $\int|\Psi(\theta)|^{2} d \theta=1$.

A trivial solution to Eq. (B8) is the homogeneous solution $\Psi_{0}$, however this solution is not always stable. To examine the dynamic stability of this state with homogeneous density and periodic boundary conditions, consider an order parameter that has only small deviations from the homogeneous state $\tilde{\Psi}=\Psi_{0}+\delta \Psi$. The deviations $\delta \Psi$ are governed by the following equation:

$$
\begin{equation*}
i \frac{\partial \delta \psi}{\partial t}=-\frac{1}{2} \frac{\partial^{2} \delta \Psi}{\partial \theta^{2}}+\left(g_{1} n_{0}-\frac{1}{2} g_{2} \sqrt{n_{0}}\right)\left[\delta \Psi+(\delta \Psi)^{*}\right] \tag{B9}
\end{equation*}
$$

By assuming plane-wave solutions, $\delta \Psi \propto e^{i m \theta-i \omega t}$, we find that the dispersion relation takes the form

$$
\begin{equation*}
\omega=\sqrt{e_{m}\left(2 g_{1} n_{0}-g_{2} \sqrt{n_{0}}+e_{m}\right)} \tag{B10}
\end{equation*}
$$

This equation gives a speed of sound that coincides with the one predicted by Bogoliubov, however it also includes the next-order correction. Furthermore, it implies an instability, with the most unstable mode corresponding to $m=1$. Specifically, this dynamic instability occurs when

$$
\begin{equation*}
0>-\frac{1}{2} g_{2} \sqrt{n_{0}}+g_{1} n_{0}+\frac{1}{4} \tag{B11}
\end{equation*}
$$

Equation (B11) defines the phase boundary between the homogeneous and localized phases [see also Eq. (3) in the main text].

The condition for the energetic stability of the homogeneous solution yields an identical result. This can be shown by considering the order parameter

$$
\begin{equation*}
\Psi=\frac{1}{\sqrt{2 \pi}}\left(c_{0}+2 c_{1} \cos \theta\right) \tag{B12}
\end{equation*}
$$

where $c_{0}^{2}+2 c_{1}^{2}=1$. Assuming that $\left|c_{0}\right| \gg\left|c_{1}\right|$ and expanding the energy of the system up to second order in $c_{1}$, we see that the kinetic energy is trivially $c_{1}^{2}$, the energy from the contact term is $4 g_{1} n_{0} c_{1}^{2}$, and finally the BMF term is $-2 g_{2} \sqrt{n_{0}} c_{1}^{2}$. Therefore, in order for the homogeneous solution to be energetically unstable, we end up with the same condition that was derived from the condition for dynamic instability, Eq. (B11).
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