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Nanophotonic cavity cooling of a single atom
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We investigate the external and internal dynamics of a two-level atom strongly coupled to a weakly pumped
nanophotonic cavity. We calculate the dipole force, friction force, and stochastic force due to the cavity pump
field and show that a three-dimensional cooling region exists near the surface of a cavity. Using a two-color
evanescent field trap as an example, we perform three-dimensional Monte Carlo simulations to demonstrate the
efficient loading of single atoms into a trap by momentum diffusion, and the stability of cavity cooling near the
trap center. Our analyses show that cavity cooling can be a promising method for directly loading cold atoms
from free space into a surface microtrap. We further discuss the impact of pump intensity on atom trapping and
loading efficiency.
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I. INTRODUCTION

Strong and efficient atom-light interaction has been real-
ized on various nanophotonic platforms [1], such as optical
nanofibers [2–8], nanofiber cavities [9,10], microring res-
onators [11], and photonic crystal waveguides and cavities
[12–14]. To further enable quantum control and manipula-
tion with single atoms coupled to these platforms, efficient
atom trapping near nanoscale dielectrics is a key requirement.
Two-color evanescent field traps with far-off resonant red-
and blue-detuned lights have been implemented on optical
nanofibers [2–5,9,15,16]. Similar proposals were put forward
on strip, ridge, or rib waveguide platforms [17,18] and a
photonic crystal waveguide [19]. More exotic traps based on
optical and vacuum force have also been proposed [20–23].
In these platforms, the optical trap center is typically de-
signed to be �200 nm from a dielectric surface to ensure
strong atom-light coupling with a large cooperativity parame-
ter �O(10). The potential depth is typically ∼O(1) mK and
varies rapidly within one micron above the dielectric sur-
face. This would demand a highly efficient cooling scheme to
slow single atoms into these surface traps in a short traveling
distance. So far, atom loading using conventional magneto-
optical traps (MOTs) and polarization-gradient cooling has
only been demonstrated on suspended waveguide structures,
but not on general photonic platforms. Effects such as un-
balanced radiation pressure from large surface scattered light,
limited capture angle facing free space, and the lack of optical
access could all account for the inefficient cooling and loading
efficiency.

Here, we propose an optical cooling method that can ef-
ficiently stop and load single atoms from free space onto a
nanoscale photonic cavity using a guided mode field. Our
scheme is based on cavity cooling, with strong atom-light
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interaction coupling both the transverse and axial atomic mo-
tion to a cavity field in a high-Q nanophotonic cavity. We note
that the very concept of cavity cooling was discussed over
two decades ago [24–31] with a vast literature focusing on
motional coupling of cold atoms in cavities bounded by free-
space mirrors. Experimentally, it has been demonstrated that
single atoms can be trapped inside a high-finesse Fabry-Perot
cavity with single photons [32,33] and can be further cooled
down using a weak cavity probe field [27,29]. The intracavity
cooling mechanism can be understood as a Sisyphus-type
cooling in the picture of cavity dressed states [24,25], with
an atom moving along the cavity axis and with position-
dependent coupling to a standing-wave mode. Alternatively,
cavity cooling can be achieved by Doppler cooling based on
preferential scattering into the cavity mode [26]. We note that
these established methods primarily focus on axial cooling
effects because significant cooling force arises only when an
atom experiences large mode intensity variation in submicron
distance scales. In addition to using a weak cavity probe,
free-space cooling beams could also be sent from the side of
a cavity [31,34], inducing two-photon Doppler cooling in two
and three dimensions (3D).

In the context of nanophotonic cavity cooling, one may uti-
lize a strong evanescent field gradient surrounding a nanoscale
photonic structure to provide a large stopping force. An
evanescent field is one defining feature for guided modes in
nanoscale waveguides and cavities, as strong dielectric con-
finement and total internal reflection in a nanostructure make
the mode field intensity decay rapidly outside the dielectric
boundaries. When an atom approaches the evanescent region
from free space, it could experience a significant transverse
cooling effect. The question is whether this cooling force is
sufficient to reduce the kinetic energy of a moving atom in a
short distance, making the atom trappable. Reference [35] dis-
cussed the semiclassical dynamics of atomic motion around
a weakly driven nanofiber cavity. Reference [36] discussed
transverse cooling in a bichromatic evanescent trap in the
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FIG. 1. Nanophotonic cavity cooling of single atoms. (a) Cavity
cooling for a single atom (blue circle) approaching the strong-
coupling region near a nanophotonic cavity driven by a blue-detuned
pump. (b) Atom-photon coupling strength g(z) at the waveguide cen-
ter (y = 0) and at an antinode of the cavity mode (x = 0). Top surface
of the waveguide is at z = 0. (c), (d) Cavity photon number for
an atom in the (c) strong-coupling and (d) weak-coupling regimes,
marked by blue and red circles in (b), respectively, as a function of
pump detuning �p with a pump rate of ε = 2π × 10 MHz. Cavity
resonance is aligned with free-space atomic resonance.

dispersive regime. In Ref. [37], degenerate Raman cooling
close to the atom’s motional ground state is achieved near the
surface of an optical nanofiber. To our knowledge, however,
transverse cooling in an evanescent field near a weakly driven
nanophotonic cavity has not been investigated systematically.

In this paper, we discuss how a weak cavity pump field,
blue-detuned to both the cavity and atomic resonances,
can be utilized for atom cooling and surface-trap loading;
see Fig. 1. Specifically, when an atom flies towards the
strong-coupling region above a dielectric surface, increased
atom-light coupling reduces the intracavity photon number,
inducing friction. We show that cavity photon fluctuations
could provide a stochastic stopping force for loading a single
atom, in a single pass, into an optical trap near the surface. In
principle, this method could be applied to surface microtraps
formed on general nanophotonic cavities. To show a concrete
example, we discuss the cooling effect on a cavity formed by
a rectangular waveguide and introduce a far-off resonant, two-
color evanescent field trap to discuss cooling and atom loading
efficiency with a variable cavity pump field. By selecting the
pump frequency detuning and the position of the two-color
trap center, a stochastically loaded atom would continue to
experience damping force and small momentum diffusion,
leading to a low equilibrium temperature similar to the case
discussed in conventional cavity cooling [38].

The paper is organized as follows. In Sec. II, we review
the semiclassical model of an atom coupled to a driven cavity
mode. We then derive the analytical expressions of the dipole
force, friction, and diffusion coefficients in the weak-driving
limit, and validate and extend the results to large pump rates
with full quantum solutions by numerically solving the Lind-
blad master equation. In Sec. III, we investigate the cooling
mechanism and estimate the equilibrium temperature by cav-
ity cooling together with a two-color evanescent field trap.
In Sec. IV, we apply 3D Monte Carlo simulations to verify
the stability of atom trapping and determine the atom loading

TABLE I. Parameters used for simulation.

Parameter Symbol Value

Length of waveguide L 164 μm
Width of waveguide W 950 nm
Height of waveguide H 360 nm
Atomic spontaneous decay rate � 2π × 2.61 MHz
Cavity decay rate κ 2π × 100 MHz
Cavity pump laser detuning �p 2π × 10 MHz

rate. The influence of cavity probe intensity on cooling and
trapping is then discussed.

II. SEMICLASSICAL MODEL OF AN ATOM NEAR
A NANOPHOTONIC WAVEGUIDE CAVITY

We first describe the system and establish a model of a two-
level atom interacting with a quantized cavity mode. As shown
in Fig. 1(a), a laser-cooled atom is released from a MOT
and approaches a nanophotonic cavity by time-of-flight or by
optical guiding [11,39]. We consider an optical cavity along
a simple rectangular waveguide. The cavity is bounded by
reflective elements such as photonic crystal mirrors or Bragg
gratings. The cavity mode field forms a standing wave and can
be excited by pump light from one end of the waveguide.

Considering only the internal degrees of freedom, this
atom-cavity system could be described by the Jaynes-
Cummings Hamiltonian,

ĤJC = −h̄�câ†â − h̄�aσ̂+σ̂− + h̄g(x)(â†σ̂− + âσ̂+), (1)

where â†(â) is the creation (annihilation) operator of the
cavity mode, σ̂+ = |e〉〈g| couples the atomic ground state
|g〉 to the excited state |e〉, σ̂− = σ̂

†
+, �c(a) = ωl − ωc(a) is

the detuning of pump frequency ωl from the cavity (atomic)
resonance ωc(a), and h̄ is the reduced Planck constant.
The coupling strength g(x) = √

3πγ c3/2Vm(x)ω2
a depends on

the mode volume Vm ≡ ∫
ε(x′)|E(x′)|2d3x′/ε(x)|E(x)|2 at the

atom location x = (x, y, z) [18], where ε(x) is the dielectric
function, γ is the atomic decay rate in free space, and c is
the speed of light. In the evanescent field region outside a
rectangular waveguide, the mode field strength (a standing-
wave mode) can be approximated by the functional form
|E(x)| ∝ cos(kaxx) cos(y/q) exp(−z/d ), where kax is the axial
wave number, and q and d are two constant lengths. Near the
midplane of the waveguide (y = 0) and close to an antinode
of the cavity mode, the atom-photon coupling strength can be
written in the approximate form

g(x) = g0 cos(kaxx) cos(y/q) exp(−z/d ), (2)

where g0 = g(0, 0, 0) is the maximum coupling strength
on the waveguide surface. Figure 1(b) displays a sam-
ple atom-photon coupling strength, calculated by applying
an approximate analytical description for the fundamental
Transverse magnetic (TM) like mode [40] with waveguide
parameters as listed in Table I and for a pump field at a free-
space wavelength λ = 852 nm close to the D2 line resonance
of atomic cesium. The following discussions all use cesium as
an example.
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Exciting the cavity via an external pump at a rate ε, the
dynamics is described by

Ĥpump = −ih̄(εâ† − ε∗â). (3)

Figures 1(c) and 1(d) shows the cavity photon number versus
pump detuning with an atom closer to (far away from) the
waveguide in the strong- (weak)-coupling region, g(z) � κ

[g(z) � κ], where we consider a simple case with the cavity
resonance aligned to the atomic transition frequency in free
space. The pump detuning is denoted as �p = �c = �a. As
we will discuss in the following, this configuration results in
transverse cooling when an atom approaches the waveguide
under a proper detuning g(zt ) > �p > 0, where zt is a desig-
nated trap center.

We note that in the presence of an optical trap near the
surface, the atomic resonance can be shifted due to the dif-
ferential AC Stark shift between the ground and the excited
states. This may introduce a transient heating effect when
an atom is in the excited state and can also complicate our
cooling analyses. However, one may adopt magic wavelengths
for atomic species such as Cs [18,41], Sr [16,42], and Yb
[43] to cancel the differential light shifts. For simplicity of
discussions, in the following, we neglect the contribution of
differential light shifts induced by an optical trap near the
surface.

We now consider the full dynamics of the atom-coupled
system. By taking into account the resonator photon decay
rate κ and the atomic decay rate (� = γ /2), the Lindblad
master equation of the coupled system is written as

∂ρ̂

∂t
= Lρ̂ = − i

h̄
[ĤJC + Ĥpump, ρ̂] + κD[â]ρ̂ + �D[σ̂−]ρ̂,

(4)

where ρ̂ is the density matrix of the composite atom-photon
system, L is the Liouvillian superoperator, and the dissipator
takes the form D[b̂]ρ̂ = 2b̂ρ̂b̂† − b̂†b̂ρ̂ − ρ̂b̂†b̂.

While we apply a quantum treatment for the system’s in-
ternal degrees of freedom, the atomic motion is assumed to be
moving much slower than the cavity dynamics. This is justi-
fied since, with initial laser cooling, the atomic temperature
is below the Doppler limit and the starting velocity v satis-
fies the requirement kv 	 �, κ , where k is the photon wave
number. We thus make an approximation that the atom-photon
dynamics is in the steady state at any instantaneous time, and
the atomic motion is treated semiclassically by a stochastic
equation [38,44],

M
d2xi(t )

dt2
= −∂iU (x) + 〈F̂ i(x)〉 − β i j (x)v j (t )

+ Bi j (x)w j (t ), (5)

where i, j = x, y, z labels the Cartesian coordinates. The re-
peated indices follow a summation convention (we do not
distinguish between upper and lower indices). Here, M is
the atomic mass and U (x) is the sum of the surface trap
potential and the atom-surface Casimir-Polder interaction
[35]. The pump-field-induced steady-state dipole force 〈F̂ i〉,
the friction tensor β i j , and the diffusion tensor D = BBT /2
will be determined after we evaluate the steady state from
the Lindblad master equation in the following sections. To

describe momentum diffusion, w j (t ) denotes a Gaussian ran-
dom variable with zero mean and unit variance [45]. Beyond
this semiclassical model, a complete quantum treatment con-
sidering quantized atomic motion in a cavity QED field has
been discussed in Ref. [46].

A. Steady-state force on a motionless atom

For a stationary atom, the Liouvillian superoperator is a
constant in time. The steady-state force reads

〈F̂(x)〉 = − 〈∇(ĤJC + Ĥpump)〉
= − h̄∇g(x)〈â†σ̂− + âσ̂+〉, (6)

where 〈Ô〉 = Tr(Ôρ̂0). Here, ρ̂0 represents the density matrix
in the limit of a stationary atom at x(t ) = x0. We solve for the
steady-state density matrix using the equation L(x0)ρ̂0 = 0.

Using the master equation, we first analytically calculate
the steady-state density matrix in the weak-driving limit,
where both the excited state population and the photon num-
ber are small. We can truncate the Hilbert space of the
atom-photon system into |1, g〉, |0, e〉, and |0, g〉, where 0,1
denotes the photon number. To the leading order of the pump-
ing strength ε, we obtain

ρ̂weak
0

= 1

|Q|2

⎛
⎝

(
�2 + �2

a

)
ε2 g(�a + i�)ε2 Q∗(� − i�a)ε

g(�a − i�)ε2 g2ε2 −iQ∗gε
Q(� + i�a)ε iQgε χ

⎞
⎠,

(7)

where χ = |Q|2 − (�2 + �2
a + g2)ε2 such that Tr(ρ̂weak

0 ) =
1, and Q = �κ + g2 − �a�c − i(�c� + �aκ ). The steady-
state force in the weak-driving limit is thus

〈F̂(x)〉 = − ε2

|Q(x)|2 h̄[∇g2(x)]�a. (8)

Similarly, we can write the average cavity photon number
N̄ (x) = 〈â†â〉 = ε2

|Q(x)|2 (�2
a + �2) and the excited state pop-

ulation Pe(x) = 〈σ̂+σ̂−〉 = ε2

|Q(x)|2 g(x)2.
Since we are interested in the transverse motion of an atom

approaching the waveguide, we first discuss the magnitude of
the most relevant force and coefficients, which are along the
z axis, and show their values on the midplane of a waveguide
at y = 0. We will discuss the effect of other directions in a
later section. To provide a concrete example, we assume a
cavity decay rate κ = 2π × 100 MHz, corresponding to a
quality factor Q̄ = ωc/(2κ ) ≈ 1.5 × 106, for state-of-the-art
nanophotonic cavities. For reasons we will discuss later, the
pump detuning is chosen as �p = 2π × 10 MHz and the
atomic decay rate is � = 2π × 2.61 MHz (for the Cs D2
line), as summarized in Table I.

To validate the weak-driving approximation, we numeri-
cally evaluate the steady state ρ̂0 and calculate the expectation
value 〈F̂〉. With a pump rate of ε = 2π × 5 MHz, in Fig. 2(a),
we show the agreement between the numerical and analytical
results of 〈F̂z〉. The force points away from the waveguide,
effectively forming a repulsive potential. This potential barrier
can be easily overridden by a two-color trap that we will
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(a) (b)

(c) (d)

FIG. 2. Steady-state force 〈F̂ z(0, 0, z)〉 vs atom position z, calcu-
lated using ε/2π = (a) 5, (b) 10, and (c), (d) 25 MHz, respectively,
together with system parameters as listed in Table I and g(z) as shown
in Fig. 1(b). Solid (dashed) curves are numerical (analytical) results.
In numerical calculations, the Hilbert space is truncated at (a)–(c)
N = 4 photons and (d) N = 1, 2, 3.

introduce later. Its fluctuations, as we will discuss next, lead
to momentum diffusion.

As the pump rate increases, the simulated force is smaller
than the analytical result due to saturation of the excited state
population. The difference between the predicted maximum
force is 10% with ε = 2π × 10 MHz in Fig. 2(b) and 50%
with ε = 2π × 25 MHz in Fig. 2(c). In the numerical calcu-
lations, we also consider different truncated photon numbers
in the Hilbert space. Figure 2(d) shows that the maximum
cavity pump force approaches an upper limit as the truncated
cavity photon number goes beyond 2, indicating that primar-
ily N � 3 Fock states are occupied at the largest considered
pump rate (ε = 2π × 25 MHz). In the following numerical
simulations, we truncate the Hilbert space to photon number
N = 4 as a trade-off between result accuracy and computation
resources.

Lastly, we comment that the peak position of 〈F̂ z〉 occurs
at g(z) = [(�2

p + �2)(�2
p + κ2)]1/4 > |�p| for weak driving.

Regardless of the magnitude of the pump detuning, this po-
sition always occurs when the pump becomes red-detuned
(blue-detuned) to the frequency of the upper (lower) cavity
dressed state.

B. Friction force on a slowly moving atom

We now review the system dynamics with a slowly moving
atom. As a leading order correction to the stationary case,
we replace the ∂t in the master equation (4) with the hy-
drodynamic derivative ∂t + v · ∇ and consider an expansion
of the density matrix with respect to the velocity. Inserting
ρ̂ = ρ̂0 + ρ̂ i

1vi + · · · into

(
∂

∂t
+ v · ∇

)
ρ̂ = Lρ̂, (9)

(a) (b)

(c) (d)

FIG. 3. Position-dependent friction coefficients βzz(0, 0, z) cal-
culated with ε/2π = (a) 1, (b) 5, (c) 10, and (d) 25 MHz. Solid curves
(dashed curves) are numerical (analytical) results.

to the first order of v, we find [25,35,38]

vi∂iρ̂0 = Lρ̂ i
1. (10)

The leading order correction to the steady-state force is

F i
1 = −Tr

[
v j ρ̂

j
1∂i(ĤJC + Ĥpump)

] = β i jv j, (11)

where β is a 3 × 3 tensor. When β ii < 0, the friction force is
opposite to the velocity, serving as a damping force along the
i direction. With β ii > 0, on the contrary, friction force heats
the atom. The off-diagonal terms lead to velocity transfer
between different directions. In the weak-driving limit, we can
calculate ρ̂ i,weak

1 using ρ̂weak
0 , such that an analytical formula

could be derived. Due to the complexity of expression, we
show the formula in Appendix A.

Figure 3 displays the friction coefficient βzz along the z
direction. In the weak-driving limit, numerical and analytical
results match well, as expected. At a stronger pump rate,
the saturation effect again leads to weaker βzz compared
to the weak-driving approximation. In addition, the position
of the maximum damping force moves slightly closer to the
waveguide as the cavity pump intensity increases.

We comment that friction can cause heating when an
atom is away from the waveguide, but cools when an atom
moves across the region where 〈F̂ z〉 maximizes and the pump
becomes red-detuned to the cavity dressed state, where a
stronger atom-photon coupling reduces the cavity photon
number. The origin of damping is explained by a Sisyphus-
type cooling [24,25], considering the delayed response of the
intracavity photon number with respect to the atomic motion.
As an atom moves closer to the waveguide with increasing
g, a delayed reduction of intracavity pump photons (due to
finite atom-cavity interaction time) causes an atom to lose
more kinetic energy from the repulsive force, and this results
in damping. We note that cooling can also occur with a red-
detuned pump �p < 0, although the cooling zone is located
farther away from the waveguide and �p < −g.

Considering the magnitude of the friction coefficient in
Fig. 3, it requires a millisecond timescale, even for stronger
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pump intensities, for the cooling or heating effect to become
significant. As such, while friction may keep a trapped atom
cold, this effect alone is insufficient to load a free-space atom
into a surface trap, which typically traverses the trap region
in a microsecond timescale. In the next section, we discuss
the magnitude of momentum diffusion and explain why it
provides sufficient stochastic stopping force to load an atom.

C. Steady-state diffusion coefficient

In previous sections, we discussed the dipole force of a
motionless state and the possible cooling friction force of a
moving atom on specific conditions.

The atom velocity will reduce to zero if it stays in the
damping region. However, atomic momentum spread prevents
the motion from reaching the ground state and leads to a
finite equilibrium temperature for a stably trapped atom. This
effect is characterized by the diffusion coefficient. Moreover,
as we will show, momentum diffusion is also an important
mechanism for providing a large enough stochastic stopping
force to reduce the kinetic energy of an atom upon entering
the trap region.

The fluctuation of force results in the diffusion tensor of
the form [44,47]

Di j = Re
∫ ∞

0
dt[〈F̂ i(0)F̂ j (t )〉 − 〈F̂ i(0)〉〈F̂ j (t )〉], (12)

where F̂ i(0) = −h̄∂ig(â†σ̂− + H.c.). F̂ j (t ) denotes the oper-
ator F̂ j (0) at time t under the evolution of the adjoint master
equation,

d

dt
Ô = L†Ô = i

h̄
[ĤJC + Ĥpump, Ô]

+ κD†[â]Ô + �D†[σ̂−]Ô. (13)

Clearly, the diffusion tensor is proportional to ∂ig∂ jg, regard-
less of the strength of the pump field ε. In the atom-cavity
system, the momentum diffusion mainly comes from the
cavity-assisted optical dipole force and the spontaneous emis-
sion into free space. Since directly applying ρ̂weak

0 requires
evolving the adjoint master equation, we will follow the
procedures in Ref. [25] and apply the quantum regression the-
orem to calculate the diffusion coefficient in the weak-driving
limit analytically:

Ddp = h̄2(∇g)2 ε2�

|Q|2
(

1 + 4�ag2

�

�c� + �aκ

|Q|2
)

, (14a)

DSE = h̄2k2g2 ε2�

|Q|2 , (14b)

where (∇g)2 should be understood as a matrix ∂ig∂ jg, and
DSE = DSEI is a scalar matrix. The full derivation is shown
in Appendix B.

Beyond weak driving, Eqs. 14(a) and 14(b) no longer hold,
and we need to evaluate ρ̂0 and Eq. (12) numerically. Specifi-
cally, we evolve F̂ i(0)ρ̂0 according to the master equation in-
stead of F̂ j (t ), as 〈F̂ i(0)F̂ j (t )〉 = Tr[F̂ j (0)eLt F̂ i(0)ρ̂0]∗.

Similar to the friction coefficient β, we focus on the dy-
namics of momentum diffusion (Dzz) along the z direction. In
Fig. 4, two coefficient components, Dzz

dp and Dzz
SE, evaluated

from two methods are displayed. We note that both diffusion

(a) (b)

FIG. 4. Position-dependent diffusion coefficients Dzz(0, 0, z)
with ε/2π = (a) 3 and (b) 10 MHz. Solid (dashed) curves display the
contribution from dipole force Ddp calculated numerically (analyti-
cally). Dotted (dash-dotted) curves show the numerical (analytical)
results for the contribution from spontaneous emission DSE; insets
display a smaller scale.

coefficients peak at the same location as in 〈Fz〉 in weak
driving. Dzz

dp is more than tenfold larger than Dzz
SE in the region

of interest, dominating momentum diffusion. This is because
of a cavity-enhanced fluctuation and fast evanescence decay,
|∂zg/g| = d−1 ≈ 10/μm > k. Therefore, we ignore Dzz

SE in the
following discussion, but will include it in the full Monte
Carlo simulation.

The magnitude of the diffusion coefficient plays an impor-
tant role in loading atoms into a conservative trap. According
to Eq. (14), the magnitude of Ddp is proportional to the pump
intensity squared; Ddp increases by one order of magnitude
when ε/2π rises from 3 to 10 MHz. However, due to the
saturation effect, Ddp could not scale up indefinitely. At a
10 MHz pump rate and near z ≈ 300 nm, we see that velocity
diffusion in a time interval of �t ∼ 100 ns is

√
Ddp�t/M ≈

3 mm/s. This suggests that velocity diffusion can account for
a significant fraction of initial velocity, providing a stochastic
mechanism for removing kinetic energy while an atom travels
through a conservative surface potential. This stochastic force
allows initial trap loading, followed by slow cooling through
damping friction, as we will demonstrate in Sec. IV.

III. NANOPHOTONIC CAVITY COOLING
OF A SINGLE ATOM

In this section, we discuss how to efficiently cool and
trap single atoms in the vicinity of a waveguide. As shown
in Fig. 2, blue-detuned cavity pumping induces a repulsive
steady-state force along the z direction on the midplane of
the waveguide. To override this potential barrier and create
a stable trap, we introduce a two-color evanescent field trap
[2,15,18] to provide a tight spatial confinement. An atom,
once slowed down stochastically, is expected to oscillate in
the cooling zone created by the cavity pump field.

In Figs. 3 and 4, we find the maximum damping and dif-
fusion coefficients along the z direction at around z = 250
and z = 290 nm in the weak-driving regime, respectively.
This offset is a desired feature, as an approaching free-space
atom could first experience larger random force for stochas-
tic cooling, then with larger damping friction for continuous
cooling into the trap. To prevent an atom from being ran-
domly heated out of the trap by momentum diffusion, we
shall set the two-color trap center at a smaller z, closer to the
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maximum damping region and further away from the region
with significant stochastic force (large diffusion coefficient).

A. Equilibrium temperature

We first calculate the local equilibrium temperature from
momentum diffusion and damping in the cooling region. For
axial cooling in a weakly driven Fabry-Perot cavity [25], the
equilibrium temperature of an atom is estimated to be kBTeq =
−D̄/β̄, where D̄ and β̄ denote the friction and diffusion coef-
ficients averaged within a wavelength [38]. In 3D, the local
equilibrium temperature can be estimated by (Appendix C)

kBTeq = − 1
3 Tr(Dβ−1). (15)

We comment that in the weak-driving limit, the equilibrium
temperature is independent of the pump intensity and the
mode field profile it excites. According to Eqs. (14) and (A1),
both D and β are proportional to the cavity pump intensity ε2.
They also share the same matrix form ∂ig∂ jg, when DSE is neg-
ligible compared with Ddp. Thus, the equilibrium temperature
is primarily determined by the cavity and atomic linewidths,
pump detuning, and the atom-photon coupling strength.

To show an optimization for equilibrium temperature with
the most relevant system parameters, in Fig. 5, we conduct a
2D parameter scan with variable pump detuning �p and atom
position z [which controls g(z)], while using a moderate pump
intensity ε = 2π × 10 MHz with fixed κ and �, as listed in
Table I. We choose this pump rate to achieve sufficiently large
cooling efficiency (see Sec. IV) while staying close to weak
driving, as shown in Figs. 3(c) and 4(b). Overall, given a
specific detuning, the zz part of the friction coefficient changes
from positive (heating) to negative (cooling) as the atomic
position z decreases. The maximum cooling and heating po-
sitions move toward the waveguide top surface (z = 0) when
�p increases in Fig. 5(a). This behavior is expected because
upshifting the upper dressed-state energy (to ensure the pump
is red-detuned to the dressed state) requires stronger atom-
photon coupling strength near the waveguide surface. There
are two sweet points to create large damping: one at small �p

in the order of � and at large z, and the other one at large �p

and small z with strong atom-photon coupling. The diffusion
coefficient shown in Fig. 5(b), on the other hand, increases
with increasing �p and peaks at decreasing z to have a larger
contribution of Ddp arising from the strong coupling.

As shown in Fig. 5(c), the minimum equilibrium tem-
perature is around 200 μK if an atom stays trapped near
z ≈ 292 nm. However, this is a weak-coupling position with
lower cooperativity, which may not be suitable for cavity
QED experiments that desire strong atom-photon coupling or
high cooperativity. Therefore, in the following, we consider a
case of larger pump detuning at �p = 2π × 10 MHz, with
a slightly compromised minimum equilibrium temperature
Teq ≈ 324 μK(≡ T0) at zc ≈ 224 nm.

We note that in actual experiments, both an optical trap
center and the pump detuning can be initially tuned to achieve
higher cooling and loading efficiency at a weak-coupling
position. Following cavity cooling, the trap center can be
adjusted to a strong-coupling position without sacrificing the
initial cooling performance. We also comment that the ex-
pected cooling performance is worse than the Doppler limit

FIG. 5. (a) Friction coefficients and (b) diffusion coefficients vs
pump detuning �p and atom position z. (c) Local equilibrium tem-
perature Teq(�p, z), estimated using Eq. (15). The triangle symbol
and dotted lines denote the selected parameter in Sec. III A. Other
parameters are the same as Fig. 2. ε = 2π × 10 MHz for (a) and
(b); (c) is independent of ε.

(∼100 μK) in free space or in high-finesse cavity cooling.
This is due to large stochastic force arising from large atom-
photon coupling, which is, however, necessary to slow an
atom into a surface trap.

B. Trapping potential

In this section, we discuss a sample two-color evanescent
field trap that localizes an atom in the vicinity of the desired
cooling position zc. We write the total trap potential in the
form

U (x) = αbIblue|Eb(x)|2 + αrIred|Er (x)|2 − C4

z3(z + λ̃)
, (16)

where αb(r), Iblue(red), and Eb(r) are the scalar polarizability,
the intensity, and the normalized electric field profile of the
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(a) (b)

(c) (d)

FIG. 6. Cross sections of a two-color evanescent field trap (a)
U (0, y, z), (b) U (x, y, zt ), and (c) U (x, 0, z). (d) U (0, 0, z) along the
dashed line as shown in (a).

blue- (red-)detuned evanescent field, respectively. The last
term in the equation is an approximate form of the Casimir-
Polder interaction. For a cesium atom, we have C4/h̄ ≈ 2π ×
267 Hz μm4 and λ̃ ≈ 136 nm to characterize the atom-Si3N4

surface interaction [18]. Near a rectangular dielectric waveg-
uide, a closed analytical form of electric field does not exist.
Similar to the cavity mode, we use a single wave vector along
each direction to approximate the electric field [40]. Alterna-
tively, the electric fields can be numerically evaluated using
finite-element analyses.

An example of a two-color trap is plotted in Fig. 6. In order
to form a tight trap along the waveguide axial (x) direction,
we let the blue-detuned field be a traveling wave along the
x axis and the red-detuned field forms a standing wave. This
can be realized by selectively injecting light from either one
or both ends of the waveguide (the cavity Bragg mirrors are
assumed to be transparent to these modes with far-off resonant
frequencies and presumably with a different polarization than
the cavity mode). The two-color trap thus forms a 1D lattice
of surface traps along x. Along the vertical z direction, the
evanescent fields decay exponentially, but the summation of
two-color potentials with two decay lengths forms a stable
trap minimum. The z location (and depth) of the two-color
trap can be adjusted by the relative (and absolute) strength
of the blue- and red-detuned fields. In Fig. 6, we choose
Ired/Iblue = 0.33 such that the trap center is located at zt ≈
200 nm, which is slightly smaller than zc. This choice takes
into account the asymmetric profile of the trap [Fig. 6(d)] and
the extended range of low equilibrium temperature shown in
Fig. 5(c).

C. Cooling in other directions

In the previous sections, we mainly focus on the dynamics
along the z direction. In this section, we investigate the friction

FIG. 7. Cross sections of the local equilibrium temperature. (a)
Teq(0, y, z), (b) Teq(x, y, zt ), and (c) Teq(x, 0, z). (d) Teq(0, 0, z) along
the dashed line as shown in (a). A negative Teq indicates a heating
friction force. Shaded regions in (a)–(c) are projections of a single
trapped atom trajectory x(t ) defined in Eq. (17) that is initially
located near the trap center with an initial velocity of 45 cm/s, as
depicted by the red sphere and arrow in (a).

and diffusion coefficients around the trap center zt = 200 nm
and along the x and y directions, seeing whether the cooling
condition holds. Since D and β both are 3 × 3 matrices with
3D position dependence (see Appendix E), without losing
our main focus, we start by calculating the 3D equilibrium
temperature based on Eq. (15).

Using the calculated D and β, we plot the corresponding
Teq(x) with sample cross sections in the y − z, x − y, and x − z
planes, intersecting at the trap center xt = (0, 0, zt ). The result
is shown in Figs. 7(a)–7(c). We find a broad 3D cooling range
(color-shaded regions) nearly covering the entire single-site
trap region. Since the coupling constant g is periodic, the
cooling range also appears periodically along the cavity axis,
where we have assumed the antinode of the cavity pump field
overlaps with the center of a single site in the two-color trap
at x = 0. We note that due to axial wave-number mismatch in
the pump and the red-detuned trap fields, some trap sites at
large |x| may shift into the heating zone (white region).

Comparing Fig. 7 with Fig. 6, in the x − y and y − z planes,
we find the central trap region primarily overlaps with the
cooling zone within Teq � 0.5 mK. Trapped atomic motion is
expected to oscillate within the corresponding region bounded
by U − U0 � 0.5 mK, where U0 denotes the local potential
minimum. Figures 7(a)–7(c) plot the projection of simulated
trajectories, illustrating the motion of cavity-cooled atoms
near the trap center. The semiclassical trajectory of atoms is
simulated by the Monte Carlo method, which we will discuss
in detail in the next section.

We now comment on the role of individual components
in the β and D matrices. Inside the cooling zones, we find
the friction coefficient βxx < 0 is negative, but one order of
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magnitude smaller than βzz. A similar conclusion can be made
for βyy (and Dxx,yy as well), making βzz (and Dzz) the dominant
components for cooling. This can be understood as βi j, Di j ∝
∂ig∂ jg and ∂xg ≈ ∂yg ≈ 0 near the trap center. We point out
that Dxx and βxx do increase drastically beyond the cooling
zone along the x axis. This, however, does not affect cooling as
long as the two-color trap provides tight enough confinement
to prevent an atom from wandering into the heating zone.
Lastly, the off-diagonal terms provide kinetic energy mixing
along different directions toward 3D thermal equilibrium.

IV. MONTE CARLO SIMULATION OF CAVITY COOLING

In our semiclassical model in Sec. II, the atomic center-
of-mass motion is treated classically. This approximation
holds in general because the two-color trap frequency is
∼O(100) kHz [18], which is more than an order of magni-
tude smaller than the atom decay rate. To model the cooling
performance, we perform 3D Monte Carlo simulations by
numerically solving the Langevin equations,

dxi

dt
= vi, (17a)

M
dvi

dt
= −∂iU + 〈F̂ i〉 − β i jv j + Bi jw j, (17b)

where we have neglected the heating effect from the far-off
resonant two-color trap. We adopt the fourth-order Runge-
Kutta method to numerically solve the nonstochastic part of
the differential equation with a time step �t . For the stochastic
part, we directly apply the Euler-Maruyama method, where
a Gaussian random vector with variance wi(n�t )w j (n′�t ) =
1
�t δi jδnn′ and zero mean is generated for evolution in each
step, where we used �t = 8 ns in numerics. Here, · de-
notes stochastic averaging and δi j is the Kronecker delta. The
Gaussian random vector is multiplied by the Bi j matrix to ac-
count for the stochastic force applied during the time interval
(n, n + 1)�t .

We use the parameters listed in Table I to construct an
atom-cavity system and a two-color trap. In the following, we
conduct 3D Monte Carlo simulations with these parameters,
unless otherwise specified. We monitor atomic trajectories
within a single trap without considering the periodic lattice
potential. An atom is considered lost when escaping from the
potential well along any direction.

A. Cavity cooling of an atom inside the trap

First, we simulate the behavior of an atom initially located
near the trap center. To demonstrate the stability of cavity
cooling, we initialize an atom at zt = 200 nm with an initial
velocity v0 = 45 cm/s smaller than the escape velocity. This
corresponds to an initial kinetic energy Ek ≈ 1.6 mK. The
resulting energy, averaged up to ∼50 trajectories, is shown in
Fig. 8. These initially hot atoms could be efficiently cooled
down within 4 and 0.6 ms with ε/2π = 5 and 10 MHz,
respectively. The potential energy, which is not plotted here
for simplicity, is slightly greater than the kinetic energy
due to an anharmonic correction in the asymmetric trap [48].
The total energy becomes stable at kB × 0.7–0.8 mK, and the
kinetic energy in the z direction approaches kBT0/2, which

FIG. 8. Averaged total energy (black curves) and kinetic energy
(light-red curves) along the z direction, obtained from Monte Carlo
simulations of an atom with an initial position at zt = 200 nm and
initial velocity of 45 cm/s moving away from the waveguide, for
ε/2π = (a) 5 MHz and (b) 10 MHz. Red curves show the averaged
kinetic energies over a moving time window (0.8 μs) to reduce
fluctuations. Insets show v2

x /v
2
z and v2

y /v
2
z (light-color curves) and

their time-moving average (darker-color curves). Dashed lines are
obtained from exponential fits, and dotted lines denote 1

2 kBT0, where
T0 = 324 μK is the minimum equilibrium temperature.

is denoted by blue dotted lines in Fig. 8. We notice that the
balanced cooling and heating effects in the z direction and
x, y directions cause the plateau in total energy. According
to Appendix C, we fit the averaged kinetic energy along
each direction with an exponential function and find effec-
tive friction coefficients βeff/M = −(0.08, 0.07, 0.54) ms−1

and −(0.51, 0.41, 1.48) ms−1 along the x, y, z directions for
ε/2π = 5 and 10 MHz, respectively. Full 3D equilibrium
will happen at a longer time when the x, y directions fully
thermalize. A sample trajectory is shown in Figs. 7(a)–7(c).

We comment that the cooling rate may further increase
if we increase ε. However, it may not speed up a lot faster
due to the saturation effect. Moreover, a larger pump intensity
increases the stochastic force. It will eventually cause an atom
to be randomly heated out of the trap since we have a finite
trap depth. Random escapes can nevertheless be suppressed
by increasing the potential depth. In the following studies, we
choose ε = 2π × 10 MHz to save the simulation time while
avoiding a large stochastic force.

B. Loading free-space atom into a trap

Finally, we simulate cavity-assisted free-space atom load-
ing into a two-color trap. In our Monte Carlo simulations,
the atoms are initialized at z0 = 500 nm, where the dipole
potential is U (z0) = −kB × 45 μK. With an initial velocity
of vz = −8 cm/s, which corresponds to initial kinetic energy
Ek = kB × 6 μK at asymptotic infinity, 31 out of 500 trajec-
tories could be trapped and reach equilibrium after 0.8 ms
of cooling time. This projects to P ∼ 6% of trap probability.
A sweep of trap probability versus initial kinetic energy at
asymptotic infinity is shown in Fig. 9(a). When we increase
the initial velocity, an atom is less likely to be trapped since
the possibility of larger energy dissipation becomes smaller.
The trap rate decays roughly exponentially, with P(Ek ) =
0.053e−Ek/kBTeff , where Ek is the initial kinetic energy and
Teff ≈ 57 μK is an effective threshold temperature determined
from the fit; T < Teff can be easily realized by polarization-
gradient cooled atoms.
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(a) (b) (b)

FIG. 9. (a) Monte Carlo simulation of trapping probability at
t = 800 μs as a function of the initial kinetic energy Ek at asymp-
totic infinity. (b) Trap loading rate with an atom flux of 400 kHz
prepared at different initial temperature T . Shaded regions denote
95% confidence intervals.

Trap loading rates and trap probabilities for different pump
rates and cavity detunings are included in Appendix D. Trap
probability is significantly reduced if we decrease the pump
rate to ε = 2π × 5 MHz, lowering the magnitude of friction
and diffusion. This effect suggests the importance of momen-
tum diffusion for decelerating atoms in a surface potential
well. In axial cavity cooling, an atom can pass through several
potential barriers before it rests in one lattice site, reaching
thermal equilibrium. On the other hand, transversely loading
an atom into a surface trap is more demanding because there is
only one potential barrier above the surface. Sufficient cooling
must occur in a single pass or within a round trip. While
friction alone may be insufficient (as in Fig. 3), momentum
diffusion creates a stochastic force that is large enough to
dissipate the kinetic energy gain from entering the trap. There-
fore, a larger diffusion coefficient is favored.

To be more explicit, we plot the trajectory and the total
work done by the nonconservative forces for an escaped tra-
jectory and a trapped trajectory during the first or first few
round trips for an atom initialized at z0 = 700 nm with an
initial velocity of vz = −10 cm/s, corresponding to an ini-
tial kinetic energy Ek = kB × 80 μK. When the atom moves
across the region with a finite β and D, as shown in Figs. 10(a)
and 10(d), it experiences friction and stochastic force. During
the first few round trips, the total work done by the fric-
tion force is small compared to the kinetic energy (∼μK).
Therefore, the atom will leave the trap without other noncon-
servative forces. However, the work done by the stochastic
force is around two orders of magnitude greater than that
of the friction force and is able to remove the initial kinetic
energy from the atom such that the atom could be trapped.
As shown in Figs. 10(b) and 10(e), the negative work done
by the stochastic force during the first round trip is smaller
(greater) than the initial kinetic energy for escaped (trapped)
trajectories.

In our simulation, we also considered nonzero vx, vy, span-
ning finite solid angles. It turns out that only the initial kinetic
energy matters as long as an atom could still reach the trap
cooling region. In a recent experiment [11], a cold atom jet
with flux ∼400 atom/ms and a small spread of solid angle can
be guided toward the waveguide. We can estimate a possible
cavity-assisted trap loading rate using this technique and un-
der different initial temperature T . Assuming a constant atom
flux, and integrating over the initial velocity under Boltzmann

(a)

(b)

(c)

(d)

(e)

(f)

FIG. 10. (a)–(c) Escaped and (d)–(f) trapped trajectories and the
effect of the stochastic and damping force on trap loading. (a), (d)
βzz (red solid curves) and Dzz (blue dashed curves) along the atom’s
trajectory. (b), (e) Total work done by the stochastic force (black solid
curves) and friction force (blue dashed curves). (c), (f) z (red solid),
y (green dashed), and x (blue dotted curves) coordinate of the atom’s
trajectory.

distribution, we obtain a temperature-dependent loading rate,
as shown in Fig. 9(b). This provides us a loading rate of �10
atom/ms at an initial temperature T < 50 μK.

V. SUMMARY

We investigate the motion of an atom strongly coupled to
a weakly pumped nanophotonic cavity in the presence of a
surface microtrap. Analytical and numerical calculations of
dipole forces, friction, and diffusion coefficients are reviewed.
Efficient cavity cooling is considered with a blue-detuned
pump field at a sufficiently large intensity marginally beyond
the weak-driving limit. Using atomic cesium as an exam-
ple and from full 3D Monte Carlo simulations, we show
that single atoms with an initial temperature � 50 μK can
be efficiently loaded with more than 2% probability into a
milliKelvin deep surface trap. Our method provides a viable
means to loading single atoms near the surface of a nanopho-
tonic cavity and could potentially be scaled up for loading
multiple atoms by considering Doppler cooling using mul-
tiatom dressed states.
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APPENDIX A: EXPRESSION OF FRICTION COEFFICIENT
IN THE WEAK-DRIVING LIMIT

In the weak-driving limit, the full expression of the friction
coefficient is of the form

β i j = − h̄(∂ig∂ jg)ε24
(−�3

a�
4
c� − �2

a�
3
cg2� + �a�

2
cg4�

+ �cg6� − �a�
4
c�

3 + �3
cg2�3 − 2�3

a�
2
cg2κ

+ 2�ag6κ + 2�cg4�2κ − 2�3
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2
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a�cg2�κ2 + 3�ag4�κ2 − 2�a�

2
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3κ2

+�cg2�3κ2 − 2�3
ag2κ3 − �3

a�κ4 − �a�
3κ4) 1

|Q|6
− h̄(∂ig∂ jg)ε24

(−2�2
a�

2
c� + 2g4� − 2�2

c�
3

− 4�3
a�cκ + 4�2

ag2κ − 4�a�c�
2κ + 4g2�2κ

+2�2
a�κ2 + 2�3κ2

)�ag2

|Q|6 , (A1)

where Q is defined below Eq. (7).

APPENDIX B: DERIVATION OF DIFFUSION
COEFFICIENT IN THE WEAK-DRIVING LIMIT

We follow the procedures in the Appendix of Ref. [25]
to calculate diffusion coefficient D. In this section, our goal
is to express the formula of D with the expectation value
of operators. For the spontaneous emission contribution to
diffusion coefficient, we quote the result,

DSE = h̄2k2
L�〈σ̂+σ̂−〉. (B1)

We note that the geometry of the vacuum mode is different
near the waveguide, which may lead to a different DSE. Here
we adopt the free-space result to compare it with the diffusion
coefficient induced by the cavity mode.

When it comes to the contribution of atom-cavity interac-
tion to diffusion coefficients, we first define some vectors and
matrices for simplicity,

Y =
(

Ŷ1

Ŷ2

)
=

(
â

σ̂−

)
, A =

(
i�c − κ −ig

−ig i�a − �

)
,

X =

⎛
⎜⎜⎝

X̂1

X̂2

X̂3

X̂4

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

â†σ̂− + σ̂+â
1
i

(
â†σ̂− − σ̂+â

)
â†â

σ̂+σ̂−

⎞
⎟⎟⎠,

C =

⎛
⎜⎜⎝

−(� + κ ) −(�a − �c) 0 0
�a − �c −(� + κ ) −2g 2g

0 g −2κ 0
0 −g 0 −2�
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I =
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Ŷ2 + Ŷ †
2

−i(Ŷ2 − Ŷ †
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Ŷ1 + Ŷ †
1

0

⎞
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From the definition of the diffusion coefficient in
Eq. (12), the diffusion coefficient arising from the atom-cavity

interaction is

Di j
dp = h̄2(∂ig∂ jg) Re

∫ ∞

0
dt〈δX̂1(0)δX̂1(t )〉, (B2)

where an abbreviation is introduced,

〈aν, aμ〉 = 〈δaνδaμ〉 = 〈aνaμ〉 − 〈aν〉〈aμ〉. (B3)

From the quantum regression theorem and the Heisenberg
equations of motion,

d

dt
〈X̂1(0), Y (t )〉 = A〈X̂1(0), Y (t )〉, (B4a)

d

dt
〈X̂1(0), X (t )〉 = C〈X̂1(0), X (t )〉 + ε〈X̂1(0), I (t )〉. (B4b)

A Laplace transform defined for ξ (t ) is written as

L{ξ (t )} =
∫ ∞

0
e−stξ (t ). (B5)

When s = 0, considering a Laplace transform,

L{〈X̂1(t ), X̂1(0)〉} ≡ LX̂1X̂1
=

∫ ∞

0
dt〈δX̂1(0)δX̂1(t )〉,

we notice that LX̂1X̂1
is the key ingredient for calculating Ddp

in Eq. (B2).
To solve the value of LX̂1X̂1

, a property of Laplace transform
is employed,

L

{
d

dt
ξ (t )

}
= −ξ (0) + sL{ξ (t )}. (B6)

By applying Laplace transform to both sides of Eqs. (B4),
following the same denotation, we get

−〈X̂1(0), Y (0)〉 = ALX̂1 Y , (B7a)

−〈X̂1(0), Y †(0)〉 = A∗LX̂1 Y † , (B7b)

−〈X̂1(0), X (0)〉 = CLX̂1 X + εLX̂1 I . (B7c)

Equation (B7b) should be taken into account because the
components in I are a linear combination of Y and Y †.

The initial condition 〈X̂1(0), Ô(0)〉 could be directly cal-
culated from the expectation value of specific operators on
steady states based on Eq. (B3). In the weak-driving limit,
these expressions could be further simplified with quantum
noise theory,

〈X̂1(0), Y (0)〉 = 0,

〈X̂1(0), Y †(0)〉 =
(〈σ̂+〉

〈â†〉
)

,

〈X̂1(0), X (0)〉 =

⎛
⎜⎜⎝

〈σ̂+σ̂−〉 + 〈â†â〉
−i(〈σ̂+σ̂−〉 − 〈â†â〉)

〈σ̂+â〉
〈â†σ̂−〉

⎞
⎟⎟⎠. (B8)

Combining Eqs. (B7) and (B8), we can obtain LX̂1 X by
solving linear equations and therefore derive the formula of
Ddp in Eq. (14a).
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APPENDIX C: DERIVATION OF LOCAL EQUILIBRIUM
TEMPERATURE

The stochastic force in the Langevin equation is given by a
Wiener process. For the one-dimensional case, the change in
velocity can be written as

Mdv(t ) = βv(t )dt +
√

2DdW (t ), (C1)

where dW = 0 and dW (t )dW (t ′) = δ(t − t ′)dtdt ′. The final
velocity becomes

v(t ) = eβt/Mv(0) +
√

2D/M2

∫ t

0
eβ(t−s)/MdW (s). (C2)

Taking the stochastic average, we have

v2(t ) = e2βt/Mv2(0)

+ 2D/M2
∫ t

0

∫ t

0
eβ(t−s′ )/Meβ(t−s)/MdW (s′)dW (s)

= e2βt/M

(
v2(0) + D

Mβ

)
− D

Mβ
. (C3)

The effective temperature is

kBTeff = −D

β
. (C4)

In the three-dimensional case, the velocity increment is

Mdvi(t ) = βi jv j (t )dt + Bi jdWj (t ), (C5)

where i, j = x, y, z, and repeated indices are summed over.
Suppose the βi j matrix is diagonal; we can directly write

v2(t ) =
∑

i

{
e2βit/M

[
v2

i (0) +
∑

j

B2
i j

2Mβi

]
−

∑
j

B2
i j

2Mβi

}
.

(C6)

In general, when β is not diagonal, we can rewrite the equi-

librium squared velocity −∑
i, j

B2
i j

2Mβi
into −Tr(Dβ−1)/M. We

have used 2D = BBT . The equilibrium temperature is

kBTeff = − 1
3 Tr(Dβ−1). (C7)

APPENDIX D: TRAP LOADING RATE AND TRAP
PROBABILITY FOR OTHER PARAMETERS

In Fig. 11, we directly applied the analytical results of
the weak-driving limit in simulations for calculating the load-
ing rate at t = 800 μs under different pumping amplitudes ε.
Since the stochastic force changes as ε2, larger ε will increase
the initial trap loading rate, as we discussed in the main text.
However, a larger stochastic force also increases the fluctu-
ation of the atom’s position even for the same equilibrium
temperature. As a result, it eventually reduces the trapping
probability in a longer simulation time. We therefore observe
a small loading rate for ε/2π = 5 MHz and the rates remain
similar for ε/2π = 10, 15, 20 MHz.

As a comparison, in Fig. 13(a), we show the trapping
probability at a shorter simulation time t = 80 μs for different
ε’s. The trapping probability at short times clearly shows a
monotonic behavior as a function of ε.

(a) (b)

(c) (d)

FIG. 11. (a)–(d) Trap loading rate at t = 800 μs for �p/2π =
10 MHz and ε/2π=5, 10, 15, 20 MHz, with an atom flux of 400 kHz
prepared at different initial temperatures T . Shaded regions denote
95% confidence intervals.

(a) (b)

(c) (d)

FIG. 12. (a)–(d) Trap loading rate at t = 800 μs for ε/2π =
10 MHz and �p/2π=5, 10, 15, 20 MHz, with an atom flux of
400 kHz prepared at different initial temperatures T . Shaded regions
denote 95% confidence intervals.

(a) (b)

FIG. 13. (a) Trapping probability as a function of (a) pumping
strength ε for �p/2π = 10 MHz and (b) cavity detuning �p for
ε/2π = 10 MHz, at t = 80 μs for single atoms released from z =
700 nm, x = y = 0 and vz = −10 cm/s, vx = vy = 0.
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FIG. 14. Cross sections of all different friction tensor compo-
nents β.

In Fig. 12, we calculated the loading rate at t = 800 μs
under different cavity detunings. Unlike ε, varying �p simul-
taneously changes the equilibrium temperature and stochastic
force. According to Fig. 5 in the main text, the maximum
of Dzz/M2 increases from 84 to 176 m2/s3 when �p/2π

changes from 5 to 20 MHz. However, the minimal equilibrium
temperature increases from 224 to 512 μK. Therefore, the
final trap loading rate at 800 μs is reduced. If we focus on the

FIG. 15. Cross sections of all different diffusion tensor compo-
nents D.

early time trapping rate of single atoms, the dominant effect
comes from the stochastic force and we observe an increase
in trap probability as �p increases, as shown in Fig. 13(b).

APPENDIX E: FRICTION AND DIFFUSION
COEFFICIENTS ALONG OTHER DIRECTIONS

In Figs. 14 and 15, we provide the three cross sections in-
tersecting at the center of the trap of each component of the
friction tensor β and diffusion tensor D.
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