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Effect of spin-orbit coupling in laser-induced ionization of atoms

Yibo Hu,1 Kunlong Liu ,1,* Klaus Renziehausen ,2 Yidian Tian,1 Qingbin Zhang,1 Min Li ,1

Yueming Zhou,1 and Peixiang Lu1,3,4

1Wuhan National Laboratory for Optoelectronics and School of Physics,
Huazhong University of Science and Technology, Wuhan 430074, China

2Institute of Physical Chemistry and Abbe School of Photonics, Friedrich Schiller University Jena, Lessingstraße 4, 07743 Jena, Germany
3Hubei Key Laboratory of Optical Information and Pattern Recognition, Wuhan Institute of Technology, Wuhan 430205, China

4Optics Valley Laboratory, Hubei 430074, China

(Received 9 May 2023; revised 23 July 2023; accepted 25 July 2023; published 8 August 2023)

Based on the expansion of the time-dependent Dirac equation in the second order on the reciprocal of the speed
of light, we derive a simplified second-order time-dependent Pauli equation (second-TDPE) for single-active-
electron systems, in which the time-dependent spin-orbit interaction is taken into account. A numerical method is
presented for calculating the observables for atoms interacting with the electric fields of laser pulses. It is shown
that the energy-level splitting between the p↑

+ and p↓
+ (as well as the p↑

− and p↓
−) orbitals can be reproduced by the

spin-orbit coupling (SOC) term of the second-TDPE. By numerically solving the second-TDPE, we demonstrate
the SOC effect in single-photon, multiphoton, and tunneling ionization of atomic Kr with valence p orbitals.
In particular, a few counterintuitive strong-field ionization phenomena are discussed and analyzed. The present
work provides a convenient way to explore the SOC effect in strong-field interactions.
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I. INTRODUCTION

Spin is one of the intrinsic properties of the electron that
cannot be described by classical mechanics [1]. The elec-
tromagnetic interaction between an electron’s spin and its
motion inside a potential is called spin-orbit coupling (SOC).
In atoms, the SOC plays an important role in the formation
of electron energy-level structure, affecting the optical, elec-
trical, and magnetic properties of matter in the interactions
with external fields [2–4]. In spite of its importance, the SOC
effect was often overlooked in studies in strong-field physics,
partially due to the lack of experimental tools to resolve the
photoelectron momentum and its spin on an equal footing.
It is also challenging to investigate in theory the spin-orbit
dynamics in a time-dependent potential during the strong-field
ionization.

The SOC is a relativistic effect and, most of the time, is
considered too weak to play a role in strong-field interactions
for pulse intensities below 1015 W/cm2. However, the the-
oretical study by Barth and Smirnova [5] revealed that the
SOC, together with the nonadiabatic tunnel ionization, would
lead to the spin asymmetry of the photoelectrons. Later on,
a few experiments observed the spin-polarized photoelectrons
resulting from the nonadiabatic and SOC effects on tunnel-
ing [6] and multiphoton ionization [7,8]. The electronic spin
and the corresponding SOC have brought the researchers a
new degree of freedom to explore the strong-field phenomena.

In previous theoretical calculations [6,7], the SOC ef-
fect in strong-field ionization is taken into account by

*liukunlong@hust.edu.cn

adjusting the ionization potentials for the atomic models based
on the time-dependent Schrödinger equation (TDSE). This
approach works well in comparison with the experimental
measurements using circularly polarized (CP) laser pulses [6].
Nonetheless, one may be concerned whether such modeling is
always fine to be applied [9] because the spin-orbit interaction
is a dynamical process in the presence of external laser fields.

To theoretically study the SOC effect, one can apply the
time-dependent Dirac equation (TDDE), which incorporates
naturally the relativistic effects [10–13]. Yet, numerically
solving the TDDE for infrared pulses requires massive com-
puting resources and is time-consuming. Moreover, in TDDE
it is not straightforward to exclusively study the SOC effect
when other relativistic effects coexist, such as the nondipole
effect, the relativistic correction to the kinetic energy, and the
generation of positrons. Recently, numerical effort has been
made to explore the spin-orbit dynamics in strong-field inter-
actions by adopting the Breit-Pauli Hamiltonian [14]. Here,
we turn to a differential equation of the Schrödinger form plus
relativistic corrections, which is derived from the expansion
of the TDDE up to second order in the reciprocal of the speed
of light [15]. As we show in the next section, the equation is
similar to the Pauli equation but with second-order terms: A
relativistic correction to the kinetic energy, the spin-orbit in-
teraction, and the Darwin term. This differential equation [see
Eq. (1)] applied in the present work will be referred to as the
second-order time-dependent Pauli equation (second-TDPE).

In this paper, we present the procedure of numeri-
cally solving the second-TDPE for the reduced-dimensional
atomic models under certain assumptions and approxima-
tions. The justification of the assumptions and approximations
in our modeling is discussed. Then, we calculate the
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stationary spin-orbit wave functions for the initial states via
the second-TDPE, and their differences from those obtained
from the TDSE are shown and discussed. After obtaining
the initial wave functions, we investigate the SOC effect on
single-photon ionization, multiphoton ionization, and tunnel-
ing ionization by calculating the photoelectron momentum
distributions (as well as the corresponding kinetic and an-
gular distributions of the photoelectrons) for the 4p↓

+, 4p↑
−,

4p↑
+, and 4p↓

− orbitals of the single-active-electron atomic
model of Kr.

II. THEORETICAL MODEL

We start with the TDDE approximated up to second order
in 1/c, with c being the speed of light. The corresponding
equation, named the second-TDPE in the present work, is
given by (e = h̄ = me = 1) [15]

i
∂�

∂t
=

{
1

2
�̂2 − V + 1

2c
σB + 1

8c2
[�̂(σ × E) + (σ × E)�̂]

− 1

8c2
�̂4 + 1

8c2
∇E

}
�, (1)

where the two-spinor � = (ψ↑, ψ↓)T represents the wave
function of a low-energy electron of spin 1/2, �̂ = p̂ + A is
the kinematic momentum operator with A being the vector
potential of the laser field, and σ = (σ 1, σ 2, σ 3) is the vector
formed by the three Pauli matrices.

On the right-hand side of Eq. (1), the first term indicates the
kinetic energy of the electron in an electromagnetic field, the
second term is its potential energy in the electrostatic potential
V , and the rest are the terms of relativistic corrections. In
details, the third term is the first-order correction that de-
scribes the Zeeman splitting in a magnetic field B = ∇ × A.
The fourth term, which will be abbreviated by Ĥso, describes
spin-orbit interactions in the electric field defined as E =
−∇V − ∂A/∂t . In particular, for static fields with a centrally
symmetric potential V (r) = V (r), we have A = B = 0 and
E = −(r/r)(∂/∂r)V (r). Then, one finds that Ĥso is propor-
tional to an operator Ŝ · L̂, where Ŝ = σ/2 is the so-called
spin operator and L̂ = r · p̂ is the angular-momentum oper-
ator. Therefore, Ĥso is called the spin-orbit interaction term.
The term before the last one is related to a relativistic correc-
tion of the kinetic energy, and the last one is the so-called
Darwin term, a relativistic correction that is related to the
charge density ρ = ∇E/(4π ) in the system.

In the present work, our aim is to study the spin-orbit
coupling effect in strong-field interactions and facilitate the
numerical calculations. Thus, we establish our model by ap-
plying the following approximations and assumptions. First of
all, we apply the single-active-electron (SAE) approximation,
which is commonly used in strong-field studies. Second, we
neglect the nondipole effect, the Zeeman term, the relativistic
correction to the kinetic energy, and the Darwin term. The
justifications of these approximations can be found in the
Appendix. Then, the second-TDPE is simplified as

i
∂�

∂t
=

[
1

2
�̂2 − V + 1

4c2
σ
(
E × �̂

)]
�. (2)

By substituting �, σ, and E in Eq. (2) with their specific
forms, we obtain the coupled TDPEs for the wave functions
of the spin-up and spin-down electrons as

i
∂ψ↑

∂t
=

[
1

2
�̂2 − V + 1

4c2
(Ex�̂y − Ey�̂x )

]
ψ↑

+ 1

4c2
[(Ey + iEx )�̂z − Ez(�̂y + i�̂x )]ψ↓, (3)

i
∂ψ↓

∂t
=

[
1

2
�̂2 − V − 1

4c2
(Ex�̂y − Ey�̂x )

]
ψ↓

+ 1

4c2

[
(Ey − iEx )�̂z − Ez(�̂y − i�̂x )

]
ψ↑. (4)

The coupling between ψ↑ and ψ↓ seen in Eqs. (3) and (4) in-
dicates the possibility of the spin-flip process. Considering the
nonrelativistic pulse intensities used in the present study and
that the spin-flip probability is generally small with respect
to the total ionization rate [11], we further omit the spin-flip
process of the electron in our calculation. By doing so, we
finally reach the aimed form of the second-TDPE, which is
written as

i
∂ψ↑,↓

∂t
=

[
1

2
�̂2 − V ± 1

4c2
(Ex�̂y − Ey�̂x )

]
ψ↑,↓. (5)

Note that the third term on the right-hand side of Eq. (5) is
Hermitian for (∇ × E)z = 0, which is indeed the case in our
model. In addition, the sign “±” of this term distinguishes the
SOC effect on the spin-up and spin-down electrons.

Next, we apply the simplified second-TDPE to the two-
dimensional models for the noble gas atoms, assuming that the
laser pulse is polarized in the x-y plane. The soft-core potential
is given by

V (r) = 1 + (Z − 1)e−br2

√
r2 + a

, (6)

with Z being the atomic charge number and a and b the param-
eters to reproduce the ionization potential of the considered
atom. The vector potential A within the dipole approximation
is given by

A(t ) = E0

ω
sin4

(
ωt

2N

)
[−ε sin(ωt )ex + cos(ωt )ey] (7)

for 0 � t � NT and A(t ) = 0 outside this interval. Here, E0,
ω, T = 2π/ω, and N indicate the electric-field amplitude, the
laser frequency, the optical period, and the number of the
optical cycles of the full pulse, respectively, and ε ∈ [−1, 1]
determines the ellipticity of the laser pulse in our simulations.

III. NUMERICAL METHOD

For simplification of the discussion of numerically solving
Eq. (5), we rewrite the equation as

i
∂ψ

∂t
=

[
1

2
�̂2 − V + S

4c2
(Ex�̂y − Ey�̂x )

]
ψ. (8)

By setting the parameter S = ±1 and S = 0 in Eq. (8), we can
reach the equations for the spin-up, spin-down, and spinless
(equivalent to TDSE) cases, respectively. Then, Eq. (8) is
numerically solved by using the split-operator method [16].
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The approximate evolution of the wave function is
described by

ψ (t + δt ) ≈ exp

{
−i

δt

2

[ S
4c2

(ExAy − EyAx ) − V

]}

× exp

[
−i

δt

2

S
4c2

(Ex p̂y − Ey p̂x )

]

× exp

[
−iδt

1

2
(p̂ + A)2

]

× exp

[
−i

δt

2

S
4c2

(Ex p̂y − Ey p̂x )

]

× exp

{
−i

δt

2

[ S
4c2

(ExAy − EyAx ) − V

]}
ψ (t ).

(9)

In Eq. (9), the first and final exponential operations on the
wave function can be calculated directly in the coordinate
space, while the third one can be calculated in the momen-
tum space via Fourier transformation of the wave function.
In the second and fourth operations, the electric field E =
−∇V − ∂A/∂t = (Ex, Ey) that depends on the coordinate is
multiplied by the momentum operator, indicating that they
can no longer be calculated directly in either coordinate or
momentum space. Thus, we turn to the equivalent evaluation
of the second (fourth) operation by numerically solving the
following partial equation:

i
∂ψ

∂t
= S

8c2
(Ex p̂y − Ey p̂x )ψ

= i
S

8c2

(
−Ex

∂

∂y
+ Ey

∂

∂x

)
ψ (10)

for one time step. To this end, the alternating direction implicit
method [17] is applied. In details, we split the propagation for
a time step of δt into two steps of δt/2 as following

i
ψ

n+ 1
2

k, j − ψn
k, j

δt/2
= iS

8c2

(
Ey

∂

∂x
ψn

k, j − Ex
∂

∂y
ψ

n+ 1
2

k, j

)
, (11)

i
ψn+1

k, j − ψ
n+ 1

2
k, j

δt/2
= iS

8c2

(
Ey

∂

∂x
ψn+1

k, j − Ex
∂

∂y
ψ

n+ 1
2

k, j

)
, (12)

where n and (k, j) are the indexes for the discrete time and
space, respectively, and the values of Ex and Ey are adopted at
the time indexed by (n + 1

2 ) and in the space indexed by (k, j).
By doing so, we break the two-dimensional time-propagation
problem into two one-dimensional ones, which can now be
solved using the finite difference scheme, similarly to the
Crank-Nicolson method [18]. That is, we can obtain ψn+ 1

2

by solving Eq. (11) for the one-dimensional wave function
ψ (xk, y) at each xk in parallel and then ψn+1 from Eq. (12) in
the same way but for ψ (x, y j ). So far, the propagation of one
time step of the wave function given in Eq. (10) and thus that
in Eq. (9) can be accomplished.

To avoid the nonphysical reflection of the wave function
from the boundary of the calculation box, the wave function
is smoothly split into the inner and outgoing parts in real-time
propagation with an absorption function [19]. We assume that
the Coulomb potential and the Coulomb field are negligible

in the regime far from the core. Thus, the inner wave function
is propagated under full Hamiltonian, while the outgoing one
representing the ionizing part is analytically propagated under
the Volkov Hamiltonian

HV = 1

2
�̂2 + S

4c2

(
−∂Ax

∂t
�̂y + ∂Ay

∂t
�̂x

)
, (13)

in which the Coulomb potential V and the corresponding static
electric field is neglected. The analytical “Volkov phase” is
given by

S(t1, t2) = 1

2

∫ t2

t1

�2(τ )dτ

+ S
4c2

∫ t2

t1

[
−∂Ax(τ )

∂t
�y + ∂Ay(τ )

∂t
�x

]
dτ

= S0(t1, t2) + Sso(t1, t2), (14)

where S0(t1, t2) is the same as the Volkov phase for Coulomb-
free TDSE [20] and Sso(t1, t2) is an extra phase coming from
the spin-orbit interaction for the freed electron in the external
field.

To calculate the photoelectron momentum distribution
(PMD), the outgoing wave-function split at τ is first trans-
formed from the coordinate space to the momentum space
and then is propagated from time τ until tend, i.e., the end
of the simulation, under the Volkov Hamiltonian given by
Eq. (13). By superposing the outgoing wave functions in the
momentum space at tend, we can eventually obtain the PMD
for the interaction [21].

In our numerical simulations, there are 3000 × 3000 grid
points of the box and the spacing steps are 
x = 
y = 0.1
a.u. The time step for the propagation of the wave function is
chosen as δt = 0.01 a.u. We recall that one can conveniently
switch the calculations between the spin-up, spin-down, and
spinless cases by setting S = ±1 and S = 0, respectively.

IV. SIMULATION RESULTS

A. Initial states

To begin with, we illustrate the electron wave functions of
the initial states calculated via the second-TDPE and discuss
the differences from those calculated via the TDSE. Since the
outermost electron of the noble gas atoms except helium is
in the p orbital, and the ionization of m = 0 state is strongly
suppressed [5], we only consider the p± orbitals with m = ±1
in this paper.

Due to the SOC effect, the removal of the p-orbital elec-
tron of noble gas atoms would lead to the ion populated
in the state of 2P3/2 or 2P1/2 [5], providing two ionization
channels with different ionization potentials. In the present
study, we define I1/2

p and I3/2
p as the ionization potentials for

the single-active-electron orbitals corresponding to the lower
and higher energy levels, respectively. Previous works based
on the TDSE reproduce the spin-orbit energy splitting by
adjusting the parameters of the Coulomb potentials [6,7]. In
contrast, in the present calculations, the energy splitting arises
from the spin-orbit coupling term in the second-TDPE for p±
orbitals with S = ±1.
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According to Eq. (8), the field-free electronic Hamiltonian
of the second-TDPE is given by

H0 = 1

2
p̂2 − V − S

4c2

(
∂V

∂x
p̂y − ∂V

∂y
p̂x

)
. (15)

Since the specific form of V is already known in Eq. (6), its
partial derivative can be derived as

∂V

∂x
= −Q̂(r)x̂,

∂V

∂y
= −Q̂(r)ŷ, (16)

where

Q̂(r) = 1 + [(Z − 1) + 2b(Z − 1)(r2 + a)]e−br2

(r2 + a)3/2
(17)

is an operator related to the distance between the electron and
the core. Accordingly, we can obtain

H0 = 1

2
p̂2 − V + Q̂(r)

4c2
S (x̂ p̂y − ŷ p̂x ) = 1

2
p̂2 − V + Q̂(r)

4c2
SL̂z

= 1

2
p̂2 − V + H0

so, (18)

where L̂z = x̂ p̂y − ŷ p̂x is the z component of the angular mo-
mentum operator L̂. For the p± orbitals considered in this
paper, we have

L̂z|p±〉 = ±|p±〉. (19)

Therefore, for an atomic orbital with given helicity and elec-
tronic spin orientation, the extra energy Eso = 〈H0

so〉 due to the
SOC effect can be calculated. Specifically, we have

Eso

{
= 〈Q̂(r)〉

4c2 , for p↑
+ and p↓

−

= −〈Q̂(r)〉
4c2 , for p↓

+ and p↑
−

, (20)

where p↑
± and p↓

± denote the atomic orbitals with m = ±1 and
S = ±1. Hence, the initial energies of these four orbitals will
split into two energy levels.

To reproduce the correct energy splitting, further numerical
processing is necessary. In detail, we first adjust the soft-core
parameters a and b so that the binding energy of the spinless
p electron satisfies

Eo =
〈

1

2
p̂2 − V

〉
= − I1/2

p + I3/2
p

2
. (21)

Then, a SOC parameter d is introduced to the Coulomb elec-
tric field as

E = −d2∇V − ∂A/∂t, (22)

so that we can adjust the magnitude of the energy splitting to
satisfy

|Eso| = ∣∣〈H0
so

〉∣∣ = d2 〈Q̂(r)〉
4c2

= I1/2
p − I3/2

p

2
. (23)

By doing so, reproduce two ionization potentials for the p↑,↓
m

of the given atomic model. Specifically, we have

Ip(p↑
+) = Ip(p↓

−) = −(Eo + |Eso|) = I3/2
p , (24)

Ip(p↓
+) = Ip(p↑

−) = −(Eo − |Eso|) = I1/2
p , (25)

TABLE I. The parameters for the Coulomb potentials and the
SOC effect, as well as the corresponding binding energies, for three
different types of atoms.

Z a b d −I3/2
p −I1/2

p Orbital

Ne 10 2.878 1.000 5.771 −0.7924 −0.7959 2p
Kr 36 3.962 0.456 16.842 −0.5150 −0.5390 4p
Xe 54 14.950 0.200 38.482 −0.4457 −0.4939 5p

where −I3/2
p > −I1/2

p . The parameters for the Coulomb poten-
tial and the SOC effect for three types of atoms (Ne, Kr, and
Xe) have been adjusted in our calculations. Their values and
the corresponding binding energies are given in Table I.

To show, as an example, the differences between the bound
states for p orbitals obtained from the TDSE and the second-
TDPE, we calculate the electronic wave functions of the
second and the third bound states for the model atom of Ne.
The calculation is carried out with the imaginary-time prop-
agation method [22]. In the TDSE simulations, the second
and the third bound states are degenerate and correspond to
the 2p orbitals for Ne. The imaginary-time propagation of the
TDSE leads to the real-valued stationary wave functions, and
the electronic density distributions are shown in Figs. 1(a)
and 1(b). Both orbitals exhibit the oriented two-lobe struc-
tures. As indicated by the black dashed lines in Figs. 1(a)
and 1(b), the orientations of two distributions are always per-
pendicular to each other, since these two states are orthogonal.
In contrast, the second and the third bound states calculated
via the second-TDPE differ from those of the TDSE. Due to
the SOC effect, the binding energies of the 2p electrons are no
longer degenerate. For the spin-up electron, for example, the
imaginary-time propagation of the second-TDPE converges to
the stationary wave function of the 2p↑

− orbital in the lower
energy level (with ionization potential I1/2

p ) and then to the one

for the 2p↑
+ orbital in the relatively higher energy level (with

ionization potential I3/2
p ). Note that the SOC term in Eq. (18)

guarantees that the values of the stationary wave function
could be complex numbers in the imaginary-time propagation.
Figures 1(c) and 1(d) and Figs. 1(e) and 1(f) illustrate the
probability density and phase distributions of the 2p orbitals
for spin-up electrons, respectively. It shows that the density
distributions in the second-TDPE appear as a ring structure.
From the rotational phase distributions, one can identify the
orbitals as the 2p↑

− [Fig. 1(c)] and 2p↑
+ [Fig. 1(d)] orbitals,

respectively.
By adopting the parameters given in Table I, one can

also obtain the stationary wave functions of 4p↑
m and 4p↓

m
orbitals for Kr and 5p↑

m and 5p↓
m orbitals for Xe, based on

the imaginary-time propagation of the second-TDPE. The
electronic density distributions of the 4p↑

+ orbital for Kr and
that of the 5p↑

+ orbital for Xe are shown in Figs. 2(a) and 2(b),
respectively.

B. Single-photon ionization

By numerically solving the second-TDPE, we demon-
strate the effect of SOC on single-photon ionization (SPI)
in this section. We calculated the photoelectron momentum
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FIG. 1. (a)–(d) The electronic probability density (e), (f) and
phase distributions of the second (left column) and the third (right
column) bound orbitals of Ne atom calculated via the imaginary-time
propagation method. Panels (a) and (b) are the results obtained from
the TDSE, while panels (c)–(f) are the results obtained from the
second-TDPE with =1. The black dashed lines in panels (a) and
(b) indicate the orientation of the distributions.

distributions of the SPI by a linearly polarized XUV pulse.
Figures 3(a)–3(d) illustrate the PMDs for four initial 4p↑

m and
4p↓

m orbitals of Kr driven by a y-polarized laser pulse with
ω = 1.8 a.u. One can observe the tilted two-lobe structures of
the PMDs. The two-lobe structures can be explained by the
interference between the s and d waves of the final electronic
states with different magnetic quantum numbers [23], while
their tilted direction depends on the initial orbital angular
momentum [24].
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FIG. 3. The PMDs for the (a) 4p↑
+, (b) 4p↓

+, (c) 4p↑
−, and (d) 4p↓

−
atomic orbitals of Kr in a y-polarized XUV laser pulse with ω =
1.8 a.u., E0 = 0.1 a.u. (corresponding to the intensity I = 3.5 ×
1014 W/cm2) and N = 10. The corresponding PEDs and PADs are
shown in panels (e), (f) and (g), (h), respectively. The vertical dashed
lines depicted in panels (e) and (f) indicate the location of the peaks
of the corresponding PEDs.

To demonstrate the effect of the electron spin on the PMDs
more clearly, we also calculated the photoelectron energy
distributions (PEDs) and photoelectron angular distributions
(PADs) from the corresponding PMDs. The results are shown
in Figs. 3(e)–3(h), respectively. From the PEDs, on one hand,
we can see an energy shift between the 4p↑

+ and 4p↓
+ or-

bitals [Fig. 3(e)], as well as that between the 4p↓
− and 4p↑

−
orbitals [Fig. 3(f)]. As indicated by the vertical dashed lines
in Figs. 3(e) and 3(f), the energy shift between the maxima
of two PEDs is about 0.024 a.u., approximately equal to the
spin-orbit energy splitting between the corresponding orbitals.
From the PADs [Figs. 3(g) and 3(h)], on the other hand, we
can see that the values of the tilting angle for opposite spins
are slightly different. In particular, the PADs of spin-up and
spin-down electrons are relatively rotated counterclockwise
and clockwise, respectively, for both p+ and p− orbitals.
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FIG. 4. The PMDs for the (a) 4p↑
+, (b) 4p↓

+, (c) 4p↑
−, and (d) 4p↓

−
atomic orbitals of Kr ionized by a y-polarized laser pulse with
the laser wavelength of 400 nm (corresponding to the frequency
ω = 0.114 a.u.), I = 3.2 × 1013 W/cm2, and N = 24. The average
distribution of the four PMDs for the p↑

m and p↓
m orbitals is shown in

panel (e).

Although the SOC effect on the PMDs in SPI seems rather
small, as the Hamiltonian Ĥso is almost negligible for low-
velocity photoelectrons removed by a single photon, our
numerical results still show that in addition to the kinetic
energy shift, the SOC also deflects the momentum direction
of the photoelectron.

C. Multiphoton ionization

In this section, we show the simulation results for the mul-
tiphoton ionization of atomic Kr driven by a 400-nm, multicy-
cle linearly polarized pulse. The PMDs for the 4p↑

m and 4p↓
m

orbitals are shown in Figs. 4(a)–4(d), respectively. The electric
field is polarized along the y axis and the pulse intensity is
3.2 × 1013 W/cm2. One can see the pronounced difference
between the PMDs for the 4p↑

+ and 4p↓
+ orbitals, as well as

those for the 4p↑
− and 4p↓

− orbitals. That is, for the initial or-

bitals carrying the same nonzero angular momentum, the mo-
mentum distributions of the spin-up and spin-down photoelec-
trons differ from each other. It indicates that the SOC has sig-
nificant impact on the photoelectrons in multiphoton ioniza-
tion driven by the linearly polarized pulses. Then, we calculate
the average of the four PMDs for the 4p↑

m and 4p↓
m orbitals and

show the result in Fig. 4(e). The ring structures, originating
from the absorption of multiple photons, can be clearly seen
in the averaged PMD. In particular, the ring at the momentum
of around 0.19 a.u. (0.26 a.u.) corresponds to the five-photon
ionization of the 4p↓

+ and 4p↑
− (4p↑

+ and 4p↓
−) orbitals. The

splitting rings for the six-photon ionization of Kr are also ob-
servable from the PMDs. More importantly, we notice that, for
the five-photon ionization channel, the yield for the photoelec-
trons emitting in the direction perpendicular to the laser polar-
ization is larger than that along the laser polarization. Note
that this anomalous phenomenon was reported in previous
experimental studies under the similar laser conditions [9,25].

This counterintuitive angular distribution of the photoelec-
trons can be interpreted as the ionization path interference
modified by the SOC effect. When the atom is ionized via
absorbing photons in a linearly polarized laser pulse, the
PMD is formed by the interference between different ion-
ization paths. In the case of five-photon ionization of a 4p+
initial state, for example, the allowed quantum numbers are
l = 0, 2, 4, and 6 and m = −4, −2, 0, 2, 4, and 6 within
the electric-dipole approximation. Then, the dependence of
the final-state wave function in the momentum space on the
azimuthal angle φ is given by [26]

ψ (p) =
∑
l,m

alm(p)eimφ+iδ(S,l,m), (26)

with alm relating to the complex amplitudes of the contributing
partial waves. Note that the additional phase term δ(S, l, m)
in Eq. (26) represents the phase introduced by the SOC [see
Eq. (14)], which depends on the spin orientation as well as the
quantum numbers l and m. Therefore, the interference of the
possible ionization paths affected by SOC eventually modifies
the angular distribution of photoelectrons. Then, certain SOC
phases contributing to the final state could eventually lead to
the perpendicular emission of the photoelectrons as observed.

Next, we investigate the dependence of the photoelec-
tron energy spectrum on the pulse intensity ranging from
2.4 × 1013 to 6.4 × 1013 W/cm2. The results averaged over
the 4p↑

m and 4p↓
m orbitals are illustrated in Fig. 5. The spec-

trum at each intensity is normalized to the peak value. In
general, the photoelectron energy decreases linearly with the
increasing intensity. This is consistent with the feature of
above-threshold ionization where the photoelectron kinetic
energy is shifted by the ponderomotive potential [27]. For
a given n-photon ionization channel, we also find that the
relative yields of the two splitting spectrum peaks flip when
the pulse intensity passes about 3.6 × 1013 W/cm2. In partic-
ular, at the intensities below 3.6 × 1013 W/cm2, the ionization
yield corresponding to the lower bound energy level (−I1/2

p )
is higher, as indicated by the solid arrows in Fig. 5, whereas
normally the ionization from the higher level (−I3/2

p ) is ex-
pected to be easier, like those indicated by the dashed arrows.
This phenomenon was observed in the previous experimental
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FIG. 5. The photoelectron energy spectra as a function of the
pulse intensity in the linearly polarized pulse. The other laser pa-
rameters are the same as those in Fig. 4. The solid and dashed arrows
point at the ionization peaks are associated with the atomic orbitals
in the energy levels of −I1/2

p and −I3/2
p , respectively.

studies on multiphoton ionization of Kr in ultraviolet laser
fields [9,25].

This intensity-dependent trend is likely due to the resonant
excitation during the interaction. In our simulations, we find
that the binding-energy difference between the 4p (I3/2

p =
0.5150 a.u. and I1/2

p = 0.5390 a.u.) and 5p (I3/2
p = 0.0861 a.u.

and I1/2
p = 0.0868 a.u.) orbitals is about four photon energies

(0.1139 a.u.). It indicates that, during the interaction there
could be resonant excitation to the 5p orbitals, which would
significantly modify the ionization yield. Then, we calculate
the excited populations in the 5p↑

m and 5p↓
m orbitals at the

end of the interactions. The results as a function of the pulse
intensity for four initial orbitals are shown in Figs. 6(a)–
6(d), respectively. We can indeed find certain populations
remaining in the 5p↑

m and 5p↓
m orbitals, indicating the res-

onant excitation during the interactions. We also check that
the remaining population of other excited states are less than
10−6, three orders lower with respect to those of the 5p↑

m and
5p↓

m orbitals. From Fig. 6, one can see that the remaining
populations in 5p↑

m and 5p↓
m orbitals increase with the intensity

for the initial 4p↑
+ and 4p↓

− orbitals [Figs. 6(a) and 6(d)],
which contribute to the splitting peaks at relatively higher
energy of the spectra (indicated by dashed arrows in Fig. 5).
In contrast, the excited population hardly changes for the 4p↓

+
and 4p↑

− orbitals [Figs. 6(b) and 6(c)], which contribute to
the splitting peaks at relatively lower energy of the spectra
(indicated by solid arrows in Fig. 5). Then, we sum up the
remaining excited population associated with the higher and
lower splitting spectrum peaks, respectively, and show the
results in Fig. 7. Interestingly, two curves cross near the inten-
sity of 4 × 1013 W/cm2. Note that higher resonant excitation
would normally enhance the ionization yield. This explains, to
some extent, why the ionization yields for the splitting peaks
flip as the pulse intensity changes from 2.4 × 1013 W/cm2 to
6.4 × 1013 W/cm2.
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FIG. 6. The excited populations in 5p↑
m and 5p↓

m orbitals at the
end of the interactions as a function of the pulse intensity for the
initial (a) 4p↑

+, (b) 4p↓
+, (c) 4p↑

−, and (d) 4p↓
− orbitals.

D. Tunneling ionization

Laser-induced tunneling ionization of atoms and molecules
is one of the most fundamental strong-field processes in at-
tosecond science [28–32]. In this section, we investigate the
SOC effect on tunneling ionization driven by a circularly po-
larized laser pulse. Figures 8(a)–8(d) demonstrate the PMDs
for the 4p↑

m and 4p↓
m orbitals of Kr in an 800-nm, three-cycle

right circularly polarized (RCP) pulse, the negative vector
potential of which is depicted by the solid curves. In general,
the PMDs exhibit the typical patterns of attoclock angular
streaking [33–37]. The photoelectron momentum drifts for
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FIG. 7. The remaining excited population associated with the
higher (dashed curve) and lower (solid curve) splitting peaks of the
spectra shown in Fig. 5.
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FIG. 8. The PMDs for the (a) 4p↑
+, (b) 4p↓

+, (c) 4p↑
− and (d) 4p↓

−
atomic orbitals of Kr in a three-cycle RCP laser pulse with the wave-
length of 800 nm (corresponding to the frequency ω = 0.057 a.u.)
and the intensity of I = 1.35 × 1014 W/cm2. The black solid lines
indicate the negative vector potential −A(t ) of the laser pulse.

corotating orbitals (4p↑
+ and 4p↓

+) are larger than those for
counter-rotating ones (4p↑

− and 4p↓
−), which is due to the ini-

tial momentum offset difference between them [38,39]. Here,
we are more interested in the comparison between the spin-up
and spin-down cases. We can see that the PMD patterns for
the 4p↑

+ and 4p↓
+ (or 4p↑

− and 4p↓
−) orbitals seem similar to

each other, while the corresponding yields are different (see
the color scales in Fig. 8).

To further check the SOC effect on the PMDs, we calculate
the PEDs and PADs for the 4p↑

m and 4p↓
m orbitals from the

corresponding PMDs. The results are illustrated in Fig. 9.
From the PEDs shown in Fig. 9(a), one can see that the
photoelectrons from the 4p↑

+ and 4p↓
+ orbitals are generally

distributed at a higher kinetic energy than those from the 4p↑
−
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FIG. 9. The (a) PEDs and (b), (c) PADs for the corresponding
PMDs in Fig. 8.
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FIG. 10. The PEDs for the 4p↑
m and 4p↓

m orbitals of Kr atom in a
three-cycle RCP laser pulse with the wavelength of 800 nm and the
intensity of (a) I = 8 × 1013 W/cm2, (b) 1 × 1014 W/cm2, (c) 1.2 ×
1014 W/cm2, and (d) 1.4 × 1014 W/cm2, respectively.

and 4p↓
− orbitals. It also shows that the ionization yields are

quite different between opposite-spin cases of the same initial
angular momentum. Specifically, the ionization yields for the
4p↑

+ and 4p↓
− orbitals are, respectively, higher than those for

4p↓
+ and 4p↑

−. This is expected, as the 4p↑
+ and 4p↓

− orbitals
correspond to I3/2

p , the higher binding energy level where the
electron tends to escape more easily. Furthermore, one can
find in Fig. 9(a) that the ionization yield for the corotating 4p↑

+
orbital is higher than that for the counter-rotating 4p↑

− orbital
(dashed curves), whereas it would be the opposite outcome
for spinless electrons due to the nonadiabatic effect [40–42].
It indicates that, in this particular case, the SOC effect plays
a more significant role over the nonadiabatic effect on the
tunneling electron.

Next, we compare the PADs of the 4p+ and 4p− orbitals
with opposite spins, as shown in Figs. 9(b) and 9(c). It can
be observed that the SOC effect modifies the PADs to a cer-
tain extent for both corotating and counter-rotating orbitals.
There could be two aspects that lead to the different PADs for
spin-up and spin-down electrons. One is the spin-orbit interac-
tion that deflects the emitting angle of the photoelectron, like
the situation of single-photon ionization shown in Figs. 3(g)
and 3(h). The other is that the tunnel exits for the spin-up and
spin-down electrons of a given pm orbital are different, due
to the energy-level splitting. The subsequent motions of the
spin-up and spin-down electrons after tunneling are therefore
deflected differently by the Coulomb potential.

To further discuss the interplay of the SOC effect and the
nonadiabatic effect, we illustrate the PEDs for the 4p↑

m and
4p↓

m orbitals at different pulse intensities in Fig. 10. It can
be seen that the ionization ratios between counter-rotating
and corotating orbitals differ as the pulse intensity changes.
Here, we particularly look into the dependence of the PEDs
for the 4p↑

+ and 4p↑
− orbitals on the pulse intensity, as shown

by the dashed curves in Fig. 10. When the pulse intensity is
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low enough, the nonadiabatic effect is much more significant
and dominates over the SOC effect. In this case, the ioniza-
tion yield of the counter-rotating 4p↑

− orbital is higher than
that of the corotating 4p↑

+ orbital, as shown in Figs. 10(a)
and 10(b). This is qualitatively consistent with the prediction
of the nonadiabatic tunneling theory [40–42]. As the pulse
intensity increases, however, the nonadiabatic effect becomes
less significant and the SOC effect plays the main role. The
deeper binding energy of the counter-rotating 4p↑

− orbital
(attributed to the SOC effect) indicates a thicker tunneling
barrier, leading to the relatively lower tunneling ionization
yield with respect to that of the corotating 4p↑

+ orbital. In this
case, the corotating 4p↑

+ orbital rather has a higher ionization
yield, as shown in Figs. 10(c) and 10(d).

To sum up, in rescattering-free tunneling ionization the
SOC effect has impact on the ionization rate and slightly
modifies the kinetic and angular distributions of the photo-
electrons. Moreover, we show that the competition between
the nonadiabatic and SOC effect affects and possibly flips the
ionization ratio between the corotating and counter-rotating
orbitals driven by circularly polarized pulses.

V. SUMMARY AND OUTLOOK

In summary, via numerically solving the simplified second-
TDPE, we theoretically investigate the effect of spin-orbit
coupling in laser-induced ionization of atoms. Our simula-
tions have shown the following: (i) The p orbitals are no
longer degenerate when the electron spin is involved, and the
values of the stationary wave functions of p orbitals are com-
plex numbers instead of pure real numbers in the imaginary-
time propagation of the second-TDPE. (ii) In single-photon
ionization, the SOC effect not only leads to the electronic
kinetic-energy shift, but also deflects the momentum direc-
tion of the photoelectron. (iii) In multiphoton ionization, we
found a significant difference between the momentum distri-
butions of the spin-up and spin-down photoelectrons. Besides,
our numerical results confirm the anomalous emission mode
of the photoelectrons from Kr as well as the counterintu-
itive intensity dependence of the above-threshold ionization
spectra, which was reported in the previous experimental stud-
ies [9,25]. (iv) In tunneling ionization, the ionization yields
are significantly affected due to the spin-orbit energy-level
splitting, while the kinetic and angular distributions of the
photoelectrons are slightly modified by the SOC effect.

The present work has shown the SOC effect on three
selected ionization processes of Kr. By applying the simpli-
fied second-TDPE, one will be able to explore in the future
the SOC effect on more strong-field phenomena following
laser-driven ionization of noble gas atoms. On the other hand,
we will work on the numerical solution in three-dimensional
space for the coupled equations of Eqs. (3) and (4) that include
the spin-flip process, as controlling the spin flip with lasers is
also an interesting topic to the strong-field community.
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APPENDIX: JUSTIFICATIONS OF THE
APPROXIMATIONS

In our modeling, we omit several relativistic corrections in
the second-TDPE, including the nondipole effect, the Zeeman
term, the relativistic correction of the kinetic energy, and the
Darwin term. In this Appendix, we present the justifications
of these approximations.

1. The nondipole effect

In the present work, the nondipole effect is manifested in
two aspects. One is the nondipole effect on the SOC. Consid-
ering the spatial dependence of the laser pulse, the spin-orbit
interaction term in the second-TDPE is given by

Ĥso = 1

8c2
[�̂(σ × E) + (σ × E)�̂]

= 1

4c2
σ(E × �̂) − i

8c2
σ(∇ × E), (A1)

where the electric field is defined as E = −∇V − ∂A/∂t .
Since ∇ × (∇V ) = 0 for the central potential V = V (r), we
have

∇ × E = −∇ ×
(

∇V + ∂A
∂t

)
= − ∂

∂t
(∇ × A) = O

(
1

c

)
.

(A2)

Thus, the nondipole effect on the SOC is of third order in 1/c,
and it can be neglected safely.

The other aspect of the nondipole effect is its influ-
ence on the electronic dynamics in the �̂2/2 term in the
second-TDPE. For a laser pulse polarized in the x-y plane
and propagating in the ez direction, the vector potential
of the laser pulse can be represented as A(η) = Ax(η)ex +
Ay(η)ey = (Ax(η), Ay(η)), where η = t − z/c is the light cone
time. Thus, the corresponding electric fields and magnetic
fields are E(η) = −∂A(η)/∂t = (Ex(η), Ey(η)) and B(η) =
∇ × A(η) = (Bx(η), By(η)). In the nonrelativistic limit, the
Lorentz equation for an electron in this laser pulse is

d

dt
v = −[E(η) + v × B(η)], (A3)

where v is the electron velocity. Including terms of the order
of 1/c in Eq. (A3), the electronic dynamics is governed by

d

dt
vx = −Ex(t ),

d

dt
vy = −Ey(t ),

d

dt
vz = vxBy(t ) − vyBx(t ). (A4)

One can see that the nondipole effect on the �̂2/2 term
slightly alters the momentum shift of the photoelectron in the
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direction of laser propagation, whereas it hardly changes the
electron motion in the plane of polarization of the laser pulse.
This has been confirmed in the previous studies [43–45].
Moreover, the nondipole effect has the same impact on the
electrons carrying opposite spins and thus it will not affect our
investigation of the SOC effect. Finally, in experiments, if it
is desired, the nondipole effect can be suppressed by applying
two counterpropagating pulses [46].

Therefore, as long as we are focusing on the SOC effect
on the electronic dynamics in the plane of polarization of the
laser pulse, we can safely omit the nondipole effect for the
studies.

2. The Zeeman term σB/(2c)

Supposing the laser pulse is propagated along the ez direc-
tion, we have B = ∇ × A(z, t ) = (Bx, By). Thus, the Zeeman
term can be written as

1

2c
σB = 1

2c
(σxBx + σyBy)

= 1

2c

(
0 Bx + iBy

Bx − iBy 0

)
. (A5)

Considering its effect on the two-spinor � = (ψ↑, ψ↓)T,
we get

i
∂

∂t

(
ψ↑

ψ↓

)
= 1

2c
σB

(
ψ↑

ψ↓

)

= 1

2c

(
0 Bx + iBy

Bx − iBy 0

)(
ψ↑

ψ↓

)
. (A6)

Then, we obtain the coupled equations for the wave functions
of the spin-up and spin-down electrons as

i
∂ψ↑

∂t
= 1

2c
(Bx + iBy)ψ↓, (A7)

i
∂ψ↓

∂t
= 1

2c
(Bx − iBy)ψ↑. (A8)

It is clear that the Zeeman term contributes to the spin-flip
process, which can be safely omitted once the pulse intensity
is in the nonrelativistic regime (related discussions can be
found in the Ref. [11]).

3. The relativistic correction of the kinetic-energy
term −�̂4/(8c2 )

The ratio between this relativistic correction to the nonrel-
ativistic kinetic energy is

V 4
e /(8c2)

V 2
e /c

= V 2
e

4c2
, (A9)

where Ve represents the speed of the electron. For the ion-
ization scenarios considered in the current research, we have
Ve � 2 a.u. < c × 1.5%, and thus V 2

e /(4c2) < 5.625 × 10−5.
So, the speed of the electron is sufficiently below the relativis-
tic limit and this relativistic correction can be neglected.

4. The Darwin term ∇E/(8c2 )

From the definition of the electric field E(r, t ), it can be
split into two terms: (i) The atomic term EA(r) = −∇V (r),
with V (r) defined by Eq. (6). (ii) The laser field term
EL(z, t ) = −∂A(z, t )/∂t . Then, the divergences of the electric
field in the Darwin term can be written as

∇E(r, t ) = ∇EA(r) + ∇EL(z, t ). (A10)

For ∇EL(z, t ), we get

∇EL(z, t ) = ∂

∂x
EL,x(z, t ) + ∂

∂y
EL,y(z, t ) = 0, (A11)

since EL,x(z, t ) and EL,y(z, t ) do not depend on the coordinates
x and y. For ∇EA(r), we regard that

EA(r) = −∂V (r)

∂r
er, (A12)

and one can easily find that ∇EA is a function of r. From
the numerical point of view, such correction plays a similar
role as the potential parameters to adjust the ionization po-
tentials. Eventually, the Darwin term ∇E/(8c2) = (∇EA +
∇EL )/(8c2) can be interpreted as a small relativistic cor-
rection to the Coulomb potential V (r). On the other hand,
the Darwin term correction is identical for both spin-up and
spin-down electrons. Therefore, omitting the Darwin term will
not affect our investigation of the spin-orbit interaction.
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