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Impact of spatially periodic inhomogeneities on the photon-induced pair creation
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We study the electron-positron pair-creation process under a combination of a temporally periodic and a
spatially periodic field. In the short-time regime where the total yield of created pairs grows linearly, the creation
rate due to the temporally oscillating field has been derived analytically. The creation process under a weak
spatially periodic field is also found analytically by simplifying the model into sets of four-level systems. We
find that the direct energy-conserving transition is negligible; there exist two competing paths that both require
symmetric transitions when crossing the energy gap. In the long-time limit, the total creation yield grows in
a damped oscillatory fashion and finally relaxes to a specific value as the Rabi oscillations of each four-level
system dephase. Compared to the situation with only the temporally periodic field, the spatially inhomogeneous
field can increase the production rate due to the opening of new vacuum decay channels.
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I. INTRODUCTION

One of the most fascinating aspects of quantum electrody-
namics is the prediction that the vacuum can be polarized and
generate electron-positron pairs under an extremely strong
field [1,2]. In 1951 Schwinger calculated the probability of the
vacuum to “break down” under an ultrastrong, static, spatially
uniform electric field [3]. The critical value of this process
is predicted to be Ec = 1.32×1016 V/cm, which requires a
laser beam with an intensity of about 1029 W/cm2. Such a
tremendously strong intensity is not practical under present
experimental conditions. However, due to the continued ad-
vancement of the laser technology [4–9], at some point in the
future it might be possible that the intensity could reach the
critical condition necessary for pair creation.

In the meantime, theoretical studies of the pair-creation
process continue. It was pointed out that besides the effect
of Schwinger tunneling, which induces pair creation under
a steady electric field, an oscillating field can also generate
particle pairs due to the multiphoton transitions. The ad-
vancement of high-power laser systems has led to numerous
theoretical studies investigating the breakdown of the vacuum
resulting from the collision of two or more laser beams. Since
the groundbreaking multiphoton induced pair-creation exper-
iments at the Stanford Linear Accelerator Center (SLAC) in
1994 [10], laboratories worldwide, including the Extreme-
Light Infrastructure [11], the Center for Relativistic Laser
Science [12], SLAC [13], the Rutherford Appleton Laboratory
[14], and the European X-Ray Free-Electron Laser [15], are
actively exploring innovative approaches to probe the quan-
tum vacuum using intense electromagnetic radiation fields.
For example, the current energy range of x-ray free-electron
lasers (200 eV–11 keV) and the potential upgrade to 25 keV
offer exciting prospects for new discoveries.

For a time-dependent and spatially uniform field, the dy-
namics can be described by a set of two-level systems and
the Vlasov equation [16–23]. These can even be solved an-
alytically for some particular fields, because the momentum
is strictly conserved. A spatially homogeneous field can be
realized at the nodes created by colliding laser pulses [24–27].
However, if an additional spatially inhomogeneous field is
considered, these descriptions become invalid, because these
inhomogeneities induce additional couplings between states
with different momentum and complicate the transition pro-
cess. For many references on spatial and temporal fields, see
the recent reviews [28–32]. To generalize the description of
the creation process, the impact of the additional inhomoge-
neous field needs to be taken into account.

In this paper, to analyze how spatial inhomogeneities affect
the pair-creation process, we consider a spatially periodic field
in our model, which only allows for transitions with spe-
cific momentum differences. The creation process under these
combined fields can also be described by the computational
quantum field theory, which solves the Dirac equation nu-
merically with full time and space resolution and allows us
to compare and accurately gauge the approximations or sim-
plifying assumptions.

This paper is organized as follows. In Sec. II we review the
numerical approach to calculate the created electron-positron
particle pairs from the solutions of the Dirac equation and
present the combination of the external fields discussed in this
paper. The short-time behavior of the number of generated
pairs is analyzed in Sec. III, along with a strategy of sim-
plifying the system and obtaining the analytical expressions
for the total yield and creation rate, with and without the
participation of the spatially periodic field. In Sec. IV the
long-time behavior of the total yield is discussed, and we
present the energy spectrum (Sec. V) as well as the transition
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probability due to specific energies (Sec. VI). A conclusion
and an outlook are provided in Sec. VII.

II. METHOD AND MODEL

We adopt a one-dimensional model system to
describe the pair-creation process by using quantum
field theory and solve the Dirac equation numerically
[33–36]. The electron-positron field operator can be
expanded as �̂(z, t ) = ∑

p b̂p(t )up(z) + ∑
p d̂†

p (t )vp(z) =∑
p b̂pup(z, t ) + ∑

p d̂†
pvp(z, t ) through a Bogoliubov

transform. Here b̂p(t ), d̂†
p (t ), b̂p, and d̂†

p denote the
time-dependent and -independent annihilation and creation
operators for positive or negative states, respectively. The
time-dependent operators are linear superpositions of the
time-independent operators and can be obtained, e.g., from
the corresponding solutions to the Heisenberg operator
equations. In our case this formalism is equivalent to
transferring the time evolution onto the wave-function states.
This (Bogoliubov-transformation-related) formalism was
developed first in earlier studies of relativistic heavy-ion
collisions, often associated with the work of Greiner’s group
[37]. The wave functions up(z) and vp(z) are the positive- and
negative-energy eigenvectors that can be obtained by solving
the force-free Dirac equation in a finite box, while up(z, t )
and vp(z, t ) are the time-dependent states with positive and
negative energies that evolve according to the Hamiltonian of
the system. Obviously, in the (computationally impractical)
limit of an infinite box, these states can be constructed
analytically with a simple z dependence.

The spatial probability density of created pairs is defined
as ρ(z, t ) = 〈vac|[�̂ (p)(z, t )]†�̂ (p)(z, t )|vac〉, where |vac〉 de-
notes the vacuum state, defined by d̂p|vac〉 = b̂p|vac〉 = 0.
The total number of created electron-positron pairs can be ob-
tained via a space integral of the probability density. Here �̂ (p)

denotes the positive-energy portion of the field operator. After
some derivation, the expression of the total number is ob-
tained as

∫
ρ(z, t )dz = ∫ ∑

p

∑
p′ |u†

p(z)vp′ (z, t )|2dz, where
vp(z, t ) is the time-evolved wave function with vp(z, t = 0) =
vp(z). The two absolute value signs denote the scalar prod-
uct of the spinor-wave functions. We denote with N (t ) the
total number of particles per unit length. The time evolu-
tion of the function vp(z, t ) follows from the Dirac equation
i ∂
∂t vp(z, t ) = [cσ1 p̂z − σ1A(z, t ) + σ3c2 + V (z, t )]vp(z, t ) (in

atomic units from now on, where h̄ = 1, the mass and electric
charge of an electron m = e = 1, the fine-structure constant
α = 1/137.036, and the speed of light c = 137.036). In a
spatially reduced approach, the role of the usual 4×4 Dirac
matrices, often denoted by αx, αy, αz, and β, can be mapped
onto the 2×2 Pauli matrices denoted by σ as the spin direction
becomes invariant and decoupled. We use the split-operator
technique [38–42] and the Fourier transformation to solve it
numerically on time and space grids. Our model utilizes pe-
riodic boundary conditions and selects reasonable spatial and
temporal lengths such that particles that arrive at the bound-
aries cannot return to the interaction region. The results do
not depend on the particular choice of our (purely numerical)
parameters such as the spatial grid spacing, the total number of

spatial grid points, or the temporal grid spacings, the extension
of the total computational box.

As the decomposition into the electronic and positronic
portions of the full field operator is based on the projection
onto the force-free states, all time-dependent computed quan-
tities become the true physical observables if the fields were
turned off instantly to zero at that particular moment in time.
The problem of interpreting particles during the interaction is
a very important one and has been discussed already in the
literature [43–47].

The external field we study in this paper consists of a
combination of two parts, that is, a spatially homogeneous
and time-dependent field, which is represented by the vector
potential A(t ) = F0c

ω
cos ωt = A0 cos ωt , and a spatially peri-

odic field introduced by the scalar potential V (z) = V0 cos kz.
The spatially homogeneous vector potential can only trigger
symmetric transition with identical momentum and oppo-
site energy; the additional spatially inhomogeneous scalar
potential breaks the momentum conservation and stimulates
asymmetric transitions with different momentum. To simplify
the analysis regarding the spatially inhomogeneous field, we
chose a periodic scalar potential that only allows transitions
with a momentum difference of multiples of k. We investigate
the impact of the spatially inhomogeneous field both numer-
ically and derive analytical expressions for the pair-creation
rate. While it is more difficult to realize this in terms of
any multibeam configuration, it seemed, from a theoretical
point of view, more natural for us to be able to consider the
space-dependent field as an additional small perturbation first.

III. SHORT-TIME BEHAVIOR
OF THE CREATION PROCESS

In this section we discuss the short-time behavior of the
pair-creation process under the combined fields, where the
total number of created pairs grows linearly over time and
therefore can be characterized by a single rate. We will derive
analytical expressions for this rate for the larger frequency
case, which can be viewed as the complementary expression
to the well-known Brezin-Itzykson rate [48] for the low-
frequency limit and the zero-frequency limit of Schwinger.
We point out, however, that with present laboratory means the
high-frequency limit for large intensities is at the moment too
demanding to be realized. We also show how these rates are
generalized to account for asymmetric momentum transitions
induced by spatially inhomogeneous fields.

A. Three rates for the vacuum decay due to a temporally
periodic field

We first set V0 = 0 to eliminate the spatially inhomoge-
neous field and only consider the vector potential A(t ) =
A0 cos ωt . In order to compare the numerical results with the
rate supported by the analytical formulas of Schwinger [3]
and Brezin and Itzykson [48], the total numbers N (T ) of
created pairs as a function of the frequency ω at a specific
time T = 0.01 are presented together with the results that are
given by the analytical formulas N (T ) = 	 T . For ease of
understanding, in Fig. 1 the frequencies are presented in SI
units, where α is the fine-structure constant.
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FIG. 1. The total number of created pairs per unit length as a
function of the frequency ω at a time T = 0.01h̄/(mc2α2). The
amplitude of the electric field of (a) is F0 = 0.2c3m2/(eh̄) and for
(b) is F0 = 0.01c3m2/(eh̄). The frequency ω is graphed in units of
mc2/h̄. The numerical parameters are box length L = 12 a.u., the
number of spatial grid points Nd = 1024, and the number of time
steps Nt = 12 000.

To observe the details of multiphoton transition, a strong
intensity of the electric field F0 = 0.2c3 is used in Fig. 1(a).
The simulation results of solving the Dirac equation numeri-
cally are presented by the open circles. Multiple peaks found
in the figures are attributed to multiphoton transitions with
different orders. For example, the rising edge at ω = c2 corre-
sponds to the threshold of the two-photon transition, and the
peak around ω = 0.67c2 is related to the three-photon tran-
sition. Other distinguished peaks for even smaller ω are due
to higher orders of photon transitions. As shown in Fig. 1(a),
for larger ω, the order of multiphoton transition becomes 1
and the maximum yield increases. For really low frequencies
with ω < 0.2c2, due to the very long optical periods, it is
very difficult to calculate the final yield based on finite grid
methods. In contrast to fields with larger frequency, this al-
lows us to examine pulses only with a very small number of
cycles. For example, with our constant final interaction time
of T = 0.01 a.u., this would correspond for ω = 0.2c2 to only

contain three cycles; in that case the impact of the sudden
turning on and off of the field becomes very significant. For
that reason we start to present the Dirac results (see the open
circles) only for frequencies larger than ω = 0.2c2.

To compare the simulation results with the analytical rates,
we first present the yield predicted by Schwinger under a
spatially uniform constant field, which should be the limit of
ω → 0 in the figure. Applied to our geometry, the well-known
Schwinger rate is given by

	1 = F0

2π
e− πc3

F0 . (1)

Therefore the yield is independent of the frequency ω and
should be a horizontal line in Fig. 1(a), as shown by the
dash-dot line labeled with 	1T .

The dashed curve with label 	2T is provided by the rate of
an oscillating uniform field, which increases with ω and ap-
proaches 	1T when ω → 0. This rate was derived by Brezin
and Itzykson [48] as

	2 = F0

2π

1

g(γ ) + 1
2γ g′(γ )

e− πc3

F0
g(γ )

, (2)

where γ ≡ ω/F0 and the integral is given by

g(z) = 4

π

∫ 1

0
dy

(
1 − y2

1 + z2y2

)1/2

. (3)

As shown in Fig. 1(a), 	2T (the dashed curve) captures the
overall growth predicted by the Dirac equation with increas-
ing ω, but it is monotonic and cannot describe the detailed
structures of the multiple peaks.

This spatially homogeneous system can also be described
exactly by the Vlasov equation [16–23], which can predict the
transition between two levels with identical momentum p. The
equations are given by

dρ

dt
= 2B(t )G(t )

dG

dt
= B(t )[1 − 2ρ(t )] − 2

dθ

dt
H (t )

dH

dt
= 2

dθ

dt
G(t ),

(4)

with B(t ) = −bpA(t ) and θ (t ) = ∫ t dτ [Ep − apA(τ )], here
ap ≡ cp/Ep = cp/

√
c4 + c2 p2, bp ≡ c2/Ep. These equa-

tions are solved with the initial condition ρ(0) = G(0) =
H (0) = 0, where the solution of ρ(t ) is the transition prob-
ability for each state with momentum p and energy Ep. By
summing over p the total yield can be obtained; the result is
presented by the solid curve, which matches the predictions
of the Dirac equation. This perfect agreement gives credence
to the accuracy and reliability of the numerical solution tech-
nique of the Dirac equation. We note that the standard Vlasov
equation approach can also be expressed in terms of the force-
free (nonadiabatic) eigenstates [49,50]. However, for finite
pulses they predict the same output after the interaction.

The case ω > 2c2 for a weak electric field F0 = 0.01c3 is
shown in Fig. 1(b). The open circles and black solid curve
represent the result of solving the Dirac and Vlasov equation,
respectively, and the black dashed line is 	2T according to
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Ref. [48]. Obviously, the rate 	2 poorly reproduces the simu-
lation results, which means that 	2 cannot be applied for large
ω. While the low-frequency limits can be approximated by
the Schwinger and Brezin-Itzykson rates, an analytical rate
for the high-frequency domain has not been discussed in the
literature yet. Below we will derive this rate, 	3, for frequen-
cies which exceed the energy gap 2c2.

In a spatially uniform field A(t ) = A0 cos ωt , a state with
momentum p and negative energy E−

p = −Ep can only couple
to a state with identical momentum p and positive energy
E+

p = Ep. This can be described by the following differen-
tial equations for the amplitudes C+

p (t ) and C−
p (t ), assuming

φ(z, t ) = ∑
p C+

p (t )up(z) + ∑
p C−

p (t )vp(z), where up(z) and
vp(z) are the initial positive and negative state with no external
field,

iĊ+
p (t ) = [E+

p − apA0 cos(ωt )]C+
p (t ) − bpA0 cos(ωt )C−

p (t )

iĊ−
p (t ) = −bpA0 cos(ωt )C+

p (t ) + [E−
p + apA0 cos(ωt )]C−

p (t ).

(5)

By applying unitary transformations C+
p (t ) = e−iE+

p t

eiapA0
∫ t

0 cos(ωτ )dτ D+
p (t ),C−

p (t ) = e−i(E+
p −ω)t e−iapA0

∫ t
0 cos(ωτ )dτ

D−
p (t ), the solutions for C−

p (0) = 1 and C+
p (0) = 0 can be

written as (see Appendix A for more details)

D−
p (t ) = ei(E+

p −E−
p −ω)t/2

[
cos

(
�

2
t

)
+ i(E+

p − E−
p − ω)

× sin
(

�
2 t

)
�

]

D+
p (t ) = iA0bp

�
J0

(
2apA0

ω

)
ei(E+

p −E−
p −ω)t/2 sin

(
�

2
t

)
. (6)

Here � ≡
√

(E+
p − E−

p − ω)2 + A2
0b2

pJ2
0 ( 2apA0

ω
) =√

(2Ep − ω)2 + A2
0b2

pJ2
0 ( 2apA0

ω
), and J0 is the zeroth-order

Bessel function. Note we have used the identity eiα sin ωt =∑∞
m=−∞ Jm(α)eimωt and approximated the summation by the

m = 0 term. Therefore the total number of created pairs, given
by the sum of the transition probabilities over all momenta,
can be found as

N3(t ) =
∞∑

p=−∞
|D+

p (t )|2 =
+∞∑

p=−∞

A2
0b2

p

�2
sin2

(
�

2
t

)
. (7)

In the perturbative limit 2apA0

ω
	 1, the term J0( 2apA0

ω
) has been

replaced by 1 because the Bessel function argument is much
smaller than 1. Due to the term � =

√
(2Ep − ω)2 + A2

0b2
p,

the transition probability is centered at the resonant transi-
tion energy Ep = ω/2. Meanwhile, the coefficient bp changes
slowly with p; therefore we replace bp by a specific value bp0

(p0 is the momentum for the resonant transition).
To simplify Eq. (7), we replace the summation over the

discrete momentum with an integral over � by multiply-
ing Eq. (7) with the Jacobian J = ∂n

∂ p
∂ p
∂Ep

∂Ep

∂�
. Here the

first factor is ∂n
∂ p = L/2π (L is the box length), and ∂Ep

∂�
=

�/(2
√

�2 − A2
0b2

p). For the term ∂ p
∂Ep

that is dependent on
the energy, Ep can also be substituted by the resonant energy

ω/2, leading to ∂ p
∂Ep

= 1/(c
√

1 − 4c2/ω2). As a result, Eq. (7)
becomes

N3(t ) = L

2πc
√

1 − 4c2/ω2

4F 2
0 c6

ω4

×
∫ ∞

A0bp0

A2
0b2

p0

�2
sin2

(
�

2
t

)
�√

�2 − A2
0b2

p0

d�. (8)

Here we introduced a factor of 2 in Eq. (8) to reflect the
fact that the sum over p starts from −∞, while the sum
over � starts from A0bp0 . For the limit of A0bp0 approaching
0, substituting the formula

∫ ∞
0 (sin x/x)2dx = π/2, we get a

linear time dependence of the total number,

N3(t ) ≈ L

2
√

1 − 4c4/ω2

F 2
0 c5

ω4
t . (9)

Therefore the creation rate 	3 per unit length for ω > 2c2 is
given by the final expression

	3 = 1

2
√

1 − 4c4/ω2

F 2
0 c5

ω4
. (10)

In contrast to the monotonically increasing Brezin-Itzykson
rate 	2, this rate decreases ∼ω−4 with the oscillation fre-
quency ω of the field. Close to the singularity at the threshold,
it decreases even more rapidly.

In order to gauge the reliability of the approximations that
led to this simple expression, we have compared in Fig. 1(b)
the prediction 	3T (the red crosses) with the exact data ob-
tained from the simulation based on the Dirac equation. The
agreement is superb. In fact, the match is much better than the
corresponding one observed for the Brezin-Itzykson rate.

B. Opening of new decay channels due to combined temporal
and spatial fields

1. General theory for periodic fields

Due to the presence of an additional spatially inhomoge-
neous potential, the conservation of momentum is broken,
which results in the opening of more vacuum decay channels
beyond the ones leading to transition to positive energies
centered around Ep = ω/2. In that case, having only two
equations, Eq. (5), for each momentum pair becomes insuf-
ficient. In fact, for an additional periodic field V0 cos kz, we
need (in principle) an infinite set of coupled equations to
describe the dynamics of the state amplitudes (see Appendix B
for more details):

iĊ+
p (t ) = [Ep − apA(t )]C+

p (t ) − bpA(t )C−
p (t )

+ cp,p−k
V0

2
C+

p−k (t ) + dp,p−k
V0

2
C−

p−k (t )

+ cp,p+k
V0

2
C+

p+k (t ) + dp,p+k
V0

2
C−

p+k (t ),

iĊ−
p (t ) = −bpA(t )C+

p (t ) − [Ep − apA(t )]C−
p (t )

− dp,p−k
V0

2
C+

p−k (t ) + cp,p−k
V0

2
C−

p−k (t )

− dp,p+k
V0

2
C+

p+k (t ) + cp,p+k
V0

2
C−

p+k (t ),
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iĊ+
p−k (t ) = [Ep−k − ap−kA(t )]C+

p−k (t ) − bp−kA(t )C−
p−k (t )

+ cp,p−k
V0

2
C+

p (t ) − dp,p−k
V0

2
C−

p (t ),

iĊ−
p−k (t ) = −bp−kA(t )C+

p−k (t ) − [Ep−k − ap−kA(t )]C−
p−k (t )

+ dp,p−k
V0

2
C+

p (t ) + cp,p−k
V0

2
C−

p (t ),

iĊ+
p+k (t ) = [Ep+k − ap+kA(t )]C+

p+k (t ) − bp+kA(t )C−
p+k (t )

+ cp,p+k
V0

2
C+

p (t ) − dp,p+k
V0

2
C−

p (t ),

iĊ−
p+k (t ) = −bp+kA(t )C+

p+k (t ) − [Ep+k − ap+kA(t )]C−
p+k (t )

+ dp,p+k
V0

2
C+

p (t ) + cp,p+k
V0

2
C−

p (t ). (11)

Here the coupling constants are cp,p∓k ≡
[
√

(Ep∓k + c2)(Ep + c2) + √
(Ep∓k − c2)(Ep − c2)]/

(2
√

Ep∓kEp), and dp,p∓k ≡ [
√

(Ep∓k + c2)(Ep − c2) −√
(Ep∓k − c2)(Ep + c2)]/(2

√
Ep∓kEp).

With the spatially periodic field V (z) = V0 cos(kz) consid-
ered, new channels are opened because an initial negative-
energy state with momentum p also couples to the negative-
and positive-energy states with momentum p + k and p − k,
which are indicated by the six equations in Eq. (11). It is
worth mentioning that if we replace the momentum p in
Eq. (11) with p + k, then it will couple to states of momentum
p + 2k as well, which means states of momentum p + 2k are
in principle also coupled to states of momentum p. These
couplings can be recognized as higher-order effects of the
spatially periodic field and cannot be ignored if the spatially
inhomogeneous field is sufficiently strong.

2. Theory for the perturbative limit leading to independent
sets of four-level systems

In principle, the equations of Eq. (11) are infinitely cou-
pled for any momentum; however, to analytically solve the
process, in the following analysis we choose a relatively weak
amplitude V0 to simplify the transitions to a situation in which
only couplings between states with momentum p and p ± k
need to be considered. Energy conservation arguments sug-
gest that any transition energy from a negative-energy state to
a positive-energy state should be equal to the energy ω of the
photon. In the case of a spatially uniform field that only allows
for symmetric transitions, the resonant transition between the
states of energy −Ep and Ep, and Ep − (−Ep) = ω leads to

momentum p0 =
√

ω2/4 − c4/c.
Once a spatially inhomogeneous field breaks the conser-

vation of momentum, arbitrary momentum states p1 and p2

of the lower and upper continuum are coupled in an “energy-
conserving” fashion, as long as they satisfy Ep2 − (−Ep1 ) =
ω. However, for a spatially periodic field, such as V (z) =
V0 cos kz, in lowest order of V0 the initial and final momentum
are restricted to p2 = p1 ± k.

After considering the extra coupling with states of momen-
tum p + k and p − k, the condition of energy conservation
is satisfied twice more, with asymmetric transitions from
momentum p− to p− + k, and from p+ to p+ − k, where
p− and p+ denote the resonant momenta of the two newly

FIG. 2. The transition paths from |p〉− to |p + k〉+.

opened channels, respectively. In addition, p− + k = p+ and
p+ − k = p−. For given k and ω, the two momenta p− and p+
can be determined from Ep+ − Ep− = ω and p+ − p− = k.
For the parameters ω = 2.5c2 and k = 41.9, they amount to
p0 = 102.7, p− = 80.4, and p+ = 122.3, respectively. Com-
pared with the case of a spatially uniform field, which only
has one symmetric resonant transition, the combined field has
three resonant transitions, as two more asymmetric channels
opened. Note that the symmetric transition involving states
with identical momentum is independent of the asymmetric
transition involving states with momentum difference of k.
Therefore they contribute to the total yield separately.

To discuss the influence of the spatially inhomogeneous
field on the creation process, we focus on transitions between
states with momentum centered around p− and p+, because
they account for the vast majority of the total yield in addition
to the transitions from p0 to p0 for V0 = 0. Due to the discrete
grids in the numerical simulation, the momentum cannot be
exactly p− = 80.4, so we choose a negative-energy state of
momentum p = 80.1 near p− and discuss the coupling to
the positive-energy state with momentum p + k around p+.
In that case, the infinitely coupled equations, Eq. (11), are
reduced to four equations which represent the couplings of
four levels as shown in Fig. 2. The vertical direction reflects
the energy E of the state, and the gray shaded areas are
the continuous positive and negative states, respectively. To
simplify the discussion, we label the negative- and positive-
energy states with momentum p as |p〉−, |p〉+, and momentum
p + k as |p + k〉−, |p + k〉+, respectively.

As the coupling strengths between these four states differ
significantly in magnitude, the initial state |p〉− is coupled via
two mutually interfering pathways (via transitions 1© and 2©
or via 3© and 4©) to the final state |p + k〉+. Quite interest-
ingly, according to our results (illustrated in Fig. 3), the direct
and fully resonant path (dashed line) between these two states
is negligible. Also, the transition 1© in Fig. 2 from |p〉− to
|p〉+ is an off-resonance transition because p differs signifi-
cantly from the optimal momentum for symmetric resonant
transition, which is p0 = 102.7.
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FIG. 3. The time evolution of the transition probability |C+
p+k (t )|2

with specific momentum p = 80.1, k = 41.9, and V0 = 0.01c2.
Parameters for the oscillating field are F0 = 0.1c3 and ω = 2.5c2.

The time evolution of the transition probability under a
weak amplitude V0 = 0.01c2 is shown in Fig. 3. We show the
time evolution of |C+

p+k (t )|2 from the numerical calculation
of the four differential equations for the states |p〉−, |p〉+,
|p + k〉−, and |p + k〉+ in Eq. (11) by setting C−

p (0) = 1,

C+
p (0) = C−

p+k (0) = C+
p+k (0) = 0. This is illustrated by the

blue solid curve in Fig. 3. The black solid curve is the nu-
merical result of solving the Dirac equation. Both the period
and the amplitude of the simulated results are fairly well
recovered by the solution of the four differential equations.
The oscillatory data in Fig. 3 with a maximum value of about
0.3 suggests Rabi oscillations take place between states that
are in near resonance with the external field. In Eq. (11) the
coefficients in front of the amplitudes indicate the strength of
coupling between the corresponding states. For the parame-
ters in Fig. 3, bpA0 = 648.5, bp+kA0 = 561, cp

V0
2 = 93.4 and

dp
V0
2 = 12. The last term is the transition strength between

|p〉− and |p + k〉+, and is relatively small compared to other
coefficients, suggesting the irrelevance of the direct and fully
resonant path. In order to test this, we set dp = 0 and solve the
differential equations again; the results remain unchanged, as
shown by the blue crosses in Fig. 3. Therefore a transition that
starts from |p〉− has only two mutually interfering pathways
to the final state |p + k〉+. Notice that in both paths there
is a symmetric transition with identical momentum: |p〉− to
|p〉+ 1© or |p + k〉− to |p + k〉+ 4©, which indicates that to
cross the energy gap, a symmetric momentum transition is
preferred.

The terms dp,p−kC
+
p−k (V0/2) and dp,p+kC

−
p+k (V0/2) con-

tribute in principle to the evolution of dC+
p /dt in the first

equation of Eqs. (11) and can formally couple the (initially
populated) lower state with amplitude C−

p+k and momentum
p + k into the upper continuum with amplitude C+

p . However,
as the dynamically relevant couplings in the energy-level dia-
gram Fig. 2 indicates, the direct population transfer from this
level is dynamically not so important in lowest order. Besides,
this term is independent of the electric field associated with
the temporal inhomogeneity proportional to A0, and its exis-

tence stems from the special additive form of the configuration
we chose.

3. Decay rate for V0-induced non-momentum-conserving
transitions

In general, a four-level system cannot be solved analyt-
ically. However, as |p〉− and |p + k〉+ carry most of the
population, we adopt an adiabatic approximation of the in-
termediate states |p〉+ and |p + k〉−, neglecting the terms
involving dp,p−k and dp,p+k , thus further simplify the system
into a two-level system (see Appendix C for more details):

iḊ−
p (t ) = QD−

p (t ) + RD+
p+k (t )

iḊ+
p+k (t ) = RD−

p (t ) + SD+
p+k (t ),

(12)

where the expressions for the new effective coupling constants
Q, R, and S are

Q = b2
pA2

0

4(ω − 2Ep)
+ c2

p,p+kV
2

0

4(Ep − Ep+k )

R = −cp,p+kV0

4

(
bpA0

ω − 2Ep
+ bp+kA0

Ep+k − Ep

)
(13)

S = (Ep + Ep+k − ω) + b2
p+kA2

0

4(Ep+k − Ep)
+ c2

p,p+kV
2

0

4(ω − 2Ep)
.

Note that the effective coupling R between |p〉− and |p + k〉+
clearly displays the coexistence of two paths. It is given by the
sum of the two terms, which both contain the factor cp,p+kV0

corresponding to the transitions 2 or 3 between |p〉 and |p + k〉
as well as the factor bpA0 and bp+kA0 corresponding to the
symmetric momentum transitions 1 or 4, as pointed out in
Fig. 2.

The analytical solutions for D−
p (0) = 1 and D+

p+k (0) = 0
can be obtained as

D−
p (t )  e− i

2 (Q+S)t

[
cos(�st/2) + i(Q − S)

�s
sin(�st/2)

]

D+
p+k (t )  −ie− i

2 (Q+S)t 2R

�s
sin(�st/2). (14)

Here �s =
√

4R2 + (Q − S)2. This spatially dressed Rabi
frequency �s approaches �s → b2

pA2
0/[4(ω − 2Ep) + (Ep +

Ep+k − ω)] in the limit V0 → 0. We graph the analytical
solution Eq. (14) in Fig. 3 as the red open circles, which repro-
duces the time-dependent behavior of the simulation results
very well. We do not have any clear explanation as to why a
theory based on more approximations seems to match the data
better than one with less approximations.

To discuss the total yield introduced by the spatially in-
homogeneous field, we need to sum over all momenta of
Eq. (14). The factor of 2 accounts for the additional transition
from |p〉− to |p − k〉+, which produces an identical yield
as the transition from |p〉− to |p + k〉+ as discussed above.
Then the expression of the total number due to the spatially
inhomogeneous field can be obtained,

N4(t ) = 2
+∞∑

p=−∞
|D+

p+k (t )|2 =
+∞∑

p=−∞

8R2

�2
s

sin2(�st/2). (15)
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FIG. 4. The time evolution of the yield caused by the spatially
periodic field for different strengths of V0 with k = 41.9. Parameters
for the temporally oscillating field are F0 = 0.1c3 and ω = 2.5c2.

This equation is functionally very similar to Eq. (7). By adopt-
ing the same procedure of obtaining the early-time rate as
discussed in Sec. III A, the creation rate due to the spatially
inhomogeneous field is given by

	4 = R2
0

c
√

1 − 4c2/ω2
. (16)

Here R0 denotes the coupling constant R evaluated for reso-
nant momentum p− = 80.4, where the transition probability
is maximum. While 	4 shares the same threshold singularity
as 	3, it is proportional to (A0V0)2 and has a nontrivial depen-
dence on the spatial scale k.

To verify the analytical results, we subtract the contribu-
tions to the yield associated with the symmetric momentum
transitions from the simulation results and compare the time
evolution of the yield caused by the spatially periodic field
individually with the above analysis in Fig. 4.

The black solid lines are the simulation results; here we
present two different amplitudes of the periodic field, V0 =
0.01c2 and V0 = 0.02c2. Notice that the yields of the created
pairs do not start growing right after the turn-on of the com-
bined field, which indicates that the impact of the spatially
inhomogeneous field is delayed. Then the yields grow linearly
with time. The straight red dashed lines are predictions ac-
cording to the analytical rate 	4 provided by Eq. (16). A delay
time t0 = 0.0015 is chosen manually in order to match the
solutions of the Dirac equation, and the red dashed lines both
agree well with the simulation results. However, we presently
still do not have any explanation for the physical mechanism
for the observed delay.

As several prior studies have suggested that the spatial
degree of freedom of an external field typically decreases
the overall pair-creation efficiency, we have to examine the
nature of the predicted increase for our system in more detail.
The key question we must address is whether our increase due
to the addition of the spatially inhomogeneous field is trivial
and can be simply explained in terms of the increase of the
resulting total electric field or energy associated with A(t ) and
V (z). In other words, for a fair comparison we have to relate
the pair-creation rate triggered by the dual space-time caused
yield triggered by both A(t ) and V (z) with an exclusively

temporally induced rate [only due to A(t )] under conditions of
the same overall intensity or same electric field. As in many
dynamical systems driven by time-dependent external forces,
the total available energy provided is usually the most relevant
quantity. We felt that keeping the intensity constant provides
the most natural and fair comparison between the effects of
both forces, compared to considering other powers of the force
amplitude. To do so we can use the analytical expressions
for two rates 	3(F0) [Eq. (10)] and 	4(F0,V0) [Eq. (16)] as
derived above.

The total electric field associated with both excita-
tion modes, defined as F (z, t ) ≡ −A(t )/c − V ′(z), amounts
to F (z, t ) = F0 sin(ωt ) + V0k sin(kz). We can define a
space-time-averaged intensity as the double integral I ≡
(ZT )−1

∫
dz

∫
dtF 2(z, t ), where the two scales are given

by Z = 2π/k and T = 2π/ω. We obtain for this inten-
sity I = (F 2

0 + V 2
0 k2)/2, which means that two excitation

forces given by the two amplitudes [F0,V0] and alternatively
by the two amplitudes [Fsingle ≡ (F 2

0 + V 2
0 k2)1/2,Vsingle = 0]

have the same effective intensity I .
It turns out that the observed total vacuum decay rate

	3(F0) + 	4(F0,V0) exceeds 	3(Fsingle), and therefore the spa-
tial field enhances the yield. By applying the parameters used
in Fig. 4, we can calculate the rate caused solely by A(t ) as
	3(F0) = 1098. When V0 = 0.01c2, the value of 	4(F0,V0)
is 7.4. In this case we can obtain 	3(Fsingle) = 1099 and the
sum of 	3(F0) and 	4(F0,V0) is 1105. When V0 = 0.02c2 is
increased to 	4(F0,V0) = 29.7, we can observe 	3(Fsingle) =
1102, while the sum of 	3(F0) and 	4(F0,V0) becomes 1128.
This means that the observed increase of the yield is indeed
an enhancement for the fixed intensity case.

We briefly describe the result for another comparison
where we kept maximum field strength Fmax = F0 + V0k fixed
instead of maintaining the space-time integral I = (F 2

0 +
V 2

0 k2)/2 constant. In this scenario the parameters used are
the same as those in Fig. 4, with V0 = 0.01c2, resulting in
a corresponding maximum electric field strength of Fsingle =
F0 + V0k(= 0.103058c3). The field associated with the single
field denoted as 	3(Fsingle) is found to be 1166, which is larger
than the actual rate 1105. This suggests that in the second
scenario, where Fmax is kept constant, we do not observe
any enhancement. Therefore, if the spatial field can actually
enhance the yield or not depends on the details on how this
comparison is performed.

IV. LONG-TIME BEHAVIOR

In this section we discuss the long-time behavior of the
total yield N (t ) for different amplitudes of the spatially pe-
riodic field V0. In Fig. 5 the black solid curves are the
simulation results of the Dirac equation. When V0 = 0 and
only the spatially uniform field is considered, the total yield
first experiences a linear growth at the early stage as we
discussed in Sec. III A, and then it oscillates with the Rabi
frequencies of the two-level systems. Obviously, the oscilla-
tion fades as time evolves and the Rabi oscillation of each
transition dephases. In the long-time limit, it saturates and
approaches the horizontal black dotted line, which is given
by Eq. (7) with the term sin2( �

2 t ) replaced by 0.5. Also, the
analytical total yield indicated by Eq. (7) is shown as the
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FIG. 5. The time evolution of the total number of pairs per unit
length for different strengths of V0 with k = 41.9. Parameters for the
temporally oscillating field are F0 = 0.1c3 and ω = 2.5c2.

blue crosses, which are in good agreement with the simulation
results.

For a weak field V0 = 0.01c2, the simulation result N (t )
is shown by the black solid curve in Fig. 5, which has the
same shape as for V0 = 0 but with some extra pair production.
In addition to pairs produced by the spatially uniform field,
the newly opened channels due to the spatially periodic field
create additional particle pairs and lead to an increase of the
total yield. For the contribution to the total yield provided by
the dominant symmetric transition, we can adopt the results of
Eq. (7) because such a weak field V0 = 0.01c2 does not affect
this transition. For the part provided by the asymmetric tran-
sition, the analysis in Sec. III B is applicable, where Eq. (15)
is the extra yield caused by the spatially inhomogeneous field.

According to the discussion in Sec. III, the symmetric
transition only involves states with identical momentum p
and is optimal at p0 =

√
ω2/4 − c4/c, while the asymmetric

transitions are about states of momentum p and p ± k and
are most probable at p− or p+. Hence, these two sets of
systems do not couple with each other and contribute to the
total yield separately. The red open circles in Fig. 5 represent
the summation of the analytical results given by Eqs. (7) and
(15), which again agrees with the simulation results very well.

The nonoscillatory long-time behavior reflects the fact that
each transition has its own Rabi frequency, which then gets
out of phase with other transitions and therefore cancels out.
As we suggested above, however, in the short-time limit cor-
responding to finite pulses, the number of particle pairs should
still reflect the Rabi oscillations. Especially for early times the
small difference between the Rabi frequencies makes these
transitions oscillate almost fully in phase.

Even if we were to consider a smoothly-turned-off pulse
envelope, the oscillations in the final particle yield as a func-
tion of the total pulse duration are still present for short pulses.
To test this we have repeated our simulations but replaced
the abrupt turn-off with an added sin2 envelope turn-off of
various durations. The chosen turn-off times varied between
one and ten optical cycles of the field. As expected, the Rabi
oscillations in the final yield as a function of the total pulse
duration were still present. While the amplitude was nearly

FIG. 6. The final total pair-creation yield N (T ) as a function of
the frequency ω at a time T = 0.03. The amplitude of the field is
F0 = 0.3c3, and k = 21.

unchanged, the phase (timing of maximal amplitude) was very
slightly shifted, reflecting the expected overall longer effective
interacting time associated with those cases where the turn-off
period was chosen longest. In Fig. 6 we present the final pair-
creation yield at time T = 0.03 as a function of the frequency
ω. The black dashed curve is for V0 = 0, and the red curve is
for V0 = 0.01c2 with k = 21. In contrast to Fig. 1(b), where
the total yield decreases monotonically, here the total number
oscillates. In Fig. 1 the yield grows linearly at early times,
while in Fig. 6 for longer time the yield oscillates with a period
that depends on the frequency ω. For each frequency the yield
oscillates with time as shown in Fig. 5, with a cycle that is
related to the frequency. Near the threshold these oscillations
become more severe. Therefore, for different frequencies the
phases are different at the same observing time of T = 0.03,
resulting in the physical peaks seen in the graph.

For the red curve for V0 = 0.01c2 it shows a similar os-
cillating behavior as the black dashed curve due to the same
vector potential. The yield increment is caused by the newly
opened channels triggered by the spatially inhomogeneous
field. The red curve in Fig. 6 is well described by the analytical
theory derived above. The final and unambiguous particle
yield pair creation is obtained after the pulse is suddenly
switched off at time t = T . Therefore it is not a surprise
that this graph still reflects the temporal oscillations already
displayed in Fig. 5 for T > 0.03, except that here they are
manifest as oscillations as a function of the laser frequency.
Had we chosen a sufficiently longer interaction time, these
oscillations in Fig. 6 would have disappeared.

V. ENERGY SPECTRA

In this section we discuss the pair-creation process
from the perspective of the energy spectra defined as
〈vac|b†

p(t )bp(t )|vac〉, which is obtained by solving the Dirac
equation numerically. In Fig. 7 we present the energy spectra
for zero, weak, and large amplitudes of the periodic potential,
V0 = 0 for (a), V0 = 0.01c2 for (b), and V0 = 0.05c2 for (c).
In Fig. 7(a) where the spatially inhomogeneous field is ab-
sent, the envelope of the energy spectrum has only one peak
centered at energy Ep = ω/2 = 1.25c2 and p0 = 102.7. It is
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FIG. 7. The energy spectrum of the created positrons at time
T = 0.1 for V0 = 0 (a), V0 = 0.01c2 (b), and V0 = 0.05c2 (c) with
k = 41.9. Parameters for the temporally oscillating field are
F0 = 0.1c3 and ω = 2.5c2.

associated with the on-resonant transition and Ep − (−Ep) =
ω. We also plot the amplitude of the analytical solution
|D+

p (t )|2 in Eq. (6) as the red curve, which depicts the pro-
file of the peak perfectly. The fine structures inside the peak
oscillate with time, which can also be described by Eq. (6).

If we include a weak, spatially periodic field with strength
V0 = 0.01c2 in Fig. 7(b), the structure of the middle peak re-
mains basically unchanged. In addition, there appear two new
peaks due to the newly opened decay channels. The asymmet-
ric transitions from |p〉− to |p ± k〉+ are now also allowed.
For the parameters ω = 2.5c2 and k = 41.9, the transition
should be maximized at p− = 80.4 with Ep− = 1.16c2 and
p+ = 122.3 with Ep+ = 1.34c2, which is exactly the center
of the two new peaks in Fig. 7(b). We also portray the profile
of the peaks with the amplitude of the analytical solution in
Eq. (14), as shown by the red curve in Fig. 7(b). The analytical
solution predicts not only the center but also the widths of the
peaks and all the oscillatory details, as presented in Fig. 7(b).
Note that the side peaks are relatively narrow and located far
from the main peak as we choose a large k = 41.9. Therefore,
in order to recover the total number of pairs one can simply
add up Eqs. (7) and (15) as we did in Sec. IV. However, the
side peaks will become closer to the center of the main peak
with a decreasing k, in which case the interference between
the symmetric transitions and their resultant side peaks might
occur.

In Fig. 7(c) a stronger field V0 = 0.05c2 is calculated,
where at least five distinguished peaks can be observed. The
main peak now is different from the peak in Fig. 7(a), because
such a strong nonuniform field is able to affect the sym-
metric transitions and thus change the time evolution of the
transition probabilities. In fact, as the Rabi frequency becomes
comparable to the peak’s width, we see the beginning of
the Autler-Townes splitting [51–58]. On the other hand, two
peaks corresponding to p− and p+ become wider as a result
of a stronger amplitude of the spatially inhomogeneous field.

Finally, two more new peaks appear in Fig. 7(c): one
at E = 1.07c2 and the other at E = 1.42c2. They are as-
sociated with the transition from |p〉− to |p ± 2k〉+. The

momentum and the energy of the maximum transition can
also be determined by considering energy conservation. For
these parameters they are p−− = 54.9 with corresponding
energy E−− = 1.07c2, and p++ = 138.7 with corresponding
energy E++ = 1.42c2, where p−− and p++ denote the reso-
nant momenta involving transitions from |p〉− to |p ± 2k〉+.
The energies E−− and E++ agree with the coordinates of the
two new peaks in Fig. 7(c). Clearly, the above analytical so-
lutions should be extended to reproduce the numerical results
for strong fields. The impact of the spatially inhomogeneous
field on the symmetric transition has not been taken into
account, and one could also consider transitions involving
p ± 2k for more accuracy.

VI. CORRELATION DIAGRAMS

In the Dirac equation simulation, the transition probabili-
ties from each negative-energy state to each positive-energy
state are calculated and presented in Fig. 8. In Fig. 8(a) we
choose a weak amplitude V0 = 0.01c2, which can be solved
analytically as we discussed in Sec. III. The horizontal axis is
the positive energy and the vertical axis is the absolute value
of the negative energy. The transition probabilities regarding
certain states are indicated by the gray scale. The summation
over every negative energy (the vertical axis) gives the energy
spectra [Fig. 7(b)]; thus we are able to track the transitions
leading to the peaks of Fig. 7 and identify those negative-
energy states that are responsible for them in Fig. 8.

The “line” in the southwest-northeast facing diagonal de-
notes the symmetric transitions with identical momentum and
symmetric energy, which is ascribed to the spatially uniform
field. The maximum in the contour plot (spot) on the up-
per left is due to the asymmetric transition from |p+〉− to
|p−〉+. For the parameters we choose they are p+ = 122.3
with −Ep+ = −1.34c2 and p− = 80.4 with Ep− = 1.16c2,
which is exactly the coordinate of the spot. On the bottom
right there is another spot which corresponds to the transition
from −Ep− = −1.16c2 to Ep+ = 1.34c2. Notice that the two
spots and the center of the southwest diagonal (E−

p = −1.25c2

and Ep = 1.25c2) are all located on the northwest-southeast
diagonal, which indicates the energy conservation law when
Ep − E−

p = ω.
For a stronger amplitude V0 = 0.05c2 in Fig. 8(b), the

transitions involving p− and p+ are enhanced as more spots
appear along the northwest-southeast diagonal, which corre-
sponds to a wider width in Fig. 7(c). Also, at the upper-left
corner and lower-right corner in Fig. 8(b), two more light
spots can be identified, which are caused by the transitions to
p−− and p++(= p−− + 2k), with energy E−− = 1.07c2 and
E++ = 1.4c2, respectively. Due to energy conservation, the
two new spots are also located on the southeast diagonal. One
should note that the slight bending of “lines” in Fig. 8(b) is due
to the nonlinear relationship between p and Ep. Overall, all
of these structures in these correlation diagrams confirm the
assumptions leading to the essential-state models discussed in
Sec. III.

VII. CONCLUSIONS AND OUTLOOK

In this study we discussed the electron-positron pair-
creation process triggered by a linear combination of a
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FIG. 8. The probability of transition between the negative and
positive energy for V0 = 0.01c2 (a) and V0 = 0.05c2 (b) with
k = 41.9. Parameters for the temporally oscillating field are
F0 = 0.1c3 and ω = 2.5c2.

temporally and spatially periodic electric field and provided
some general guidelines for studying more complicated con-
figurations. For example, we extended the famous analytical
Schwinger and Brezin-Itzykson multiphoton formulas for the
pair-creation rate under temporally oscillatory electric fields
into the regime of high photon energies.

For the case of an additional but weak spatially periodic
field, the two-field dynamics leads to two additional peaks
in the energy spectrum of the created positrons. The dynam-
ics can be reduced to sets of mutually decoupled four-level

systems describing the transitions from the negative- to the
final positive-energy Dirac states. Each of these four-level
systems is characterized by an interesting interference of two
pathways, while the direct (on-resonant) coupling between the
initial and final state is negligible. Under the adiabatic elim-
ination of the two intermediate levels, the dynamics can be
reduced further to an effective two-level system, from which
an analytical expression for the pair-creation rate was derived
analytically. This rate scales quadratically with the product of
the two amplitudes (A0V0)2, suggesting a symbiotic coupling
between the temporal and spatial field.

While we examined a field configuration that was charac-
terized by the simple sum of the two fields, the opening of
the new vacuum decay channels is the result of a compli-
cated interplay between the spatial and temporal degrees of
freedom of both fields. A similar theoretical analysis based
on an essential-state analysis could also be performed for a
complimentary configuration where the spatial field modifies
the temporal field in a multiplicative manner. For example,
the resulting standing wave pattern of two cross-propagating
laser beams would be an example of such a multiplicative
space-time configuration.

It was predicted in the literature for the static Schwinger
case (see many references in Ref. [31], in particular, [59–66])
that the inclusion of a spatial inhomogeneity often reduces the
pair-creation yield. In our case of a temporally periodic field,
we found an increase if the spatially inhomogeneous part is
included in an additive manner.

We want to emphasize that our comparison does not solely
revolve around the static Schwinger case. In our investigation
the particle generation primarily arises from the temporal
characteristics of the external field. Therefore our observed
modification of the particle creation yield for our configura-
tion is not a contradiction with literature [59–66], where the
decrease is typically predicted for the Schwinger tunneling
case. We note that only in the scenario of an infinite-photon
limit, where each photon has zero energy, does our dynamics
transition into the nonperturbative Schwinger limit. Mathe-
matically, in this limit the traditional series expansion in the
electric field becomes divergent. But using a Borel-like or
other summation techniques, the nonperturbative Schwinger
expression can be recovered as the sum of a diverging series
[67].

The increase might be due to our choice of an additive
spatial electric field. As a side issue, we note that if the addi-
tional spatial field can lead to a magnetic field [68–76] (which
we have not considered), then, of course, the restriction of
the associated particle orbits and new associated bound states
might lead to a decrease of the yield. Similarly, if the spatial
dependence is induced by the traveling wave character of
a laser field, then often a yield decrease is observed. How-
ever, the question is nontrivial in our view. For example, we
would like to mention here a very recent work [27] where the
precise details of the spatial structure of two colliding laser
fields can determine whether the yield actually increases or
decreases. Clearly, we are not in the position yet to make
any general statements about the suppressing or enhancing
effect of spatially dependent fields for general interaction
forms.
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For the case of a temporally periodic field, the nu-
merical data obtained from computational quantum field
theory matched the ones obtained from the quantum Vlasov
equation exactly. This exact description is based on the con-
servation of total momentum and the resulting description of
the dynamics in terms mutually decoupled sets of two-level
equations for each momentum. As the Vlasov equation is a
powerful tool for spatially homogenous fields, it might be
desirable in future studies to possibly extend its range of
validity to include also more complicated configurations in-
volving spatially inhomogeneous fields. While for the special
case where the spatial inhomogeneity is periodic the total
momentum is no longer conserved, we have shown that the
dynamics can be still modelled by four-level systems. It is
therefore anticipated that for weak spatial inhomogeneities we
might be able to extend the Vlasov equations to accommodate
space-time varying fields.

As we chose for numerical purposes a relatively small
wavelength of about 20 Compton wavelengths for the spatial
inhomogeneity, the resulting wave number k was quite large
and comparable to the momentum of the created particles.
As a result, the spatially induced energy peaks were clearly
separated from the main peak associated with the symmetric
momentum-conserving transition. However, as our essential-
state analysis did not require such an energy separation, it
might also be applied to the small-k case, where the final states
populated via the symmetric and asymmetric transitions might
have similar energies. We would expect in this regime the oc-
currence of new interesting interference mechanisms between
the symmetric and asymmetric pathways. Overall, through
this simple yet revealing model system and its quantitative
analysis we hope to open opportunities for further studies.
For example, it would be nice to see alternatives to probe the
intriguing structure of the vacuum, either through a careful
design of an electromagnetic field configuration that is best
suitable for laboratory experiment or by making use of the
magnetic field degree of freedom.
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APPENDIX A: SOLUTION FOR THE
SYMMETRIC TRANSITION

In this Appendix we only consider the vector potential
A(t ) = A0 cos(ωt ). The equations are

iĊ+
p (t ) = [E+

p − apA0 cos(ωt )]C+
p (t )

− bpA0 cos(ωt )C−
p (t ),

iĊ−
p (t ) = −bpA0 cos(ωt )C+

p (t )

+ [E−
p + apA0 cos(ωt )]C−

p (t ). (A1)

We set

C+
p (t ) = e−iE+

p t eiapA0
∫ t

0 cos(ωτ )dτ D+
p (t ). (A2)

The left side of the first equation in Eq. (A1) is

iĊ+
p (t ) = [E+

p − apA0 cos(ωt )]C+
p (t )

+ iḊ+
p (t )e−iE+

p t eiapA0
∫ t

0 cos(ωτ )dτ . (A3)

Comparing with Eq. (A1), we have

iḊ+
p (t )e−iE+

p t eiapA0
∫ t

0 cos(ωτ )dτ = −bpA0 cos(ωt )C−
p (t ). (A4)

By setting

C−
p (t ) = e−iE−

p t e−iapA0
∫ t

0 cos(ωτ )dτ D−
p (t ) (A5)

we obtain

Ḋ+
p (t ) = i

2
bpA0[ei(E+

p −E−
p +ω)t + ei(E+

p −E−
p −ω)t ]

×
∑

n

Jn

(−2apA0

ω

)
einωt D−

p (t ). (A6)

Comparing to the zeroth order, which indicates a single-
photon transition, other orders of the Bessel function are
negligible in weak fields. Therefore we only consider the
Bessel function J0. For E+

p − E−
p − ω ≈ 0 the first term os-

cillates with time and should be negligible, and thus we have

Ḋ+
p (t ) = i

2
bpA0ei(E+

p −E−
p −ω)J0

(−2apA0

ω

)
D−

p (t ). (A7)

On the other hand, for Ċ−
p (t ), by considering Eq. (A5), the left

side of the second equation in Eq. (A1) is

iĊ−
p (t ) = [E−

p + apA0 cos(ωt )]C−
p (t ) + iḊ−

p (t )e−iE−
p t

× e−iapA0
∫ t

0 cos(ωτ )dτ . (A8)

Comparing with Eq. (A1) and considering Eq. (A5), we have

Ḋ−
p (t ) = i

2
bpA0[ei(E−

p −E+
p +ω)t + ei(E−

p −E+
p −ω)t ]

×
∑

n

Jn

(
2apA0

ω

)
einωt D+

p (t ). (A9)

Also, by only considering the Bessel function J0 and ignoring
the second term we obtain

Ḋ−
p (t ) = i

2
bpA0ei(E−

p −E+
p +ω)t J0

(
2apA0

ω

)
D+

p (t ). (A10)

Then we set D̃−
p = ei(E+

p −E−
p −ω)D−

p , and according to Eqs. (A7)
and (A10), we obtain

˙̃D−
p (t ) = i(E+

p − E−
p − ω)D̃−

p + i

2
bpA0J0

(
2apA0

ω

)
D+

p (t )

Ḋ+
p (t ) = i

2
bpA0J0

(
2apA0

ω

)
D̃−

p (t ). (A11)
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The final solutions are

D̃−
p (t ) = ei(E+

p −E−
p −ω)t/2

[
cos

(
�

2
t

)

+ i(E+
p − E−

p − ω)
sin

(
�
2 t

)
�

]
(A12)

D+
p (t ) = iA0bp

�
J0

(
2apA0

ω

)
ei(E+

p −E−
p −ω)t/2 sin

(
�

2
t

)
,

where � =
√

(E+
p − E−

p − ω)2 + A2
0b2

pJ2
0 ( 2apA0

ω
).

APPENDIX B: GENERAL ESSENTIAL
STATE THEORY FOR ANY V0

In a one-dimensional system, the Dirac Hamiltonian pre-
sented by a time-dependent vector potential A(t ) and a spatial
periodic scalar potential V (z) takes the form (in a.u.)

H = cσ1

[
p − A(t )

c

]
+ c2σ3 + V (z)

= cσ1 p + c2σ3 − σ1A(t ) + V0 cos(kz)

= H0 + W. (B1)

The time evolution of a general state |φ(t )〉 =∑
p C+

p (t )|p〉+ + ∑
p C−

p (t )|p〉−, satisfying the Dirac

equation i ∂
∂t |φ〉 = H |φ〉. This means the expansion

coefficients satisfy

i
∑

p

Ċ+
p (t )|p〉+ + i

∑
p

Ċ−
p (t )|p〉−

=
∑

p

C+
p (t )H0|p〉+ +

∑
p

C−
p (t )H0|p〉−

+
∑

p

C+
p (t )W |p〉+ +

∑
p

C−
p (t )W |p〉−. (B2)

By multiplying +〈p1| on the left and with the inner product
+〈p1|p〉+ = δ(p1 − p) and +〈p1|p〉− = 0, we obtain

iĊ+
p1

(t ) = [Ep1 − ap1 A(t )]C+
p1

(t ) − bp1 A(t )C−
p1

(t )

+ cp1,p1∓k
V0

2
C+

p1∓k (t ) + dp1,p1∓k
V0

2
C−

p1∓k (t ). (B3)

Here Ep is the energy
√

c4 + c2 p2 and ap ≡ +〈p|σ1|p〉+ =
cp/Ep, bp ≡ +〈p|σ1|p〉− = c2/Ep, cp,p∓k ≡ +〈p|p ∓ k〉+ =
[
√

(Ep∓k + c2)(Ep + c2) + √
(Ep∓k − c2)(Ep − c2)] /

(2
√

Ep∓kEp), and dp,p∓k ≡ +〈p|p ∓ k〉− =
[
√

(Ep∓k + c2)(Ep − c2) − √
(Ep∓k − c2)(Ep + c2)]/

(2
√

Ep∓kEp). Very similarly, for the other amplitude C−
p1

(t )
we have

iĊ−
p1

(t ) = −bp1 A(t )C+
p1

(t ) − [Ep1 − ap1 A(t )]C−
p1

(t )

− dp1,p1∓k
V0

2
C+

p1∓k (t ) + cp1∓k
V0

2
C−

p1,p1∓k (t ). (B4)

With cp,p∓k = cp∓k,p and dp,p∓k = −dp∓k,p, the equations of
p that couple to p − k and p + k are

iĊ+
p (t ) = [Ep − apA(t )]C+

p (t ) − bpA(t )C−
p (t )

+ cp,p−k
V0

2
C+

p−k (t ) + dp,p−k
V0

2
C−

p−k (t )

+ cp,p+k
V0

2
C+

p+k (t ) + dp,p+k
V0

2
C−

p+k (t ),

iĊ−
p (t ) = −bpA(t )C+

p (t ) − [Ep − apA(t )]C−
p (t )

− dp,p−k
V0

2
C+

p−k (t ) + cp,p−k
V0

2
C−

p−k (t )

− dp,p+k
V0

2
C+

p+k (t ) + cp,p+k
V0

2
C−

p+k (t ),

iĊ+
p−k (t ) = [Ep−k − ap−kA(t )]C+

p−k (t ) − bp−kA(t )C−
p−k (t )

+ cp,p−k
V0

2
C+

p (t ) − dp,p−k
V0

2
C−

p (t ),

iĊ−
p−k (t ) = −bp−kA(t )C+

p−k (t ) − [Ep−k − ap−kA(t )]C−
p−k (t )

+ dp,p−k
V0

2
C+

p (t ) + cp,p−k
V0

2
C−

p (t ),

iĊ+
p+k (t ) = [Ep+k − ap+kA(t )]C+

p+k (t ) − bp+kA(t )C−
p+k (t )

+ cp,p+k
V0

2
C+

p (t ) − dp,p+k
V0

2
C−

p (t ),

iĊ−
p+k (t ) = −bp+kA(t )C+

p+k (t ) − [Ep+k − ap+kA(t )]C−
p+k (t )

+ dp,p+k
V0

2
C+

p (t ) + cp,p+k
V0

2
C−

p (t ). (B5)

For the initial amplitudes C−
p (t = 0) = 1, and all other am-

plitudes equal to zero, this set of coupled equations suggests
the following coupling scheme: C−

p couples first to C+
p , C−

p−k ,
C−

p+k , C+
p−k , and C+

p+k . However, as the amplitudes with shifted
momentum p ± k further activate transitions to amplitudes
with momentums p ± 2k, basically all states with momenta
p ± nk get populated from C−

p (t = 0) = 1.

APPENDIX C: REDUCTION TO TWO LEVELS
FOR A WEAK V0

In this Appendix we include the spatial part presented
by V (z) = V0 cos(kz). We focus on a transition between the
negative state |p〉 and the positive state |p + k〉. For a very
weak potential V0 = 0.01c2, the dynamics can be simplified
to a four-level system:

iĊ−
p (t ) = −[Ep − apA(t )]C−

p (t ) − bpA(t )C+
p (t )

+ cp,p+k
V0

2
C−

p+k (t ) − dp,p+k
V0

2
C+

p+k (t ),

iĊ+
p (t ) = [Ep − apA(t )]C+

p (t ) − bpA(t )C−
p (t )

+ cp,p+k
V0

2
C+

p+k (t ) + dp,p+k
V0

2
C−

p+k (t ),

iĊ−
p+k (t ) = −[Ep+k − ap+kA(t )]C−

p+k (t ) − bp+kA(t )C+
p+k (t )

+ cp,p+k
V0

2
C−

p (t ) + dp,p+k
V0

2
C+

p (t ),

iĊ+
p+k (t ) = [Ep+k − ap+kA(t )]C+

p+k (t ) − bp+kA(t )C−
p+k (t )

+ cp,p+k
V0

2
C+

p (t ) − dp,p+k
V0

2
C−

p (t ). (C1)

022813-12



IMPACT OF SPATIALLY PERIODIC INHOMOGENEITIES … PHYSICAL REVIEW A 108, 022813 (2023)

The factor dp,p+k is negligible compared to the other factors,
so the last term on the right side of the equations can be
removed. Then we apply a unitary transformation upon the
states with the vector potential A(t ) = A0 cos(ωt ):

D−
p (t ) = eiEpt−iαp sin ωtC−

p

D+
p (t ) = e−iEpt+iαp sin ωtC+

p

D−
p+k (t ) = eiEp+kt−iαp+k sin ωtC−

p+k

D+
p+k (t ) = e−iEp+kt+iαp+k sin ωtC+

p+k .

(C2)

Here αp ≡ apA0/ω and αp+k ≡ ap+kA0/ω. If we only keep the
zeroth order of the Bessel function, the equation of the state
|p〉− in Eq. (C1) now becomes

iḊ−
p (t ) = −bpA0

2
J0(2αp)ei(ω−2Ep)t D+

p (t )

+ cp,p+kV0

2
J0(αp+k − αp)ei(Ep+k−Ep)t D−

p+k (t ). (C3)

Then we introduce the exponential terms in front of D+
p (t ) and

D−
p+k (t ) as

D̃+
p (t ) = ei(ω−2Ep)t D+

p (t )

D̃−
p+k (t ) = ei(Ep+k−Ep)t D−

p+k (t ). (C4)

After that, the equation of |p+
−〉 becomes

i ˙̃D+
p (t ) = (2Ep − ω)D̃+

p (t ) − bpA0

2
J0(2αp)D−

p (t )

+ cp,p+kV0

2
J0(αp+k − αp)ei(ω−Ep−Ep+k )t D+

p+k (t ).

(C5)

Notice that due to the exponential factor in the last term, the
state |p〉+ is again rotated as D̃+

p+k (t ) = ei(ω−Ep−Ep+k )t D+
p+k (t ).

By applying all the rotations, the equations of the four-level
system are

iḊ−
p (t ) = −bpA0

2
J0(2αp)D̃+

p (t )

+ cp,p+kV0

2
J0(αp+k − αp)D̃−

p+k (t ),

i ˙̃D+
p (t ) = (2Ep − ω)D̃+

p (t ) − bpA0

2
J0(2αp)D−

p (t )

+ cp,p+kV0

2
J0(αp+k − αp)D̃+

p+k (t ),

i ˙̃D−
p+k (t ) = (Ep − Ep+k )D̃−

p+k

− bp+kA0

2
J0(2αp+k )D̃+

p+k (t )

+ cp,p+kV0

2
J0(αp+k − αp)D̃−

p (t ),

i ˙̃D+
p+k (t ) = (Ep + Ep+k − ω)D̃+

p+k (t )

− bp+kA0

2
J0(2αp+k )D̃−

p+k (t )

+ cp,p+kV0

2
J0(αp+k − αp)D̃+

p (t ).

(C6)

Then we simplify the four-level system into a two-level sys-
tem by assuming ˙̃D+

p (t ) = 0 and ˙̃D−
p+k (t ) = 0. In that case,

according to Eq. (C6),

D̃+
p (t ) = −bpA0J0(2αp)

2(ω − 2Ep)
D−

p (t )

+ cp,p+kV0J0(αp+k − αp)

2(ω − 2Ep)
D̃+

p+k (t ),

D̃−
p+k (t ) = −bp+kA0J0(2αp+k )

2(Ep+k − Ep)
D̃+

p+k (t )

+ cp,p+kV0J0(αp+k − αp)

2(Ep+k − Ep)
D−

p (t ).

(C7)

If we replace D̃+
p (t ) and D̃−

p+k (t ) in Eq. (C6) with Eq. (C7),
the equations of the two-level system can be obtained as

iḊ−
p (t ) = QD−

p (t ) + RD̃+
p+k (t ),

i ˙̃D+
p+k (t ) = SD̃+

p+k (t ) + RD−
p (t ). (C8)

The expressions of the coefficients in Eq. (C8) are

Q = b2
pA2

0J2
0 (2αp)

4(ω − 2Ep)
+ c2

p,p+kV
2

0 J2
0 (αp+k − αp)

4(Ep+k − Ep)
,

R = −cp,p+kV0A0

4
J0(αp+k − αp)

×
[

bpJ0(2αp)

ω − 2Ep
+ bp+kJ0(2αp+k )

Ep+k − Ep

]
, (C9)

S = (Ep + Ep+k − ω) + b2
p+kA2

0J2
0 (2αp+k )

4(Ep+k − Ep)

+ c2
p,p+kV

2
0 J2

0 (αp+k − αp)

4(ω − 2Ep)
.

According to Eq. (C8), the analytical solutions of the two-
level system are

D−
p (t ) = e− i

2 (Q+S)t

[
cos(�t/2) + i(Q − S)

�
sin(�t/2)

]
,

D̃+
p+k (t ) = −ie− i

2 (Q+S)t 2R

�
sin(�t/2). (C10)

Here � =
√

4R2 + (Q − S)2. For the parameters considered
in this paper, the value of the Bessel functions J0(2αp),
J0(2αp+k ), and J0(αp+k − αp) are all very close to 1; thus
the expressions of the coefficients Q, R, and S can be
simplified to

Q = b2
pA2

0

4(ω − 2Ep)
+ c2

p,p+kV
2

0

4(Ep+k − Ep)
,

R = −cp,p+kV0A0

4
(

bp

ω − 2Ep
+ bp+k

Ep+k − Ep
),

S = (Ep + Ep+k − ω) + b2
p+kA2

0

4(Ep+k − Ep)
+ c2

p,p+kV
2

0

4(ω − 2Ep)
.

(C11)
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