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Reevaluation of Stark-induced transition polarizabilities in cesium
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Extracting electroweak observables from experiments on atomic parity violation (APV) using the Stark
interference technique requires accurate knowledge of transition polarizabilities. In cesium, the focus of our
paper, the 6S,,, — 75, APV amplitude is deduced from the measured ratio of the APV amplitude to the vector
transition polarizability B. This ratio was measured with a 0.35% uncertainty by the Boulder group [Science
275, 1759 (1997)]. Currently, there is a sizable discrepancy in different determinations of § critically limiting
the interpretation of the APV measurement. The most recent value [Phys. Rev. Lett. 123, 073002 (2019)] of
B =127.139(42) a.u. was deduced from a semi-empirical sum-over-states determination of the scalar transition
polarizability & and the measured « /g ratio [Phys. Rev. A 55, 1007 (1997)]. This value of B, however, differs
by 20.7% or 2.80 from the previous determination of § = 26.957(51) by [Phys. Rev. A 62, 052101 (2000)]
based on the measured ratio M1/8 of the magnetic-dipole 6S;,, — 75,,, matrix element to 8. Here, we revise
the determination of 8 by [Phys. Rev. Lett. 123, 073002 (2019)], using a more consistent and more theoretically
complete treatment of contributions from the excited intermediate states in the sum-over-states v/ 8 method. Our
result of B = 26.887(38) a.u. resolves the tension between the «/8 and M1/ approaches. We recommend the

value of B = 26.912(30) obtained by averaging our result and that of [Phys. Rev. A 62, 052101 (2000)].

DOI: 10.1103/PhysRevA.108.022808

I. INTRODUCTION

Atomic parity violation (APV) plays an important role in
probing the electroweak sector of the standard model (SM) of
elementary particles at low energy. The information derived
from table-top APV experiments is both complementary to
and in competition with that from large-scale particle colliders
(see, e.g., the review [1] and references therein). To date,
the 1997 Boulder experiment [2] searching for APV in '3Cs
remains the most accurate. A substantial body of work has
been devoted to the interpretation of and the extraction of
electroweak observables from the Boulder results.

In its setup, the Boulder experiment [2] employed the
133Cs 68, /2 —> 1812 transition, whose E1 amplitude nomi-
nally vanishes due to the parity selection rule. However, parity
nonconserving (PNC) weak interactions between the atomic
nucleus and electrons admix small components of P, states
into the nominal Sy, states, thus opening the E1 channel. Us-
ing the parity-mixed multi-electron states |65} ,) and |75 )
and the hyperfine basis [see Eq. (4) below], the APV transition
amplitude may be written as

ATNC = (18} 5, FyMy| — &1 - DI6S] 5, F:M;)
idm(E lpnc)er - (FrMp, lo|FiME),

D

where ¢, is the laser electric field driving the E'1 transition, D
is the electric dipole operator, and o is the Pauli matrix.

Due to the smallness of E lpnc, which is on the order of
~10~!" in atomic units, measuring the PNC transition ampli-
tude ATYC directly is a formidable challenge. To overcome this
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difficulty, it was suggested that one uses the Stark-interference
technique [3,4], which relies on the mixing of states of op-
posite parities due to an externally applied electric field. The
transition rate R between the parity-mixed states then includes
contributions from the Stark-induced E1, magnetic-dipole
M1, and the PNC-induced amplitudes [5]:

R oc |ASik 4 AMI 1 APNC)?, @

Upon expansion, the right-hand side of Eq. (3) yields the
Stark-PNC interference term, 2 Re[AJScE.ark (A?f.‘]c)*], whose sign
is subject to the handedness of the experiment measuring R.
Thus, the PNC amplitude A%\IC can be extracted from the
Stark-PNC interference term by measuring the changes in R
under parity reversals. Based on the Stark-interference tech-
nique, the Boulder group [5] reported the following values:

—1.6349(80) mV/cm

Im(Elpne) | for 6810, =4 — 7815, Fy =3
g |—1.5576(77) mV/em

for 6812, Fi =3 — 7S12, Fr =4,

3)

where § is the atomic vector polarizability.

A weighted average of the two values in Eq. (4) yields
the nuclear-spin-independent observable, i.e., the nuclear
weak charge, while their difference determines nuclear-spin-
dependent effects, e.g., the nuclear anapole moment. For the
extraction of these quantities, knowledge of the vector tran-
sition polarizability B is essential and substantial attention
[6-12] has been paid over the years to determining its value.
Since 2000, the most accurate value of 8 has been determined
based upon combining a semi-empirical calculation of the

©2023 American Physical Society
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FIG. 1. Comparison of our value for the vector transition polar-
izability 8 with previous results [6—12]. The previous determinations
of B are identified by the initial three letters of the first author’s last
name and the abbreviated publication year. The left panel presents
results from the sum-over-states approach, the middle panel those
from the M1/8 determination, and the right panel shows our recom-
mended value for 8 obtained by taking a weighted average of our
result and that of Ref. [12].

hyperfine-induced magnetic-dipole 65/, — 7S}/, transition
amplitude M1 [12] with a measurement of the ratio M1/8
[11]. Another approach to estimating 8 combines a calcula-
tion of the scalar polarizability o with the measurement of the
ratio «/B [13]. The latest most accurate determination of f
was published by the Purdue group [10] who adopted the most
accurate value of o/8 = 9.905(11) [13] and used the sum-
over-states (SoS) method to calculate «. Their calculation
of a was carried out using experimentally and theoretically
determined matrix elements and energies. Although the un-
certainties of the «/8 [10,13] and M1/ [11,12] approaches
are comparable, both approximately at the level of 0.2%,
their central values differ by ~0.7% or 2.70. This difference
critically undermines the accuracy of extracting electroweak
observables from the Boulder APV measurement.

Recently, our theory group performed sophisticated ab ini-
tio calculations of the E1 transition matrix elements in Cs
[14]. Here, we use these newly determined E1 matrix ele-
ments and a SoS approach to reevaluate the scalar and vector
polarizabilities o and 8. We show that the updated value of
B agrees well with that obtained from the M1/8 method of
Refs. [11,12], thus reconciling the two alternative approaches
(see Fig. 1).

The paper is organized as follows: In Sec. II, we provide
a review and derivation for the second-order transition po-
larizabilities @ and 8. In Sec. III, we detail the numerical
methods employed for the computation of these quantities. In
Sec. IV, we present our numerical values and error estimates
and provide a comparison with previous results. Unless stated
otherwise, atomic units are used throughout.

II. STARK-INDUCED E1 TRANSITIONS
AND TRANSITION POLARIZABILITIES

In the presence of a dc electric field, the initial and final §
states of Cs admix states of opposite parities, thus enabling the

otherwise forbidden E1 transition between the 65/, and 7S »
states. In this section, we rederive the conventional results for
the Stark-induced E'1 transition amplitudes. The reader may
refer to the original paper by Bouchiat and Bouchiat [4] for an
alternative derivation.

We start by introducing the hyperfine basis

In(IFMp)y =) Coilh In M) |IM;), )
MM,

whose members are formed by coupling electronic states
|[nJM;) of angular momentum J and nuclear states |IMj)
of spin I to form states of definite total angular momentum
F =1+ ]J. Here, Mg, M;, and M; are the magnetic quantum
numbers, n stands for the remaining quantum numbers, such
as the principal quantum number of the electronic state, and
ij&/[ 1, 18 the conventional Clebsch-Gordan coefficients.

In the hyperfine basis, Eq. (4), the initial and final states
involved in the i — f transition are

i) = |ni(IJ)EFM;), (52)
|f) = Ing LTy )FyMy). (5b)

In the presence of an externally applied static electric field £,
the initial and final states acquire the admixtures

Z | 8S ai (68.)

|8i) =
a#i
8 6b
8f) == _la) AEM (6b)
atf

where AE,, =E,—E, and D, = (a|D|b) is the electric
dipole matrix element.
If a laser is now applied, it can drive the transition i — f,
whose Stark-induced E'1 transition amplitude is given by
Agi = —(8fI1€L - DIli) — (fI€L - DI6i) = E&sapi,  (T)
where & is the laser electric field. In the last step of Eq. (9),
we have factored out the amplitudes of the electric fields and

defined the Stark-induced transition polarizability

A'Da A'Dai A'Da A'Dai
afiEZ(e fa)(€ )+Z(e ra)(& ).

8
AEfa AEia ( )

a#f a#i

Note that ay; still depends on the polarization vectors & =
Es/Es and & = £, /&, of the DC and laser fields.

The expression for ay; may be cast into a form more
convenient for angular reduction. To this end, one uses the
recoupling identity [15]

(R(kl) . S(kl))(U(kZ) . V(kz))

— Z(_l)Q*klsz {R(kl) ® U(kz)}(Q) . {S(kl) ® V(kz)}(Q)’
0
9)

where the operators P*1), 90 R®) and §%2) are irreducible
tensor operators (ITOs) of ranks k; and k,. In Eq. (12), a scalar
product of two rank-k ITOs is understood as the following
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sum over their spherical components:

k
PO.W =% (~1)pP0%), (10)

q=—k

and a compound ITO of rank Q is defined as

(k1) (ko (Q) Qq (k1) p(ka)
(PO QRO =N c, PYRE, (D

9192
where g; and g, label the spherical basis components of the
ITOs. The possible values of Q are limited by the triangular
selection rule, i.e., |k] — k| < O < k1 + k.
In our case of the electric dipole couplings, the polarization
and dipole operators in Eq. (12) are ITOs of rank 1. As aresult,
one has

2
A A {D a®Dai}(Q)
ap=y (-le@e}@. |y NG
0=0 atf fa

{Dyu ® Dui)®
(=10 Y (12)
ai ia

where we have used {& ® &}{¢’ = (—=1)%{¢ ® &}!?’. The term
in Eq. (16) with Q = 0 corresponds to the scalar, that with
Q = 1—to the vector, and the one with Q = 2—to the tensor
(quadrupole) contributions to the transition polarizability.

To simplify Eq. (16) further, one may introduce the effec-
tive ITOs,

alkl® = {D ® RiD}2, (13)

with the resolvent operator R, = (E; — Hy)~', where H,
stands for the unperturbed atomic Hamiltonian. Since R; has
the spectral resolution

Re = (B — Ho)™' =Y AE.|a)(al, (14)
a#k

and is a scalar (so that the combination R;D remains a rank-1
ITO), Eq. (16) may be written as

2
api =y (-2 @e}?
0=0
((FlalAI9N) + (=D flaliPli)). (15)
which, upon applying the Wigner-Eckart theorem, further

simplifies to
2
agpi =Y wo@ &(fllalf1Plli) + (=DC(flalil@l]i)].
0=0

(16)

where the multipolar polarization weights wg(&, &) are de-
fined as

wo(#,8) = (=1)2 Y (=171
q

L R O PN )
><<_Mf S Mj)(e@e)q, 17)

where
F 0 F
My —q M;
is the 37 symbol.

Finally, by summing over magnetic quantum numbers, we
obtain

(Fllalf190i)y = (=D Fy, 0, F1'/?
Q Jf Ji Q J,’ Jf
X{I F FfXJ:Ja 11
(1 J|ID|1nada) (nadal|D ;)
X
Enggy = En,i,

where  [J1, /o, ..., ] =QIL+1DQRL+1)--- (2], + 1).
The reduced matrix elements (f||a[i]'?’||i) are given by the
same formula, but with E,j replacing E, ;. in the energy
denominator. We point out that, due to the 6 symbols in
Eq. (23), the term with Q = 2 vanishes for J; =J; =1/2,
in particular for the transition 65, — 7S, of interest, as
expected.

Conventionally, the Stark-induced transition polarizability
ay; is expressed as a linear combination of the second-order
scalar and vector polarizabilities [4], « and

. (18)

afgi = Ol(é . é)SFfF,-aMfM,- =+ l,B(é X é) . (Ffo|O'|F,M,> (19)

These two terms map into the @ = 0 and Q = 1 contributions
in Eq. (16), respectively. In other words,

asi = —/3[Fflwo(&, &) — V2(Fs||o||F)wi(&,)8, (20)
where, for the S, states, the reduced matrix element

(F¢llo||F;) in the hyperfine basis (4) is given by
(Frllo|1F) =~6(=1) i1/

X\/[Ff',E]{lléiz ih {} @)

where we have used (S = 1/2||o||S = 1/2) = V6.
In accordance with Eq. (23), one may then write

o — _ NaLFIO1E) + (fllalil 1li) @2
V3QF +1) ’
P (FllalF1DNE — (Fllalil Vi)
V2(Fyl|o||F) ’

or, as explicit sums over intermediate states,
(=D

1
Ty
* = o 6; SO

(22b)

nyJs||Dl|nata) (natal|D|nid;)

1 1

X + , (23a)

<E”fjf - E’Zala E’lili - EnaJl,>

1 1 J J
ﬂz_EZ{J 1 ]f}(anf||D||naJu><nuJu||D||anz)
Nata a
1 1

X - . (23b)

Enf‘lf - Ena‘/a EV!,’J,‘ - E"w’u
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These equations recover the conventional expressions in the
literature, see, e.g., formulas in Ref. [16] specialized for the
initial and final states of the S}, character. In this case, the E'1
selection rules fix the intermediate states to the Py, and P; ),
angular characters.

III. EVALUATION OF THE TRANSITION
POLARIZABILITIES

In the last section, we derived the second-order transition
polarizabilities & and S. In this section, we present the numer-
ical methods with which these polarizabilities are calculated.
Our approach is a blend of relativistic many-body methods of
atomic structure and high-precision experimental values for
atomic level energies.

Since the Cs atom has 55 electrons, its electronic structure
is relatively simple: It has a single valence electron outside
the [Xe]-like closed-shell core. This simplicity greatly facil-
itates accounting for many-body effects due to the residual
electron-electron interaction (correlation). In what follows,
we describe several approximations of increasing complexity
through which the correlation contributions to o and 8 are
computed.

The lowest-order approximation in the electron-electron
interaction is the mean-field Dirac-Hartree-Fock (DHF)
method, wherein each electron experiences an “averaged”
influence from all other electrons (and of course the Coulomb
interaction with the nucleus). Within the DHF approach, we
use the “frozen-core” approximation, where atomic orbitals in
the [Xe]-like closed-shell core are computed self-consistently,
and the valence orbitals are determined afterward in the re-
sulting VN~! DHF potential of the core.

We point out that, even at this lowest-order DHF level, the
intermediate states involved in calculating « and B, Egs. (23),
span a countable yet infinite set of bound states and an innu-
merable set of states in the continuum. Since this Hilbert space
is infinitely large, direct numerical summations, while possi-
ble, require different numerical implementations for various
many-body methods. An elegant way to handle this issue is
the B-spline approach popularized by the Notre Dame group
[17-19]. This approach generates a finite and numerically
complete basis set that has been proven useful in evaluating
otherwise infinite sums. In this approach, the set of eigenfunc-
tions is a linear combination of B-spline functions covering
a radial grid extending from the origin to Ry, the radius
of an artificially imposed spherical cavity. The Notre Dame
approach is further refined by employing the dual-kinetic bal-
ance B-spline basis set [20] which helps mitigate the issue of
spurious states and improve the numerical quality of orbitals
both near and far away from the nucleus.

The low-n orbitals from a B-spline finite basis set
closely resemble those obtained with the conventional finite-
difference techniques with a sufficiently large radial grid
extent. We refer to these low-n orbitals as “physical” states.
As n increases, this mapping deteriorates, so higher-n basis
orbitals often differ substantially from their finite-difference
counterparts; we refer to such states as “nonphysical” states.

The value of n separating the physical and nonphysi-
cal parts of the pseudospectrum primarily depends on Rp,x
and to some extent on the number of basis functions. The

dependence on the cavity’s radius is easily understood by
recalling that low-n orbitals decays exponentially with in-
creasing distance from the nucleus (origin) so they cannot
“know about” the existence of a cavity of sufficiently large
radius. In contrast, high-n orbitals have their maxima at larger
distances and therefore are much more susceptible to the cav-
ity’s presence. Our B-spline basis set contains N = 60 basis
functions of order k = 9 per partial wave generated in a cavity
of radius Riax = 250 a.u. These parameters are chosen so that
the fractional differences in the DHF eigenenergies between
the basis set and the finite-difference approach for physical
states (n' < 12) are within 0.015%. Similarly, the basis-set
values of the E'1 matrix elements involving physical states
differ from their finite-difference counterparts by less than
0.1%. A detailed discussion of the proper mapping of the
finite basis set orbitals to the physical states may be found
in Ref. [14].

With the finite basis set, one may further facilitate the
numerical evaluations of « and B by splitting the summations
in Egs. (23a) and (23b) into the “core-valence” (‘“cv”), “main,”
and “tail” contributions:

(24a)
(24b)

o = Qcy + Omain + Uail,

B = Bev + Bmain + Buails

where the cv terms correspond to summations over
2 < n, <5, the main terms correspond to summations over
6 < n, < 12, and the tail terms correspond to summations
over 13 < n, < oo, respectively. The cv term comes from the
core particle-hole intermediate states with excitations to the
valence orbital blocked by the Pauli exclusion principle [21].
The infinity in 13 < n, < 0o corresponds to the maximum
number of basis set orbitals of a given angular character. We
disregard the summation over Dirac negative-energy states,
because their contribution in the length gauge for dipole
operators is suppressed by oe?s, where o ~ 1/137 is the fine-
structure constant. We have chosen the boundary n, = 12
between the main and tail terms with the convention of the ear-
lier work, Ref. [10], in mind. Since we have carefully chosen
our finite basis set so that that B-spline single-electron orbitals
with n, < 12 coincide with their finite-difference counter-
parts, the intermediate many-body states |n,J,) in &main and
Bmain map onto physical states.

The next-level approximation is the Brueckner orbitals
(BO) method which incorporates certain many-body effects
beyond the DHF treatment. BOs qualitatively describe the
phenomenon where the valence electron charge causes the
atomic core to become polarized, thus inducing a dipole
and higher-rank multipolar moments within the core. Conse-
quently, the redistributed charges within the core attract the
valence electron. Compared with the DHF approximation, the
BO method improves the theory-experiment agreement for
valence electron removal energies. In our work, the BO basis
set is obtained by rotating the DHF set using the second-order
self-energy operator, see Ref. [14] for further details.

A further improvement upon the DHF and BO meth-
ods is the random-phase approximation (RPA), which is a
linear-response theory implemented within the mean-field
framework [22,23]. The primary function of the RPA is to
account for the screening of externally applied fields by the
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core electrons. The main advantages of the RPA formalism
are that RPA is an all-order method and the RPA transition
amplitudes are gauge-independent. For more details about our
finite-basis-set implementation of RPA, the reader is referred
to Ref. [14]. The RPA(BO) approach incorporates both the
core polarization and the core screening effects. The quality
of the RPA(DHF) and RPA(BO) dipole matrix elements is
substantially improved over the DHF or BO methods, see
again Ref. [14].

To proceed beyond RPA(DHF) and RPA(BO), we em-
ploy the all-order relativistic many-body coupled-cluster (CC)
approach, which systematically accounts for correlation con-
tributions at each level of approximation. In our recent work
[14], E1 matrix elements between the 6, 781/, and nPy 32
states for 6 < n < 12 were computed using the CCSDpTvT
method. This method incorporates single (S), double (D), and
triple (T) excitation from the reference DHF state [14] in the
CC formalism. The “pTvT” qualifier in CCSDpTvT refers to
a perturbative treatment of core triples and a full treatment
of valence triples. In addition to an accurate treatment of
the many-body effects, the CCSDpTvT E1 matrix elements
values include scaling, dressing, Breit, and QED corrections
[14]. These CCSDpTvVT values are complete theoretical deter-
minations of the £ 1 matrix elements in Cs to date. The results
are complete through the fifth order of many-body perturba-
tion theory and include some chains of topologically similar
diagrams to all orders. As such, the CCSDpTvT method is the
most theoretically complete applied to correlation effects in
Cs so far. Since the finite basis set used in Ref. [14] is identical
to that employed in this work, we identify the CCSDpTvT
many-body states with 6 < n < 12 with the physical states
and use the CCSDpTvT matrix elements to compute the main
contribution to transition polarizabilities.

IV. NUMERICAL RESULTS AND DISCUSSIONS

We have provided an overview of the numerical approaches
employed in our calculations of the transition polarizabilities
o and B. In what follows, we present our numerical results
and estimates of uncertainties.

In Table I, we compile our numerical results for o and
B. In addition to the DHF, BO, RPA(DHF), RPA(BO), and
CCSDpTVT results, we list our values obtained from CC
calculations of varying complexity. In particular, in the SD ap-
proximation, only linear singles and doubles are included, the
CCSD approximation additionally incorporates nonlinear ef-
fects, the CCSDvT approximation includes full valence triples
on top of CCSD, and finally CCSDpTvT(scaled) indicates
a CCSDpTvT value rescaled using experimental values for
the removal energies. See Ref. [14] for further details. The
final values for o and § are obtained by adding to the scaled
CCSDpTVT values the Breit, QED, and basis extrapolation
contributions to the E'1 matrix elements, as mentioned in
Sec. I1I. Note that the different CC approximations only apply
to the £ 1 matrix elements in Eqs. (23). For the energy denom-
inators, we have used the DHF, BO, RPA(DHF), RPA(BO)
values in the corresponding approximations and experimen-
tal values for all CC approximations. Note also that the CC
approximations were only used to compute the main terms, as
mentioned in Sec. III. The cv and tail terms are only calculated

TABLE I. Numerical results for the scalar and vector 65/, —
78, transition polarizabilities in 133Cs in the Dirac-Hartree-Fock
(DHF) approximation, the Brueckner orbitals (BO) approximation,
the random-phase approximation (RPA) implemented on a DHF
basis set, RPA implemented on a BO basis set, the coupled-cluster
(CC) approximation with only linear singles and doubles (SD), the
CC approximation with nonlinear treatment singles and doubles
(CCSD), the CC approximation with linear and nonlinear singles and
doubles and valence triples (CCSDvT), the CC approximation with
linear and nonlinear singles and doubles, perturbative core triples,
and valence triples (CCSDpTvT). The CCSDpTVT (scaled) result
is obtained by using experimental results for removal energies to
rescale single and double amplitudes. The final result is obtained
by adding to CCSDpTVT (scaled) the Breit, QED, and basis extrap-
olation contributions. The semi-empirical result for g (in bold) is
obtained by combining the theoretically determined result for & with
the experimentally measured ratio o/8 = 9.905(11) [13]. All values
are given in atomic units.

o B
This work
DHF —348.50 29.278
BO —339.53 26.483
RPA(DHF) —276.17 29.318
RPA(BO) —273.68 26.364
SD —272.73 26.934
CCSD —279.55 27.214
CCSDvT —266.04 27.370
CCSDpTvT —265.85 27.324
CCSDpTvT(scaled) —266.23 27.227
Final —266.31(23) 27.023(114)
Semi-empirical («/8) 26.887(38)
Other works

Sah20 [24] (Sum over states o) —268.65(27) 27.12(4)
Toh19 [10] (Sum over states o) —268.81(30) 27.139(42)
Dzu02 [9] (Sum over states «) 27.15(11)
Vas02 [8] (Sum over states o) —269.7(1.1) 27.22(11)
Dzu00 [12] (M1 calculation) 26.957(51)
Ben99 [25] (M1/B experiment) 27.024(80)
Saf99 [7] (Sum over states «) —268.6(2.2) 27.11(22)
Saf99 [7] (Sum over states f) 27.16
Dzu97 [6] (Sum over states «) —269.0(1.3) 27.15(13)
Blu92 [16] (Sum over states 3) 27.0(2)

up to RPA(BO), since (i) their contributions are much smaller
than those of the main terms, (ii) full CCSDpTvT calculations
are expensive, and (iii) the disparity between the high-n states
in the tail terms and their physical counterparts is significant.
The semi-empirical result for § is obtained by dividing our
theoretically determined result for o by the experimentally
measured ratio «/B = 9.905(11) [13] (see below for further
details on this point).

As shown in Table I, the BO correction has a larger impact
on B than on «, differing by 9.6% from the DHF value of
B, while being only 2.6% away from the DHF value for «.
In contrast, the RPA contribution appears to be much more
important for « than g8, with the RPA(DHF) and RPA(BO)
values for « differing from the DHF and BO values by around
20%, whereas the RPA(DHF) and RPA(BO) values for § are
only 0.1%—-0.5% away from the corresponding DHF and BO
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TABLE II. The behavior of the core-valence, main, and tail contributions to « and § across several approximations employed in this work.
See the caption of Table I for an explanation of the notation. All values are given in atomic units.

®main ey Qail ,Bmain ,Bcv ,Btail
DHF —348.24 0.20 —0.46 29.221 0.001 0.056
BO —338.80 0.21 —0.94 26.379 0.002 0.103
RPA(DHF) —276.33 0.40 —0.24 29.309 0.003 0.006
RPA(BO) —273.69 0.40 —0.39 26.319 0.003 0.042
SD —272.81 26.907
CCSD —279.63 27.187
CCSDvT —266.12 27.343
CCSDpTvT —265.93 27.297
CCSDpTvT(scaled) —266.31 27.200
Final —266.39 0.40 —-0.32 26.996 0.003 0.024
Uncertainty 0.20 0.10 0.09 0.113 0.001 0.018

values. SD shifts « by 0.35% away from its RPA(BO) value
while the SD change for g is at 2.2%. CCSD moves the SD
value for o by 2.5% and that for 8 by 1%. Adding valence
triples amounts to a 4.9% shifts for « and a 0.6% shift for g
while perturbative core triples give rise to a 0.07% shift for
o and a 0.2% shift for 8. Semi-empirical scaling of removal
energies changes « by 0.2% and 8 by 0.4%, while Breit, QED,
and basis extrapolation corrections are at the level of 0.03%
for o and 0.8% for .

In Table II, the cv, main, and tail contributions to « and
B in different approximations are presented explicitly. This
allows us to determine the central values for our computations
and estimate our uncertainties. The uncertainties in ¢y, and
Bmain May be estimated by considering the convergence pat-
terns of these terms across various approximations. Indeed,
Fig. 2 shows the diminishing of contributions from terms of
higher and higher order in many-body perturbation theory:
The RPA contributions are large, the additional effects of non-
linear core singles and doubles and valence triples, although
significantly smaller, are still substantial, whereas additional
core triples and scaling effects are generally small. As a result
of this observation, we estimate our uncertainty occ as half the
difference between the CCSDpTvT and scaled CCSDpTvT
values. This uncertainty represents missing contributions from
higher-order CC diagrams. The uncertainty OBreit+QED-basis
from the Breit, QED, and basis extrapolation contributions
are assumed, conservatively, to be half the difference between
the final and scaled CCSDpTvT values. The total uncertain-
ti€S Omain 1N Cmain aNd Bmain are obtained by adding o¢c and
OBreit+QED-+basis 11 quadrature.

The contributions and uncertainties of the tail terms
may be estimated by considering how much the DHF, BO,
RPA(DHF), and RPA(BO) values for o, and B differ
from the final CCSDpTvVT results of these main terms. We
observe that the RPA(DHF) and RPA(BO) approximations
generally give better agreement with the final values, as to
be expected since RPA is known to be responsible for a large
portion of the electron correlation effects. As a result, we as-
sume that the contributions from the tail terms are the average
of the corresponding RPA(DHF) and RPA(BO) values, and
that the uncertainties oy, are half of the corresponding
RPA(DHF) and RPA(BO) differences.

Finally, since the cv terms are the same in the RPA(DHF)
and RPA(BO) approaches, we take these values as our es-
timates for ., and fB.,. The uncertainties o., in these
contributions are assumed to be half the corresponding BO
and RPA(BO) differences. The total uncertainties in our eval-
uations of o and g are obtained by adding 0.y, Omain, and Otail
in quadrature.
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FIG. 2. Convergence patterns for the main contributions opy;,
and Bpan to the second-order scalar atomic polarizabilities with
increasing complexity of the approximations for electron correlation
effects.
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TABLE III. Comparison of individual contributions to the scalar transition polarizability & from intermediate states n,P; with n, =
6, ..., 12, as well as core-valence and tail terms, as computed by using the matrix elements provided by Ref. [10] and by us. The notation x[y]
stands for x x 10”. See the caption of Table I for an explanation of other notations. All values are given in atomic units.

ng Toh19 [10] SD Final Difference
n.Pyi/» 6 —32.54 —32.44 9.94[-2]
7 —37.35 —36.84 5.04[—1]
8 —5.46[-2] —5.500[—2] —4.551[—1] 8.92[-2]
9 —7.99[-2] —7.824[-2] —5.611[-2] 2.41[-2]
10 —2.30[—2] —2.239[-2] —1.374[-2] 9.48[—3]
11 —9.31[-3] —9.036[—3] —4.839[-3] 4.38[—3]
12 —4.61[—3] —4.472[-3] —2.007[-3] 2.81[-3]
naPs 6 —92.93 —92.68 2.55[—1]
7 —102.1 —101.1 1.00
8 —2.43 —2.461 —2.215 2.13[—1]
9 —4.69[—1] —4.685[—1] —4.042[—1] 6.51[—2]
10 —1.65[—1] —1.650[—1] —1.372[—1] 2.81[-2]
11 —7.79[-2] —7.774[-2] —6.375[-2] 1.41[-2]
12 —4.34[-2] —4.329[-2] —3.489[-2] 8.53[-3]
Main (6, 7) —264.86 —263.00 1.86
Main (8-12) —3.847 —3.387 0.46
Core-valence 0.2 0.40 0.20
Tail —0.30 —0.32 —0.02
Total —268.81 —266.31 2.50

In Table III, the main term of « is further broken down
into contributions from intermediate states n,P; with differ-
ent n,. This facilitates a detailed comparison between the
result of this work and that of Ref. [10]. We first remind
the reader that Ref. [10] estimated the contributions from
6, 7P; by using experimental values for the E1 matrix ele-
ments between 6,751, and these P states. In contrast, we
estimate the contributions from 6, 7P; by using theoretical
CCSDpTVT values for the matrix elements from Ref. [14].
For 6, 7P/, the two approaches agree quite well, reflect-
ing the fact that the theoretical CCSDpTvT matrix elements
(6,7S81,21ID116, 7Py o) from Ref. [14] are in good agreement
with experiments. On the other hand, our estimates for the
contributions from 6, 7Pz, disagree quite substantially with
those from Ref. [10], due to tensions between theoretical val-
ues for (6, 751 ,2|1D]|6, 7P3,>) from Ref. [14] and experimental
results.

Another noticeable feature of Table III is the significant
difference between our values for the contributions from n,P;
with n, = 8, ..., 12 and those of Ref. [10]. This discrepancy
is due to the fact that Ref. [10] used for matrix elements
(6,7S12||DlngPy) (ng =8, ..., 12) theoretical values from
Ref. [26], which computed them in the SDpT approximation.
In Table III, we present our SD values for the contributions
with n, = 8, ..., 12. One observes that our SD values gen-
erally agree with those used by Ref. [10], with the small
deviations coming from the pT contributions and the fact that
Ref. [26] used a different basis from ours, with less accurate
mapping to the physical states.

We next point out that Ref. [10] estimated the tail con-
tribution by first computing «,; in the DHF approximation,
then rescaling this DHF result based on the fact that the
DHEF values for contributions fromn, = 8, ..., 12 are ~30%

higher than the more accurate SDpT values. In this work, we
adopt a slightly different method mentioned earlier, where we
estimate y,; by averaging the corresponding RPA(DHF) and
RPA(BO) values. This approach stems from the observation
that for individual contributions to i, fromn, =8, ..., 12,
the average of our RPA(DHF) and RPA(BO) values agree
well with the final CCSDpTVT results. Reassuringly, our final
value for oy, is in good agreement with that of Ref. [10].
We note also that while our DHF value for «,, agrees with
that of Ref. [10], we choose to estimate this term using the
RPA(DHF) and RPA(BO) methods, since these are more com-
plete theoretical treatments.

From Table III, the origin of the difference between our
estimate for o and that of Ref. [10] is also clear. Out of the
total disagreement of 2.50 a.u., 1.86 (74%) comes from the
disagreement between experimental and theoretical values for
(6,7S1,2|D116, 7Py}, 0.46 (18%) originates from our use of the
CCSDpTvT instead of SDpT values for the main contributions
withn, = 8, ..., 12, and the remaining 0.20 (8%) comes from
the cv contribution.

We close by noting that, as may be observed from the
lower panel of Fig. 2, the computation of Bp.n does not
converge as well with increasingly complex approximations
as that for op,, (upper panel of Fig. 2). Indeed, whereas the
final uncertainty in o, is at 0.075%, the final uncertainty
in Bmain 1S about six times worse, at 0.42%. This may be
understood by noting that in 8, contributions from the nPs ),
intermediate states add with an opposite sign to those from
nPy >, whereas in «, contributions from nP;, and nP;;, add
with the same sign, due to the prefactor (—1)’*~ in Eq. (23a).
Since the nP;/; and nP;, states are degenerate in the nonrel-
ativistic limit, B is nonzero solely due to relativistic effects
and is thus suppressed compared with «. This may also be
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understood from the observation that the matrix element of
a rank-1 tensor (the vector polarizability) between the L = 0
states (the S states in the nonrelativistic limit) vanishes due
to the angular selection rules, while the same matrix element
between the Si,, (J =1/2) states does not. The cancella-
tion of terms and the resulting suppression of B render SoS
computations of the vector polarizability less reliable than
those for @. An improved evaluation of S involves, as in
previous works, combining our theoretically determined value
of o« = —266.30(21) with the experimentally measured ratio
[13] «/B = 9.905(11) to obtain B = 26.887(38). This semi-
empirical value (in bold) for S is also presented in Table I.
It differs from the value of § = 27.139(42) of Ref. [10] by
0.94% or 4.40 while is only 0.26% or 1.10 away from the
M1/B value of B =26.957(51) of Ref. [12]. A comparison
between our new value for 8 with previous results is presented
in Fig. 1. We conclude that our determination of § brings the
two alternative approaches («/8 and M1/p) into an essential
agreement.

Finally, a weighted average of our value for 8 and that of
Ref. [12] results in

B = 26.912(30).

Since these two values (ours and that of Ref. [12]) were
obtained using different methods, potential cross-correlation
effects are anticipated to be suppressed when taking the
weighted average. Note that taking weighted average over all
the values in Fig. 1 would be incorrect, as all the values on the
left panel are statistically correlated.
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