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Vigorous optimization of quantum gates has led to bipotent quantum architectures, where the optimized gates
are available for some qubits but not for others. However, such gate-level improvements limit the application
of user-side pulse-level optimizations, which have proven effective for quantum circuits with a high level of
regularity, such as the ansatz circuit of the quantum approximate optimization algorithm (QAOA). In this paper,
we investigate the trade-off between hardware-level and algorithm-level improvements on bipotent quantum
architectures. Our results for various QAOA instances on two quantum computers offered by IBM indicate
that the benefits of pulse-level optimizations currently outweigh the improvements due to vigorously optimized
monolithic gates. Furthermore, our data indicate that the fidelity of circuit primitives is not always the best
indicator for the overall algorithm performance; their gate type and schedule duration should also be taken
into account. This effect is particularly pronounced for QAOA on dense portfolio optimization problems, since
their transpilation requires many SWAP gates, for which efficient pulse-level optimization exists. Our findings
provide practical guidance on optimal qubit selection on bipotent quantum architectures and suggest the need
for improvements of those architectures, ultimately making pulse-level optimization available for all gate types.
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I. INTRODUCTION

Computational capabilities of today’s quantum architec-
tures are severely limited by comparatively high error rates of
their hardware components. This shortcoming is commonly
addressed on two levels: by providing improved implementa-
tions of qubits and quantum gates, and by adapting a given
quantum circuit to error mechanisms and error rates of a
specific quantum computer. A recent example from the first
category is IBM’s direct-CX gate that exhibits a shorter du-
ration and a better fidelity than the previous entangling gate
design based on the echo cross-resonance (ECR) principle [1].
Approaches from the second category include noise-aware
transpilation methods [2] and pulse-level optimization of al-
gorithm primitives [3,4].

Vigorous optimizations of quantum gates can lead to ar-
chitectures where the optimized gate is not available for all
existing qubits or qubit connections. For example, Fig. 1
shows the topology of the quantum processing unit (QPU)
ibmq_ehningen. In this diagram, qubit pairs on which a direct-
CX gate implementation is available share a blue (dark gray)
edge, whereas qubit pairs on which only the ECR-CX gate
implementation is available share an orange (medium gray)
edge. While direct-CX gates tend to have better raw error
rates, ECR-CX gates offer a significant advantage: they sup-
port bespoke pulse-level optimization, which is currently not
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available for direct-CX gates unless additional calibration is
performed. Pulse-level optimizations have proven to be highly
effective for regular quantum circuits, such as the quantum
approximate optimization algorithm (QAOA) [5], where fre-
quently occurring subcircuits are mapped to efficient, bespoke
sequences of pulses [3,6].

In this paper, we investigate the qubit mapping of QAOA
onto quantum computers that provide two different imple-
mentations of the same gate on different pairs of qubits.
We call such quantum architectures bipotent. Figure 1 is an
example of a bipotent architecture, where two different CX

gate types are available on different qubit pairs. Similarly, if
there are more than two implementations of the same gate,
we call such architectures multipotent. The reason for adopt-
ing a bipotent architecture may be the need to balance the
quality of all qubits in engineering or manufacturing and the
difficulty of having equally high-quality qubits due to various
noises.

The qubit mapping must balance between hardware-level
and algorithm-level improvements, that is, trade the lower
error rate of direct-CX gates for pulse-level optimization sup-
ported by ECR-CX gates. We focus on a specific quantum
algorithm: QAOA for portfolio optimization (PortOpt) and
maximum-cut (MaxCut) instances with denser connectivity.

We start by algorithm-agnostically benchmarking direct-
CX versus ECR-CX gates, generating data specific to the
platforms being used. We then introduce pulse-level optimiza-
tions for QAOA circuits applied to PortOpt. In particular,
mapping a dense PortOpt problem to a rather sparse topology
map such as in Fig. 1 will require many SWAP gates, lead-
ing to a substantial contribution to the entire circuit’s error

2469-9926/2023/108(2)/022610(17) 022610-1 ©2023 American Physical Society

https://orcid.org/0000-0002-9129-9268
https://orcid.org/0000-0002-5044-1352
https://orcid.org/0000-0002-6563-2725
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.108.022610&domain=pdf&date_stamp=2023-08-17
https://doi.org/10.1103/PhysRevA.108.022610


JI, KOENIG, AND POLIAN PHYSICAL REVIEW A 108, 022610 (2023)

FIG. 1. Bipotent architecture of ibmq_ehningen. It contains two
types of CX gates: direct-CX, represented by blue or dark gray edges,
and ECR-CX, represented by orange or medium gray edges. Qubits are
depicted as circles, and the lines between the qubits are connections
where a CX gate can be applied. When only one type of CX gate can
be applied, the qubit has the same color as the CX gate type, otherwise
it is green (light gray).

rate. Good pulse-level optimizations are known for such SWAP

gates. Note that finding optimal pulse sequences is compu-
tationally expensive; for example, the compilation time of
gradient ascent pulse engineering (GRAPE) scales exponen-
tially in the size of the quantum algorithm [7]. For this reason,
we only optimize the pulses of frequently occurring primitives
of QAOA. The size of the primitives does not scale with the
size of the algorithm. Moreover, we focus on improvements
that rely on available calibration data and use pulse-level
optimizations where possible, but do not consider solutions
that require additional calibrations.

We report a comprehensive set of demonstrations on two
of IBM’s bipotent architectures. We investigate not only the
fidelities of QAOA circuits, but also their gate types and ac-
tual schedule durations on a bipotent architecture. Our results
indicate that, for today’s error rates, pulse-level optimization
leads to a stronger error-rate decrease than using improved
but monolithic native gates in most cases. This comes with a
few unexpected observations. For example, the relative impact
of pulse-level optimization and monolithic gates varies for
circuits of different sizes; pulse-level optimizations tend to
outperform direct-CX gates for medium-scale circuits. More-
over, the control-target polarity of CX gates, which is usually
ignored by implementing algorithms, has a significant influ-
ence on the quality of the results.

The key contributions of this paper are as follows.
(1) The features of a bipotent architecture are studied and

used to optimize the implementation of algorithms on the
QPUs.

(2) We improve the performance of QAOA by selectively
optimizing partial gates implemented on some specific instead
of all qubit pairs. This optimization technique can also be
applied to other quantum algorithms.

(3) We describe how vigorously optimized quantum gates
lead to bipotent quantum architectures and identify the con-
flict between using highly calibrated monolithic gates on the
one hand and pulse-level optimization on the other.

(4) We extensively study the performance of QAOA on
noisy quantum computers for different problem sizes and
depths using different strategies for selecting direct-CX or/and
ECR-CX gates.

(5) We provide practical advice on how to map QAOA
instances onto a given bipotent quantum architecture, thus
improving the performance of QAOA on said architectures.

(6) All methods presented in this paper do not require any
additional calibration.

The remainder of this article is organized as follows.
Section II reviews the implementation of QAOA on noisy
intermediate-scale quantum (NISQ) devices and the chal-
lenges of noise. Section III provides the features of a bipotent
architecture. Section IV discusses pulse-level optimizations in
QAOA. Section V C demonstrates the performance of QAOA
with different optimizations on two QPUs. In Sec. VI, we dis-
cuss the case beyond QAOA and error mitigation techniques.
Finally, Sec. VII concludes this paper. Additional details about
the QPUs used in this study are presented in the Appendix.

II. BACKGROUND

A. NISQ computing

Quantum computers form a new paradigm of computing
that is directly based on the laws of quantum mechanics [8].
The basic unit of a quantum computer, the qubit, differs from
the classical bit because it can be in a quantum superposi-
tion of the states 0 and 1, and can furthermore be entangled
with other qubits. These quantum mechanical effects make
quantum computers more powerful than classical computers
in theory. There are various physical realizations of quantum
computers already existing today, such as those based on su-
perconducting circuits [9], photonics [10], quantum dots [11],
trapped ions [12], and neutral atoms [13].

However, it proves to be experimentally extremely chal-
lenging to shield qubits from noise. Furthermore, technology
has not advanced to the point that the errors induced by this
noise can be fully detected and corrected during a quantum
computation. Additionally, the currently available quantum
computers have a limited number of qubits, and many plat-
forms, including superconducting transmons considered in
this work, offer restricted connectivity, i.e., for every qubit,
two-qubit gates are only possible with a limited number (typ-
ically two to four) of other qubits. These limited devices are
commonly referred to as NISQ devices [14].

Despite their limitations, NISQ devices may already solve
problems that are intractable for any classical computers, and
hence provide a so-called quantum advantage. Because of the
noise, it is paramount to keep the quantum circuit depth of
any NISQ algorithm to an absolute minimum, which becomes
challenging because of the limited connectivity. Furthermore,
the average number of errors incurred by the noisy two-qubit
gates differs starkly from qubit pair to qubit pair. Hence, in
the compilation of quantum algorithms, there should be a
preference for executing gates on the pairs that induce few
errors.

B. Noise-aware transpilation

In general, quantum circuits might include gates chosen
by the designer and involving arbitrary qubits, whereas actual
QPUs offer only a restricted set of quantum gates, called basis
gates, and limited qubit connectivity. Therefore, a circuit must
be transpiled to a given QPU: its operation must be mapped to
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FIG. 2. Different implementations of CX and ZZ gates on IBM’s QPUs. (a) Symbol of CX gate. (b) direct-CX gate on qubits [1, 4]. (c) ECR-CX

gate on qubits [1, 0]. (d) Hardware implementation of the ECR-CX gate. (e) Decomposition of ZZ gate. ZZ gate implemented by (g) direct-CX

gates on qubits [1, 4] and (f) ECR-CX gates on qubits [1, 0]. (h) ZZOPT gate, the pulse-level optimization of (f).

basis gates and connectivity violations must be addressed by,
e.g., adding SWAP gates. Different qubits of a QPU are affected
by noise to a different extent, and transpilation should be
noise aware, i.e., evaluate current calibration data and select
the qubits with the highest quality. It is worth noting that,
for the considered QPUs, the added SWAP gates contribute
to noise significantly, because each such gate includes three
CX gates, which are a dominant error source. Therefore, tran-
spilation must balance between selecting better qubits and
requiring fewer additional SWAP gates.

Mapping the algorithm’s qubits to quantum computer’s
qubits (the qubit mapping problem) has been shown to be
NP-hard. Various transpilation approaches [15–22] were de-
signed. Furthermore, many heuristic [2,23–28] and exact
[2,23,29–33] methods were developed to solve the qubit map-
ping problem. While heuristics compile the circuit faster, the
exact methods produce solutions that are optimal with respect
to a user-specified objective (e.g., circuit depth or fidelity).

In this paper, we use an exact and scalable approach [33]
on a linear topology aiming to minimize the circuit depth to
pretranspile the circuit to satisfy the connectivity constraints.
Then, we map the pretranspiled circuit to different qubits ac-
cording to the circuit fidelity, gate type, and schedule duration.

C. Quantum gate design and pulse-level optimization

Quantum gates are a crucial component of quantum
algorithms, and their quality is paramount to algorithm per-
formance. Researchers have explored various methods for
enhancing gate quality, including investigating different mea-
surement durations to improve readout fidelity [34] and
implementing pulse-level optimizations to enhance gate fi-
delity. For example, GRAPE can be used to translate quantum
algorithms directly into optimal hardware control pulses with
shorter pulse lengths than a gate-based compilation, thereby
improving fidelity, but with exponentially increasing compila-
tion times. A partial compilation of variational algorithms [35]
was developed to achieve the pulse speedups of GRAPE by
precomputing optimal pulses for parametrization-independent

blocks of gates. In addition, aggregating small gates into
larger operations can reduce the compilation latency [36].

Compared to directly optimizing algorithms that require
extensive computation, optimizing specific gates can improve
the performance of the algorithm more effectively. In Ref. [3],
the authors show a pulse-efficient transpilation approach that
requires no additional calibration efforts by scaling cross-
resonance (CR) pulses and removing redundant single-qubit
operations to reduce the overall schedule duration of the gate
and thus improves its fidelities. Faster and more reliable SWAP

gates were developed at the pulse level with CR native gates
on IBM’s QPUs [37]. Moreover, using hardware primitive
gates can reduce errors and run times, resulting in improved
performance [4]. In addition, a hybrid gate-pulse model [38]
was proposed to improve the performance of QAOA on
IBM’s QPUs. Recently, the authors in Ref. [39] demonstrated
an improvement in performance by achieving shorter pulse
schedules through the optimization of pulse amplitude and
duration.

We now introduce the pulse-level structure of CX gates.
Figure 2(a) is a general symbol of the CX gate on IBM’s
QPUs. The direct-CX and ECR-CX gates are indistinguishable
at the gate level. However, there are differences in the pulse
level. Figures 2(b) and 2(c) show the implementations (up to
a global phase) of a direct-CX gate on qubits [1, 4] and an
ECR-CX gate on qubits [1, 0], respectively. While the direct-CX

consists of one CR gate and one RZ gate, the ECR-CX consists
of one ECR gate and three single-qubit gates. A closer look
into the hardware implementation shows that the ECR gate is
implemented by two CR gates and one RX gate on the control
qubit, as shown in Fig. 2(d). Their corresponding schedules
consisting of several microwave pulses are shown in Fig. 3.
The direct-CX with a schedule duration of 245.3 ns is im-
plemented by one Gaussian square pulse on the connecting
channel U3, a parallel echoed Gaussian square pulse on the
drive channel D4 of target qubit 4, and a virtual (digital) RZ
rotation (denoted by a �). In comparison, the ECR-CX gate
with a duration of 320 ns consists of two CR pulses and four
single-qubit gates. The schedule duration of the virtual RZ gate
is 0 ns, while that of RY and RX gates is 32 ns.
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FIG. 3. Schedules of (a) direct-CX on qubits [1, 4] and (b) ECR-CX

on qubits [1, 0].

Although direct-CX has a shorter schedule duration than
ECR-CX, gates implemented by ECR-CX gates may perform
better than those implemented by direct-CX, since they can
be further optimized directly at the pulse level by employing
existing techniques in QISKIT [40]. Specifically, the ZZ gate
implemented by ECR-CX gates allows pulse-level optimiza-
tion without any additional calibration [3]. Compared to this,
optimizing gates implemented by direct-CX gates currently
requires additional calibration (e.g., Ref. [41]). Figures 2(e)–
2(h) show the different implementations of ZZ gate on IBM’s
QPUs. It achieves a schedule duration of 490 ns on qubits
[1, 4] using direct-CX gates, compared to a value of 640 ns
on qubits [1, 0] using ECR-CX gates. However, the ZZ gate
implemented by ECR-CX gates can be optimized at the pulse
level, resulting in a reduced duration of 241.8 ns. We refer to
the ZZ gate optimized at the pulse level as ZZOPT. In addition,
single-pulse-gates RX and RY in ECR-CX enable gate cancella-
tions, while a virtual RZ gate with 0-ns schedule duration in
direct-CX cannot be further optimized.

As shown in Ref. [1], the direct-CX gate seems to have
better quality. At the same time, the ECR-CX gate gives the
user flexibility for pulse-level optimization [3], which will be
discussed in Sec. III.

D. QAOA

Variational quantum algorithms (VQAs) hold promise for
quantum advantage and have been developed in many appli-
cations [42]. The QAOA is among the most important VQAs
and is promising for solving combinatorial optimization

problems on NISQ devices [5]. In this section, we describe the
implementation of QAOA for PortOpt and MaxCut problems.

1. QAOA for PortOpt

The PortOpt aims to select the best portfolio from all
portfolios in order to maximize expected returns and mini-
mize financial risk. The QAOA holds promise for solving this
problem [43–46].

The PortOpt problem needs to be first transformed into a
quadratic unconstrained binary optimization (QUBO) [47],
an NP-hard problem. The PortOpt with the QUBO represen-
tation is then converted to quantum operators so that it can be
executed by NISQ computers.

Given n available assets and B assets to be selected, the cost
function C can be represented in terms of quantum operators
[44]:

Ĉ =
n−1∑
i=1

n∑
j=i+1

λ

2
(qσi j + A)ẐiẐ j −

n∑
i=1

kiẐi, (1)

with

ki = λ

2

⎡
⎣A(2B − n) + (1 − q)μi − q

n∑
j=1

σi j

⎤
⎦,

where λ, q, σi j , A, and μi are the global scaling factor, risk
preference, covariance matrix, penalty factor, and expected
return, respectively. ẐiẐ j and Ẑi represent the ZZ interaction
on qubits [i, j] and Pauli Z operator acting on qubit i, respec-
tively.

The implementation of QAOA starts from an initial state
generated by Hadamard gates. After that, ZZ gates are per-
formed with the definition

ZZ (γ ) = e−i γ

2 Z⊗Z , (2)

where γ is the rotation angle, followed by single-qubit rota-
tion gates RZ and RX. To optimize the parameters in QAOA,
we utilize the constrained optimization by linear approxima-
tion (COBYLA) optimizer and QISKIT’s QASM simulator.

To evaluate the performance of QAOA for PortOpt, we
define the approximation ratio (AR) and success probability
(SP). A higher value of AR or SP implies better performance.
The postselected results that satisfy the budget constraint (all
feasible solutions) are used to calculate the AR of n assets
{z1, ..., zn}, defined as follows:

r(z1, . . . , zn) = C(z1, . . . , zn)/Copt, (3)

where C(z1, ..., zn) and Copt are the mean value found by
QAOA and optimal value, respectively. The SP is defined as
the probability of optimal solution.

2. QAOA for MaxCut

Another application of QAOA is to find the maximum cut
of a graph, i.e., to partition the nodes of the graph into two sets
such that the number of edges between the sets is maximized,
which is known as the MaxCut problem [5,48,49].
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(a)

(b)

FIG. 4. Properties of ECR-CX (orange, medium gray) and direct-CX (blue, dark gray) gates on ibmq_ehningen. (a) Gate error rate.
(b) Execution time in nanoseconds.

The objective function C can be reformulated as quantum
operators:

Ĉ = 1

2

∑
i, j

(1 − ẐiẐ j ), (4)

where vertices i, j share an edge. For a given graph with n
edges {z1, ..., zn}, the AR of QAOA for MaxCut is defined by

r(z1, ..., zn) = C(z1, ..., zn)/Cmax, (5)

with C(z1, ..., zn) the mean value found by QAOA and Cmax =
max C(z1, ..., zn) the optimal value.

III. DIRECT-CX VS ECR-CX GATES

We now investigate the features of a bipotent architecture,
namely, ibmq_ehningen, as shown in Fig. 1, on which two
types of CX gates are present: direct-CX and ECR-CX. Addition-
ally, we denote the qubits as Q-ECR (orange, medium gray),
Q-direct (blue, dark gray), and Q-bipotent (green, light gray),
depending on whether the qubit is connected to only ECR-CX,
only direct-CX, or both.

We collected hourly calibration data of ibmq_ehningen
throughout September 2022. Figure 4 shows the CX gate error
rate and gate execution time of ECR-CX and direct-CX. While
the error rate varies over time, the gate time is constant. Their
average values are summarized in Table I. Compared to ECR-
CX, the average error rate of direct-CX is slightly reduced by
4.82%, while the average gate time is significantly reduced by
32.79%. The data show that direct-CX is generally of better
quality than ECR-CX.

TABLE I. Properties of ECR-CX and direct-CX gates.

Parameter ECR-CX direct-CX Reduction (%)

Gate error (%) 0.83 0.79 4.82
Gate time (ns) 382.22 256.89 32.79

Figures 5(a) and 5(b) show the decoherence times T1 and
T2, respectively, of the 27 qubits on ibmq_ehningen. Qubits
connected to two types of CX gates (Q-bipotent) have a higher
average value of T1 and T2 compared to qubits connected
only to ECR-CX (Q-ECR) or only to direct-CX gates (Q-direct).
While the precise reason for this trend is unknown, it appears
logical that more robust qubits are considered suitable for im-
plementing both types of gates and are designated Q-bipotent.
This implies the advantage of using a combination of both
types of CX gates.

Single-qubit gate error and readout error are shown in
Figs. 5(c) and 5(d), respectively. The mean gate errors are
comparable for three qubit types. However, the Q-ECR has
a higher readout error overall than the Q-direct and the Q-
bipotent. Throughout this paper, we use the default readout
error mitigation provided by QISKIT [40] to reduce the impact
of measurements on results. The averages of decoherence
times and error rates of qubits are summarized in Table II.

The study on bipotent architecture shows that direct-CX

gates have significantly reduced schedule duration. In addi-
tion, Q-bipotent has the highest decoherence times T1 and T2

overall, while on average Q-direct has a better T1 than Q-ECR
that has a better T2.

IV. PULSE-LEVEL OPTIMIZATIONS

A. Algorithm-native gate set

Studying the properties of an algorithm is crucial to im-
prove the performance of its implementation. One of the most

TABLE II. Properties of qubits.

Parameter Q-ECR Q-direct Q-bipotent

T1 (μs) 122.59 154.29 161.16
T2 (μs) 132.94 118.02 175.16
Gate error (%) 0.021 0.023 0.026
Readout error (%) 1.386 1.009 1.077
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(a) (b)

(c) (d)

FIG. 5. Properties of 27 qubits on ibmq_ehningen used for experiments in this article. (a) T1 and (b) T2 decoherence times. A higher value
is better. (c) Single-qubit gate error and (d) readout error. A lower value is better. We label qubits connected to two types of CX gates as
Q-bipotent (green, light gray) and qubits connected only to ECR-CX or direct-CX gates as Q-ECR (orange, medium gray) or Q-direct (blue, dark
gray), respectively.

important properties is the algorithm-native gate set (ANGS),
which is the set of gates used to construct the algorithm.
Efficient implementations of these gates will facilitate tran-
spilation, enable exploitation of pulse-level optimization, and
ultimately result in better performance.

Figure 6 shows the pretranspiled circuit of QAOA for Por-
tOpt with five qubits and p = 1 on a linear topology using the
strategy in Ref. [33] that provides optimal and scalable solu-
tions. The resulting circuit has a structure similar to a swap
network (see e.g., Ref. [18]), but two layers are skipped per p,
namely, SWAP gates after the first and last layers of ZZ gates
in every p. Thus, in the gate set {H, RX, RZ, ZZ, ZZ-SWAP},
the circuit with n qubits has a depth of 2 + (n + 2)p including
initial state and measurement operators.

With the overall structure of QAOA circuit in Fig. 6, the
ANGS of QAOA for PortOpt is {H, ZZ, ZZ-SWAP, RZ, RX},

while that of QAOA for MaxCut is {H, ZZ, ZZ-SWAP, RX}, as
no RZ is required for Eq. (4). Therefore, we focus on improve-
ments of these gate types based on different CX primitives.

B. Analyzing two-qubit gates

We now analyze two-qubit gates. The CZ, ZZ, and ZZ-SWAP

gates are undirected, which means that a more efficient im-
plementation is possible with the native CX gate on the QPU.
Additionally, gate cancellation at the pulse level provides op-
portunities for optimizations of gates implemented by ECR-CX

gates.
Figure 7(b) shows the default implementation of a CZ gate

using direct-CX on qubits [1, 4] with a schedule duration
of 309.3 ns. Although the implementation using ECR-CX on
qubits [1, 0] shown in Fig. 7(c) has a longer duration of 384 ns,
it can be optimized at the pulse level (CZOPT) by reducing three

FIG. 6. Pretranspiled circuit of QAOA for PortOpt with five qubits and p = 1 on a linear topology [33]. For higher p, the circuit between
the initial state and measurement is repeated p times, each time with new parameters.
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(a) (b)

(c) (d)

(e) (f)

(g)

FIG. 7. Different implementations (up to a global phase) of CZ and ZZ-SWAP gates on IBM’s QPUs. (a) Decomposition of CZ gate. CZ gate
implemented by (b) direct-CX gate on qubits [1, 4] and (c) ECR-CX gate on qubits [1, 0]. (d) CZOPT gate, the pulse-level optimization of (c). (e)
Decomposition of ZZ-SWAP gate. (f) Alternative decomposition of the ZZ-SWAP gate into CZ gates. (g) ZZ-SWAPOPT gate, the implementation of
(f) on qubits [1, 0] using ECR-CX gates with pulse-level optimization

single-qubit gates, resulting in a duration of 352 ns, as shown
in Fig. 7(d).

The decompositions of the ZZ-SWAP gate into CX gates and
CZ gates [50] are shown in Figs. 7(e) and 7(f), respectively.
In contrast to the CZ gate, the CX gate is directed. The ZZ-
SWAP gate has a schedule duration of 992 ns on qubits [1,
0] and 800 ns on qubits [1, 4]. To implement the ZZ-SWAP

gate with CZ gates, we use CZOPT implemented by ECR-CX

since the CZ gate is not a basis gate of IBM’s QPUs, and
then take advantage of single-qubit cancellation at the pulse
level, resulting in the same duration as the standard ZZ-SWAP

gate. The optimized ZZ-SWAP gate (ZZ-SWAPOPT) is shown in
Fig. 7(g).

The data show that implementing gates using vigorously
optimized monolithic gates results in a shorter duration, while
using ECR-CX gates allows for user-friendly pulse-level opti-
mization without requiring additional calibration.

C. Experimental results

We have discussed the pulse-level optimization of gates
implemented by ECR-CX gates. We now use the process fidelity
to benchmark the performance of default and optimized gates
on the qubits that support ERC-CX gates. The process fidelity
can be determined by quantum process tomography (QPT)
using QISKIT’s standard implementation. QPT is a method to
characterize the actual behavior of quantum gates on QPUs.
For QPT experiments, several initial states need to be prepared
and then evolved, followed by numerous measurements at
different measurement bases. The quantum channel is then
reconstructed from the measurement data. The process fidelity
between two quantum channels η and ξ is given by

F (η, ξ ) = Tr[
√√

ρηρξ
√

ρη]2, (6)

where ρη and ρξ are the normalized Choi matrices for the
channel η and ξ , respectively. In our case, ρη is the Choi
matrix of the ideal operator, while ρξ is the Choi matrix
determined by the QPT process on the QPU.

The ZZ and ZZ-SWAP denote gates implemented by the
default basis gates of IBM’s QPUs, while the ZZOPT and
ZZ-SWAPOPT refer to gates with pulse-level optimizations. In
addition, we employ the notations CT and TC to distinguish
between the gate implemented by CX gates with control target
(CT, in hardware native CX direction) and target control (TC,
opposite to hardware native CX direction).

Figure 8(a) shows the infidelity (1 − F ) of the ZZ gate on
qubits [5, 8] (left) with a gate repetition of 1 and on qubits
[1, 0] (right) with a gate repetition of 10, respectively, as a
function of angle. The schedule duration of ZZOPT-CT and
ZZOPT-TC increases with angle, while that of ZZ-CT and ZZ-
TC is constant since the CX gate has a fixed duration and the
RZ gate is virtual. ZZOPT-CT has the best overall performance
as its duration is the shortest.

Figure 8(b) shows the infidelity of the ZZ-SWAP gate on
qubits [0, 1] with gate repetitions of 10 (left) and 20 (right),
respectively. We benchmark the performance of the ZZ-SWAP

gate implemented by default CX gates considering CT and TC
and by CZOPT gates considering CT. The schedule duration of
ZZ-SWAP-ST and ZZ − SWAPOPT-CT are the same, while
that of ZZ-SWAP-TC is longer. The ZZ-SWAPOPT gate yields
the best performance by decomposing the ZZ-SWAP into CZ

gates, performing pulse-level optimization, and taking into
account the control-target polarity of CX gates.

The results confirm that using hardware native polarity
control-target to implement undirected gates, such as ZZ and
ZZ-SWAP, is more efficient than using target-control polarity,
which results in a longer duration. In addition, gates opti-
mized at the pulse level perform better than their default
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(a) (b)

FIG. 8. Infidelity determined by QPT on the ibmq_ehningen. For (a), the ZZ gate acts on qubits [5, 8] with a gate repetition of 1 (left) and
[1, 0] with a gate repetition of 10 (right). For (b), the ZZ-SWAP gate acts on qubits [1, 0] with a repeated number of gates of 10 (left) and 20
(right).

implementation. In the benchmarking below, we implement
the undirected gates with control target.

V. BENCHMARKING WITH QAOA

A. Benchmarks and performance metrics

We consider as benchmarks the circuits with different num-
bers of qubits and depths p. The maximum number of qubits
that can be connected linearly using only ECR-CX gates is five,
e.g., [9, 8, 11, 14, 16], as illustrated in Fig. 1. Therefore, we
limit the number of qubits to five to allow a full comparison
of qubits with different CX gate types.

The five-asset PortOpt instance that runs on five qubits
(5Q) is taken from Ref. [44], and its first three and four assets
are used for the three- (3Q) and four-qubit (4Q) instances,
respectively. The values of the variables q, B, A, and λ vary
across the three cases considered. For 3Q, they are 0.33, 2, 0,
and 20.97, respectively. For 4Q, they are 0.33, 2, 0.13, and
17.99, respectively. Finally, for 5Q, they are 0.33, 3, 0.07,
and 17.51, respectively. For MaxCut we consider the complete
graph, which results in the same connectivity requirements as
the dense PortOpt problem instances.

The AR and SP defined in Sec. II D are used to evaluate
the performance. We simulate the circuits in the noiseless
case with the QASM simulator to get the values of AR and
SP of QAOA for PortOpt and MaxCut that can be used as a
baseline. For the demonstrations on QPUs, we set the number
of shots to 50 000 for each circuit. Table III presents the
simulated values of the AR and SP of QAOA for PortOpt with
p ∈ {1, 2, ..., 5}, while Table IV displays the results of QAOA
for MaxCut. The data show that QAOA with five qubits for
PortOpt exhibits smaller AR and SP values compared to Max-
Cut for the specific instances considered.

TABLE III. AR and SP of QAOA for PortOpt without noise.

p 1 2 3 4 5

3Q-AR 0.993 0.996 0.998 1.000 1.000
3Q-SP (%) 99.34 99.57 99.83 99.99 99.98
4Q-AR 0.525 0.674 0.892 0.930 0.935
4Q-SP (%) 21.18 29.04 44.30 45.61 46.97
5Q-AR 0.513 0.819 0.828 0.898 0.909
5Q-SP (%) 17.70 48.61 45.28 55.33 58.35

In addition to AR and SP, we use the schedule duration and
the number of CX gates to study the properties of the circuit.
A lower schedule duration means that the circuit executes
faster, while a reduced number of CX gates implies pulse-level
optimizations.

B. Methodology

To implement QAOA, we first prepare pretranspiled cir-
cuits as described in Sec. IV A. This process ensures that
the circuits satisfy the connectivity constraints on a linear
topology. The next crucial step is to identify high-quality
qubits to execute them. To evaluate the qubit quality, we first
consider only the circuit fidelity [15]. As illustrated in Fig. 9,
we consider four families of QAOA circuits for evaluation.
ECR, direct, and global circuits connected with violet (dark
gray) lines use the qubits selected by MAPOMATIC [51] aim-
ing to maximize the fidelity of the circuit. In comparison,
the bipotent circuits connected with green (light gray) lines
take into account the schedule duration, fidelity, and gate
type. Moreover, ECR circuits utilize only the ECR-CX gates
(with or without pulse-level optimizations). Direct circuits are
composed of only direct-CX gates, while global and bipotent
circuits contain mixtures of both gate types.

To construct an ECR circuits with k qubits, MAPOMATIC

[51] selects a maximum-fidelity linear arrangement of k qubits
such that ECR-CX gates are available on neighboring qubits.
We use three versions of such circuits: ECR-default that
employs default implementations of ZZ and ZZ-SWAP gates;
ECR-ZZOPT that utilizes pulse-level-optimized ZZ gate per-
formed with the reduced CR gate; and ECR-ZZ-SWAPOPT

that leverages pulse-level optimizations for ZZ gates and re-
constructs ZZ-SWAP gates with CZOPT gates. We maintain the
same set of qubits for each data point if optimizations are
implemented.

Direct circuits exclusively utilize direct-CX gates, and best-
fidelity linear arrangements of qubits that support such gates
are selected, again using MAPOMATIC. It is worth noting

TABLE IV. AR and SP of QAOA for MaxCut without noise.

p 1 2 3 4 5

5Q-AR 0.914 0.972 0.996 0.997 0.997
5Q-SP (%) 87.79 96.99 99.45 99.62 99.72
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FIG. 9. QAOA circuits. ECR, direct, and global circuits consider fidelity and restrict the CX gate type in the circuit to only ECR-CX, only
direct-CX, and regardless of its type, respectively, whereas Bipotent-circuits have a trade-off between fidelity, schedule duration, and gate type.

that there are no pulse-level optimizations in direct cir-
cuits. Global circuits are best-fidelity linear arrangements
of arbitrary qubits, regardless of whether their connections
support ECR-CX or direct-CX. It is possible, but not nec-
essary, that all selected qubits of a global circuit have
only direct-CX links. We call such configurations Global-D
(for “direct”), and configurations with mixtures of direct-
CX and ECR-CX Global-B (for “bipotent”). We observe that
due to the higher error rate of ECR-CX gates, as shown
in Fig. 4, only ECR-CX-linked qubits are not selected in
global circuits.

In addition to those circuits where qubits are selected based
on the circuit fidelity, we consider a further bipotent arrange-
ment, called bipotent circuits. As the schedule duration of
a circuit on the selected qubits has a fixed value and can
be determined directly by QISKIT, bipotent circuit optimizes
duration while controlling its fidelity. We focus only on qubits
with below-average single-qubit and two-qubit error rates.
Among these qubits, we select a linear arrangement on which
the pulse-level optimized circuit has the shortest schedule
duration. Moreover, we enforce bipotency by requiring at
least one ECR-CX and at least one direct-CX gate. Pulse-level
optimizations can be applied to ECR-CX gates within such
circuits; the resulting circuits are labeled bipotent default,
bipotent ZZOPT, and bipotent ZZ-SWAPOPT, analogously to
ECR circuits above.

C. Benchmarking results

1. QAOA for PortOpt

In this section, we first benchmark the performance of
QAOA for PortOpt with ECR, global, and direct circuits.
Then, we demonstrate the performance of QAOA with
bipotent circuits and explore the pulse-level optimizations.

The results of QAOA-PortOpt with 3Q, 4Q, and 5Q are
shown in Figs. 10(a), 10(b), and 10(c), respectively. The ECR-
Default has the largest schedule duration. In the ECR-ZZOPT,
the number of CX gates is reduced as the ZZ gates are op-
timized. Furthermore, the ZZ-SWAPOPT gate is implemented
by CZOPT gates, therefore there are no CX gates in the
ECR-ZZ-SWAPOPT.

In Fig. 10(a), the qubits used in the ECR circuits are
[16, 14, 11], while in Global-D they are [18, 21, 23]. The
ECR-ZZ-SWAPOPT has the best performance, although the
average CX gate error rate in ECR circuits is 1.6 times higher
than that in the Global-D. Optimizing both ZZ and ZZ-SWAP

gates yields better and more stable AR and SP than optimizing
only ZZ gates.

Figure 10(b) shows the results of QAOA using ECR
circuits with qubits [16, 14, 11, 8], Global-B with qubits [18,
21, 23, 24], and direct circuit with qubits [1, 4, 7, 6]. Despite
having the highest fidelity, Global-B does not perform the
best. In comparison, ECR-ZZ-SWAPOPT achieves the highest
AR values, although its average CX gate error rate is 1.8 times
higher and the duration is much longer. We believe this advan-
tage comes from the combination of ZZOPT and ZZ-SWAPOPT

gates. The Direct-circuit has a shorter schedule duration than
Global-B, resulting in comparable AR values and better SP
values for higher p.

Figure 10(c) shows a performance comparison of 5Q-
QAOA for PortOpt using ECR circuits with qubits [16, 14,
11, 8, 9], Global-B with qubits [17, 18, 21, 23, 24] including
two ECR-CX gates, and direct circuit with qubits [6, 7, 4, 1, 2].
While the Global-B and direct circuit exhibit better fidelity
and shorter schedule durations, ECR-ZZ-SWAPOPT outper-
forms them with the highest AR values. Therefore, despite
its longer duration, ECR-ZZ-SWAPOPT can be considered
as a promising alternative for achieving higher accuracy in
quantum computing. A possible explanation is that combin-
ing ZZOPT and ZZ-SWAPOPT produces a pulse that is more
resilient to noise than the others.

We now benchmark the performance of QAOA with bipo-
tent circuits (optimized for schedule duration rather than for
fidelity). Figure 11(a) shows the results of 3Q-QAOA on
ibmq_ehningen. The qubits used in bipotent circuits are [22,
25, 26] including one ECR-CX on qubits [22, 25] and one
direct-CX on qubits [25, 26]. Compared to Bipotent-Default
and Global-D, Bipotent-ZZOPT demonstrates better perfor-
mance, as indicated by its higher AR and SP values. The
decrease in the number of CX gates achieved through the use
of optimized ZZ gates suggests that partial ZZ gates originally
implemented with default CX gates have been optimized at the
pulse level. This optimization leads to a reduction in schedule
duration.

The bipotent circuits in Fig. 11(b) employ a set of five
qubits, namely, [11, 14, 13, 12, 10], among which only a
single pair of qubits is capable of performing an ECR-CX gate.
The optimization of ZZ gates implemented using ECR-CX gates
in Bipotent-ZZOPT leads to a reduction in the number of CX

gates and a shorter schedule duration. Bipotent-ZZ-SWAPOPT

further optimizes ZZ-SWAP gates by replacing certain ECR-CX-
based ZZ-SWAP gates with CZOPT-based ZZ-SWAPOPT gates,
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(a)

(b)

(c)

FIG. 10. Approximation ratio, success probability, schedule duration, and CX gate count of QAOA for PortOpt with p from 1 to 5
using ECR, global, and direct circuits on ibmq_ehningen for (a) 3Q, (b) 4Q, and (c) 5Q. The average CX gate error rates are 0.48% in all
global circuits, they are 0.78%, 0.87%, and 0.89% in ECR circuits for 3Q, 4Q, and 5Q, respectively, while 0.48% and 0.60% in direct circuits
for 4Q and 5Q, respectively.

thus further decreasing the number of CX gates. Although
Global-B has better fidelity, the demonstrations show that
bipotent circuits outperform it for p � 2. Overall, among all
the methods tested, Bipotent-ZZ-SWAPOPT exhibits the best
performance in terms of the improvement in both the AR
and SP metrics, making it a promising approach for quantum
circuit optimization.

Figure 11(c) presents the benchmark results of 5Q-QAOA
using qubits [11, 8, 5, 3, 2] on ibm_auckland. It is worth
noting that ibm_auckland has a different bipotent architec-
ture compared to ibmq_ehningen, as illustrated in Fig. 12.
The results on ibm_auckland are consistent with the trend of
5Q-QAOA for PortOpt observed on ibmq_ehningen. Specif-
ically, we observe that QAOA with Bipotent-ZZ-SWAPOPT

outperforms the others. These results highlight the potential
of the proposed optimization approach in improving the per-
formance of quantum algorithms on other QPUs.

The data show that leveraging a combination of ZZOPT

and ZZ-SWAPOPT gates can significantly enhance both AR
and SP, surpassing the performance achieved by solely op-
timizing ZZ gates. This approach also outperforms global
circuits with the highest fidelity. Specifically, when com-
pared to global circuits, we observe an improvement in AR

of up to 70%, on average 29%, for ECR-ZZ-SWAPOPT at
p = 2. Similarly, on ibm_auckland, Bipotent-ZZ-SWAPOPT

shows an improvement of up to 55%, on average 27%,
compared to Bipotent-Default. On ibmq_ehningen, Bipotent-
ZZ-SWAPOPT achieves an improvement of up to 34%, on
average 14%, compared to Global-B.

2. QAOA for MaxCut

We now investigate the performance of QAOA for MaxCut
with five qubits. The qubits used in ECR circuits, Global-B,
and direct circuit are [16, 14, 11, 8, 9], [6, 7, 4, 1, 0], and
[6, 7, 4, 1, 2], respectively. Figure 13(a) shows that Global-B,
which has the highest fidelity, performs better for smaller p,
whereas direct circuit, which has the lowest schedule dura-
tion, performs better for larger p. These results suggest that,
when using default IBM gates, fidelity is more critical for
medium-scale circuits, while a shorter schedule duration is
more important for larger circuits. One possible explanation
is that, as the size of the circuit increases, the effects of
decoherence become dominant and prevail over the variability
in qubit error rates. ECR circuits with higher error rates and
longer schedule durations lead to lower AR compared to other
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(a)

(b)

(c)

FIG. 11. Benchmarking results of QAOA for PortOpt using bipotent and global circuits on ibmq_ehningen for (a) 3Q and (b) 5Q, and
(c) on ibm_auckland for 5Q. The average CX gate error rates for each data point in (a), (b), and (c) are 0.60%, 0.65%, and 0.67%, respectively.

methods. However, by combining ZZOPT and ZZ-SWAPOPT,
ECR-ZZ-SWAPOPT achieves stable performance in both AR
and SP.

Figure 13(b) shows the results of QAOA using
bipotent circuits with qubits [17, 18, 21, 23, 24] including two
ECR-CX and two direct-CX gates. While all three types
of bipotent circuits have the same schedule duration,
Bipotent-ZZ-SWAPOPT exhibits a clear advantage, as
demonstrated by significant improvements in both AR
and SP. However, Global-B exhibits better performance for
larger values of p due to its shorter duration.

FIG. 12. Bipotent architecture of ibm_auckland. It has the same
label as ibmq_ehningen.

Our study highlights the importance of efficient gate imple-
mentation, achieved through increasing fidelity and reducing
schedule duration, in enhancing the algorithm’s performance.
However, we found that the use of different gate types in a
circuit can result in significantly divergent performances, even
when the duration is identical. Therefore, careful considera-
tion must be given to the selection of gate types to optimize
the performance.

VI. EXTENSIONS

A. Beyond QAOA

While the primary focus of this paper is on optimizing
QAOA on bipotent architectures without requiring additional
calibration, the insights presented here have broader im-
plications for other quantum algorithms and architectures.
Specifically, some two-qubit gates in an algorithm may only
achieve high fidelity after a time-consuming gate calibration,
resulting in a notable increase in overhead costs [52]. How-
ever, our study suggests a selective calibration approach that
can reduce the potential overhead by calibrating only the
two-qubit gates implemented on specific qubit pairs with a
higher CX gate error rate, instead of calibrating all two-qubit
gates. This approach enhances algorithm performance by en-
abling more efficient resource utilization, leading to faster
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(a)

(b)

FIG. 13. Benchmarking results of 5Q-QAOA for MaxCut on ibmq_ehningen using two sets of circuits: (a) ECR, global, and direct circuits,
and (b) bipotent and global circuits. The average CX gate error rates in the ECR circuits, Global-B, and direct circuit are 0.89%, 0.48%, and
0.60%, respectively, while that of each data point in (b) is 0.48%.

and more accurate results. Moreover, pulse-level optimization
and various gate decomposition strategies can be combined
to significantly improve algorithm performance. By investi-
gating the resilience of different pulse shapes to noise, we
can identify more robust pulse shapes that are less affected
by noise and errors in the computation. Consequently, by
leveraging these resilient pulse shapes, we can achieve better
performance of quantum algorithms.

We optimize the algorithm on cross-resonance based
hardware. The optimization is also applicable to other
architectures, such as tunable couplers [53] that support inter-
actions like ISWAP and CZ gates [54,55]. The implementation
of ZZ or ZZ-SWAP gates can be realized using three sets of
gates: CZ gates, ISWAP gates, and a combination of CZ and
ISWAP gates. By tailoring distinct gate decompositions to the
properties of the two-qubit gates on the target hardware, such
as fidelity and schedule duration, we can achieve improved
performance. Furthermore, integrating selective calibration at
the pulse level makes this approach particularly promising for
near-term quantum computing. Additionally, our study shows
that decomposing ZZ-SWAP gates into CZ gates helps achieve
improved results. Therefore, we expect that architectures with
a native CZ gate may benefit even more from this optimization.
Importantly, these techniques are not restricted to a particular
algorithm and can be employed in various other quantum
algorithms.

B. Error mitigation

In this paper, we applied readout error mitigation in QISKIT

to mitigate measurement errors. However, there are additional
techniques that can be utilized to suppress other types of
errors in bipotent architectures. Here, we discuss two such

techniques: dynamical decoupling [56] and zero-noise extrap-
olation (ZNE) [57].

Dynamical decoupling is a widely used strategy to sup-
press decoherence errors [58] by applying pulse sequences
to idle qubits. In bipotent architectures, the presence of two
distinct CX gate types with unique pulse schedules can lead
to significant variations in pulse lengths across different qubit
pairs within the algorithm. Applying dynamical decoupling
pulses to the idle regions of shorter pulses can be particularly
advantageous for such architectures. Moreover, diverse gate
decompositions on different qubit pairs and selective calibra-
tion can also result in noticeable differences in pulse lengths
and larger idle regions. This underscores the importance of
incorporating dynamical decoupling into this optimization
strategy.

The ZNE technique estimates the noiseless result by utiliz-
ing expectation values measured at different noise levels. In
bipotent architectures, two types of CX gates introduce differ-
ent errors, which can be suppressed using ZNE. Additionally,
ZNE can help identify the optimal gate decomposition for
each qubit pair among various decomposition strategies used
on different qubit pairs.

Thorough analysis, experimentation, and adaptation of
these techniques to the unique characteristics of bipotent ar-
chitectures are crucial for achieving improved performance on
such architectures.

VII. CONCLUSIONS AND FUTURE WORK

Bipotent QPU architectures, which offer improved func-
tions on some but not all of their qubits, provide new
opportunities for quantum computations, but they also intro-
duce new complexities. In this paper, we have investigated
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TABLE V. Calibration data at the time of the demonstration presented in Sec. V C 1.

3Q-QAOA-PortOpt ECR circuit Global-D Bipotent circuit

Qubits used [16, 14, 11] [18, 21, 23] [22, 25, 26]

T1 (μs) [194.12, 163.4, 150.43] [214.69, 300.02, 222.14] [195.66, 257.93, 195.59]

T2 (μs) [240.94, 215.18, 174.7] [333.28, 155.0, 234.21] [31.47, 354.96, 27.85]

Frequency (GHz) [5.022, 5.177, 5.119] [4.996, 4.94, 4.805] [4.725, 4.95, 5.151]

Anharmonicity (GHz) [−0.3435, −0.3408, −0.3405] [−0.343, −0.3456, −0.3471] [−0.3464, −0.3457, −0.3391]

Prob meas0 prep1 (%) [0.64, 0.92, 1.66] [1.14, 1.0, 0.84] [1.4, 1.16, 0.8]

Prob meas1 prep0 (%) [0.56, 0.68, 1.4] [0.86, 0.78, 0.76] [1.12, 0.66, 0.66]

Readout length (ns) [846.22, 846.22, 846.22] [846.22, 846.22, 846.22] [846.22, 846.22, 846.22]

Readout error (%) [0.6, 0.8, 1.53] [1.0, 0.89, 0.8] [1.26, 0.91, 0.73]

Single-qubit gate error (%) [0.016, 0.033, 0.022] [0.026, 0.021, 0.013] [0.016, 0.024, 0.014]

CX gate error (%) [0.66, 0.89] [0.44, 0.52] [0.62, 0.57]

4Q-QAOA-PortOpt ECR circuit Global-B Direct circuit

Qubits used [16, 14, 11, 8] [18, 21, 23, 24] [1, 4, 7, 6]

T1 (μs) [194.12, 163.4, 150.43, 145.9] [214.69, 300.02, 222.14, 244.38] [243.57, 134.77, 205.84,
105.37]

T2 (μs) [240.94, 215.18, 174.7, 157.35] [333.28, 155.0, 234.21, 225.4] [172.38, 111.81, 266.71,
183.16]

Frequency (GHz) [5.022, 5.177, 5.119, 5.174] [4.996, 4.94, 4.805, 5.074] [5.182, 5.054, 4.978, 4.89]

Anharmonicity (GHz) [−0.3435, −0.3408, −0.3405, −0.3399] [−0.343, −0.3456, −0.3471, −0.3416] [−0.34, −0.3426, −0.344,
−0.3448]

Prob meas0 prep1 (%) [0.64, 0.92, 1.66, 1.18] [1.14, 1.0, 0.84, 0.88] [1.04, 1.02, 0.74, 1.48]

Prob meas1 prep0 (%) [0.56, 0.68, 1.4, 1.46] [0.86, 0.78, 0.76, 0.66] [0.64, 0.58, 0.82, 2.02]

Readout length (ns) [846.22, 846.22, 846.22, 846.22] [846.22, 846.22, 846.22, 846.22] [846.22, 846.22, 846.22,
846.22]

Readout error (%) [0.6, 0.8, 1.53, 1.32] [1.0, 0.89, 0.8, 0.77] [0.84, 0.8, 0.78, 1.75]

Single-qubit gate error (%) [0.016, 0.033, 0.022, 0.029] [0.026, 0.021, 0.013, 0.017] [0.026, 0.025, 0.016, 0.02]

CX gate error (%) [0.66, 0.89, 1.06] [0.44, 0.52, 0.49] [0.68, 0.4, 0.35]

5Q-QAOA-PortOpt ECR circuit Global-B

Qubits used [16, 14, 11, 8, 9] [17, 18, 21, 23, 24]

T1 (μs) [194.12, 163.4, 150.43, 145.9, 178.39] [143.0, 214.69, 300.02, 222.14, 244.38]

T2 (μs) [240.94, 215.18, 174.7, 157.35, 195.4] [39.76, 333.28, 155.0, 234.21, 225.4]

Frequency (GHz) [5.022, 5.177, 5.119, 5.174, 4.993] [5.136, 4.996, 4.94, 4.805, 5.074]

Anharmonicity (GHz) [−0.3435, −0.3408, −0.3405, −0.3399, −0.3441] [−0.341, −0.343, −0.3456, −0.3471,
−0.3416]

Prob meas0 prep1 (%) [0.64, 0.92, 1.66, 1.18, 1.0] [0.88, 1.14, 1.0, 0.84, 0.88]

Prob meas1 prep0 (%) [0.56, 0.68, 1.4, 1.46, 0.74] [0.56, 0.86, 0.78, 0.76, 0.66]

Readout length (ns) [846.22, 846.22, 846.22, 846.22, 846.22] [846.22, 846.22, 846.22, 846.22, 846.22]

Readout error (%) [0.6, 0.8, 1.53, 1.32, 0.87] [0.72, 1.0, 0.89, 0.8, 0.77]

Single-qubit gate error (%) [0.016, 0.033, 0.022, 0.029, 0.02] [0.018, 0.026, 0.021, 0.013, 0.017]

CX gate error (%) [0.66, 0.89, 1.06, 0.94] [0.47, 0.44, 0.52, 0.49]

5Q-QAOA-PortOpt Direct circuit Bipotent circuit

Qubits used [6, 7, 4, 1, 2] [11, 14, 13, 12, 10]

T1 (μs) [42.89, 148.29, 108.74, 154.56, 75.75] [127.56, 107.65, 147.9, 183.56, 115.74]

T2 (μs) [183.16, 266.71, 111.81, 172.38, 19.75] [74.74, 196.1, 271.77, 442.33, 57.65]

Frequency (GHz) [4.89, 4.978, 5.054, 5.182, 5.127] [5.119, 5.177, 4.926, 4.725, 4.835]

Anharmonicity (GHz) [−0.3448, −0.344, −0.3426, −0.34, −0.3403] [−0.3405, −0.3408, −0.344, −0.3484,
−0.3471]

Prob meas0 prep1 (%) [1.48, 0.74, 1.02, 1.04, 1.04] [1.54, 1.08, 1.74, 1.0, 0.74]

Prob meas1 prep0 (%) [2.02, 0.82, 0.58, 0.64, 0.66] [1.34, 0.44, 0.96, 0.9, 0.46]

Readout length (ns) [846.22, 846.22, 846.22, 846.22, 846.22] [846.22, 846.22, 846.22, 846.22, 846.22]

Readout error (%) [1.75, 0.78, 0.8, 0.84, 0.85] [1.44, 0.76, 1.35, 0.95, 0.6]
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TABLE V. (Continued.)

5Q-QAOA-PortOpt Direct circuit Bipotent circuit

Single-qubit gate error (%) [0.02, 0.016, 0.025, 0.026, 0.05] [0.025, 0.031, 0.018, 0.022, 0.017]
CX gate error (%) [0.35, 0.4, 0.68, 0.96] [0.84, 0.59, 0.66, 0.5]

5Q-QAOA-PortOpt Bipotent circuit (ibm_auckland)

Qubits used [11, 8, 5, 3, 2]
T1 (μs) [168.1, 177.64, 280.77, 157.44, 126.14]
T2 (μs) [138.88, 97.6, 96.99, 219.48, 196.01]
Frequency (GHz) [5.055, 5.204, 4.993, 4.897, 5.006]
Anharmonicity (GHz) [−0.3422, −0.3407, −0.3445, −0.3455, −0.3434]
Prob meas0 prep1 (%) [0.84, 1.08, 1.14, 1.48, 1.28]
Prob meas1 prep0 (%) [0.5, 0.7, 0.74, 0.84, 0.98]
Readout length (ns) [757.33, 757.33, 757.33, 757.33, 757.33]
Readout error (%) [0.67, 0.89, 0.94, 1.16, 1.13]
Single-qubit gate error (%) [0.017, 0.019, 0.049, 0.016, 0.018]
CX gate error (%) [0.63, 0.98, 0.59, 0.49]

the choice between improved direct-CX gates with better
fidelity and duration and conventional ECR-CX gates that
support pulse-level optimizations without additional calibra-
tion. Based on a careful validation of different circuits on
two IBM’s QPUs, we found that ECR-CX with pulse-level
optimizations used to a maximum extent outperforms even
seemingly globally optimal circuits with the highest fidelity.
When comparing two approaches to constructing bipotent
circuits, circuits that consider both fidelity and duration dom-
inate circuits that focus only on fidelity.

We believe that the hardware-software codesign is an es-
sential issue in emerging bipotent architectures. For instance,

the QAOA circuits investigated in this paper have a reg-
ular structure with relatively few quantum gate types and
well-understood pulse-level optimizations. For other types of
circuits with less pronounced effects of pulse-level optimiza-
tions, the improvements due to better basis gates may be more
advantageous. An interesting avenue for future work is the
development of universal and fully automatic methods to map
a given quantum circuit to a bipotent QPU, thereby maximiz-
ing its probability of success and minimizing the duration of
the resulting schedule. We believe that the existence of such
methods will be a prerequisite for the practical success of
bipotent quantum architectures. It would also be interesting

TABLE VI. Calibration data at the time of the demonstration presented in Sec. V C 2.

5Q-QAOA-MaxCut ECR circuit Global-B

Qubits used [16, 14, 11, 8, 9] [6, 7, 4, 1, 0]
T1 (μs) [197.21, 207.15, 104.89, 122.12, 135.3] [186.94, 217.29, 129.35, 143.59, 197.13]
T2 (μs) [240.94, 215.18, 174.7, 157.35, 195.4] [183.16, 266.71, 111.81, 172.38, 201.31]
Frequency (GHz) [5.022, 5.177, 5.119, 5.174, 4.993] [4.89, 4.978, 5.054, 5.182, 4.961]
Anharmonicity (GHz) [−0.3435, −0.3408, −0.3405, −0.3399, −0.3441] [−0.3448, −0.344, −0.3426, −0.34, −0.3445]
Prob meas0 prep1 (%) [0.64, 0.92, 1.66, 1.18, 1.0] [1.48, 0.74, 1.02, 1.04, 1.04]
Prob meas1 prep0 (%) [0.56, 0.68, 1.4, 1.46, 0.74] [2.02, 0.82, 0.58, 0.64, 0.88]
Readout length (ns) [846.22, 846.22, 846.22, 846.22, 846.22] [846.22, 846.22, 846.22, 846.22, 846.22]
Readout error (%) [0.6, 0.8, 1.53, 1.32, 0.87] [1.75, 0.78, 0.8, 0.84, 0.96]
Single-qubit gate error (%) [0.016, 0.033, 0.022, 0.029, 0.02] [0.02, 0.016, 0.025, 0.026, 0.018]
CX gate error (%) [0.66, 0.89, 1.06, 0.94] [0.35, 0.4, 0.68, 0.51]

5Q-QAOA-MaxCut Direct circuit Bipotent circuit

Qubits used [6, 7, 4, 1, 2] [17, 18, 21, 23, 24]
T1 (μs) [42.89, 148.29, 108.74, 154.56, 75.75] [143.0, 214.69, 300.02, 222.14, 244.38]
T2 (μs) [183.16, 266.71, 111.81, 172.38, 19.75] [39.76, 333.28, 155.0, 234.21, 225.4]
Frequency (GHz) [4.89, 4.978, 5.054, 5.182, 5.127] [5.136, 4.996, 4.94, 4.805, 5.074]
Anharmonicity (GHz) [−0.3448, −0.344, −0.3426, −0.34, −0.3403] [−0.341, −0.343, −0.3456, −0.3471, −0.3416]
Prob meas0 prep1 (%) [1.48, 0.74, 1.02, 1.04, 1.04] [0.88, 1.14, 1.0, 0.84, 0.88]
Prob meas1 prep0 (%) [2.02, 0.82, 0.58, 0.64, 0.66] [0.56, 0.86, 0.78, 0.76, 0.66]
Readout length (ns) [846.22, 846.22, 846.22, 846.22, 846.22] [846.22, 846.22, 846.22, 846.22, 846.22]
Readout error (%) [1.75, 0.78, 0.8, 0.84, 0.85] [0.72, 1.0, 0.89, 0.8, 0.77]
Single-qubit gate error (%) [0.02, 0.016, 0.025, 0.026, 0.05] [0.018, 0.026, 0.021, 0.013, 0.017]
CX gate error (%) [0.35, 0.4, 0.68, 0.96] [0.47, 0.44, 0.52, 0.49]
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to explore the potential applicability of the proposed method
on other QPUs such as Google’s Sycamore processor [59]
with a two-qubit hardware-native gate set {CZ,

√
iSWAP,

Sycamore}.
Combining the proposed optimization strategies with error

characterization, selective calibration, error correction, and
various error mitigation techniques would be valuable in fur-
ther enhancing the performance of algorithms on bipotent
quantum architectures. Error characterization allows for a
comprehensive understanding of the specific noise sources
and patterns within the system. Selective calibration fine-tunes
individual qubit pairs based on their unique characteristics,
optimizing their performance. Error correction protects quan-
tum information from errors caused by interactions with the
environment [60]. Additionally, error mitigation suppresses
errors and improves performance. We have discussed the po-
tential benefits of utilizing dynamical decoupling and ZNE
based on the properties of the two CX gate types specifi-
cally for bipotent architectures. Integrating these techniques
improves the performance and reliability of algorithms on
bipotent quantum architectures, enabling more accurate and
efficient quantum computations.
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APPENDIX: CLOUD PLATFORM DETAILS

Here we provide more details about the two cloud-
accessible QPUs ibmq_ehningen and ibm_auckland used in
our research. Both QPUs have identical layouts, as shown
in Figs. 1 and 12. The basis gates of both QPUs include
ID, RZ, SX, X, and CX, where ID is the identity gate, X is
the Pauli X gate, and SX is the square root of the X gate.
Calibration data at the time of the demonstration of QAOA
for PortOpt and MaxCut are summarized in Tables V and VI,
respectively.
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