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Non-Markovian enhanced temperature sensing in a dipolar Bose-Einstein condensate
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We present a method for implementing quantum temperature sensing for extremely low temperatures in a
quasi-1D dipolar Bose-Einstein condensate reservoir with a magnetic field-driven impurity atom acting as a
quantum sensor. By analyzing the quantum signal-to-noise ratio (QSNR) as a metric for temperature sensing
performance, we demonstrate that the presence of an attractive dipolar interaction in the reservoir, which includes
the effects of non-Markovian dynamics on the sensor, significantly enhances estimation efficiency. We also
investigate the steady-state estimation efficiency for long-encoding times through an analytical expression, which
shows that the optimal QSNR depends on the driving magnetic field of the impurity atom. Our method can
achieve high-efficiency temperature sensing for any low temperature by tuning the magnetic field. These findings
suggest that our approach has potential applications in high-resolution quantum thermometry.
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I. INTRODUCTION

Temperature is a fundamental concept in both classical
and quantum thermodynamics. In particular, achieving an
ultralow temperature is crucial for quantum simulation and
computation [1]. Although cold atomic gases have been
cooled to the sub-nK regime, accurately measuring such
low temperatures in a nondestructive manner remains a
challenging task [2-5]. This is due to both the complexity
of the required experimental setup and fundamental
limitations in precision. To overcome these challenges, a good
thermometer should be so small that it does not significantly
disturb the temperature of the bath during the measurement
process. One approach is to use a quantum sensor such as a
two-level system [6—11] or harmonic oscillator [12—14] that
is coupled to the quantum reservoir to encode the temperature
information. By measuring the sensor’s observables, we
can obtain knowledge of the temperature without disturbing
the bath. Moreover, quantum temperature sensors can
potentially revolutionize temperature measurement by
utilizing coherence, quantum squeezing, entanglement,
or other quantum resources to achieve a level of precision that
surpasses the standard bound set by classical statistics [15,16].
With their high precision and sensitivity, these sensors have
the potential to improve temperature measurement.

Research on quantum thermometers can generally be
classified into two main types: fully thermalized thermometers
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[17-19] and partly thermalized thermometers [20,21]. In the
case of thermal equilibrium probes, where the probes are
in thermal equilibrium with the sample and temperature
sensing accuracy is determined by the heat capacity, it has
been demonstrated that the sensing error will exponentially
increase as the temperature approaches zero [22,23]. How-
ever, for nonthermal equilibrium probes, where the quantum
probes do not equilibrate with the sample but in a nonthermal
steady state, the sensing error will still increase, but the
divergence will be polynomial rather than exponential [24,25].
Currently, numerous attempts are made to tackle the issue
of error divergence in quantum temperature sensing, such
as the utilization of harmonic oscillator probes. Reference
[12] reported that by employing a Brownian particle as a
temperature sensor for a Bose-Einstein condensate (BEC)
reservoir, the relative error for temperatures as low as 200 pK
can be kept below 14% for as few as 100 measurements.
Nonetheless, research of high-sensitivity temperature
sensing utilizing a qubit probe in the BEC system is still
ongoing.

Recently, studies have shown that non-Markovian ef-
fects can significantly impact the effectiveness of quantum
sensing [26-29]. In particular, in a dipolar BEC system,
non-Markovian effects can be regulated due to the tunable
magnetic dipole-dipole interaction (MDDI) [30-35], allowing
for the study of non-Markovian dynamics in a controlled man-
ner [36-38]. Additionally, impurities in the system can lead
to interesting effects on the dynamics. Understanding their
impact is essential for developing high-precision quantum
temperature sensoring.

©2023 American Physical Society
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FIG. 1. (a) The physical system of the quantum temperature
sensing under consideration. An atomic qubit is immersed in a ther-
mally equilibrated quasi-1D dipolar BEC, which acts as a quantum
sensor to estimate the temperature of the BEC reservoir. (b) Scheme
of our proposed thermometry protocol, which involves an encoding
process and a measurement process.

(b)

Reservoir

In this work, we investigate the non-Markovian effects
of dipolar BECs on the dynamics of an impurity atom and
demonstrate how these effects can enhance the sensitivity of
quantum temperature sensors. We use the quantum signal-
to-noise ratio (QSNR) as a metric for the performance of
temperature sensing and show that the incorporation of at-
tractive dipolar interactions in the reservoir improves the
estimation efficiency for partly thermalized thermometers. We
also analyze the fully thermalized (steady-state) estimation
efficiency using an analytical expression and discover that
the optimal QSNR depends on the driving magnetic field
of the impurity atom. Our approach takes advantage of the
adjustable magnetic field to precisely control the efficiency of
estimation at low temperatures.

The paper is structured as follows: In Sec. II, we present
the model of atoms immersed in a thermally equilibrated
quasi-1D dipolar BEC reservoir and give the dynamics of the
atoms under the influence of dissipative noise. In Sec. III,
we demonstrate the positive effects of the dipolar interaction
in the reservoir as well as the driving magnetic field on the
sensitivity of a single-qubit quantum thermometry. Finally, we
conclude in Sec. I'V.

II. THE MODEL AND DYNAMICS
A. Physical model

We consider a single impurity-atomic qubit that acts as the
sensor, immersed in a thermally equilibrated quasi-1D dipolar
BEC reservoir at temperature 7 (shown in Fig. 1). The sensor
is confined in a spin-independent, three-dimensional, sym-
metric harmonic trap V,(r) = m,w?r?/2, with spatial orbital
D, = (m£2) e~ N where €, = /I (Mawg), W,
is the trap frequency, and m,, is the mass. The Hamiltonian of
the sensor is then given by

e,
H, = TUZ’ (1)

where o, = |e)(e| — |g)(g] and €2, is the level splitting be-
tween the excited (|e)) and ground (|g)) states.

For the reservoir atoms, we assume that the dipolar BEC
is confined in a cylindrically symmetric trap with a transverse
trapping frequency w, and a negligible longitudinal confine-
ment along the x direction. In three dimensions, the two-body
interaction is given by

3¢a 1 =3(m - )

V3D(l‘) = gpé(r) + E s ()

3
where the contact interaction strength is g, = 4nh2ab/mb,
with a, the s-wave scattering length and the dipolar
interaction strength is c¢; = 4nh2add /mp, where agq =
,ugufnmb /(12 k) is a length scale characterizing the dipole-
dipole interaction with o the vacuum permeability, w,, the
magnetic dipole moment, and m,; the mass of the reservoir
atom. For sufficiently large w, , the motion of the atoms along
the y-z axis is frozen to the ground state of the oscillator,
which is given by W, (y, z) = (nﬁi)‘I/Ze‘(yzﬂz)/(zz%), where
Ly = /h/(mpw, ) is the width of the Gaussian function.

Using the Bogoliubov method, the Hamiltonian of the
reservoir takes the form [36]

Hy =) lodbibi, 3)
k0

where by (bl) is the annihilation (creation) operator of the
Bogoliubov modes with momentum k, and the corresponding
excitation energy is [38]

o = Lo V) + ke 21— xop®)]. @)

where n = 8npay, is a dimensionless parameter depending on
the condensate linear density np and the s-wave scattering
length a,. The relative MDDI strength is defined as x =
aqd / ap, and

Dip(k) = 1 — 3k2¢; expl(k€,)* /21100, (k€,)* /2] (5)

is the Fourier transform of the effective 1D MDDI with
I'(0, x) the incomplete Gamma function.

Assuming that the atoms in the reservoir are coupled to the
excited state |e) of the sensor (the impurity atom) through a
Raman transition, the strength of the coupling depends on the
s-wave scattering length a,;, and the interaction Hamiltonian
takes the form [36-38]

Hyp = iAoz + 0. ) Tige(bi + b)), ©6)
k

Here, A, = hagny(m, + m;,)/[mam,,(éi + 6,2,)] and g =

A, %e’("“)z/ 4 where L is the length of the BEC reser-
no. Wi

voir. The total interaction between the sensor and the reservoir
is described by the Hamiltonian

hé, . .
ot > habb+ 0.y higi(be + b)), (7)

k0 k

H =

with 6, = Q, + 2A.. The dynamics of the sensor in the
reservoir is purely dephasing under this interaction. However,
recent research has demonstrated that dissipative interactions
with counter-rotating-wave terms offer greater advantages
for quantum sensing compared to dephasing interactions
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[39,40]. By applying a two-dimensional magnetic field H,, =
(hByoy + hB,0;)/2 to drive the qubit [41], we can transform
Hamiltonian (7) into a dissipative interaction between the
sensor and the reservoir. For simplicity, the resonance case,
ie., Q,+2A,— B, =0, will be the main focus, and this
requirement can be met by adjusting the magnetic field B,
in the z direction [37]. After making the unitary transform
Uy = e '"/9% the total Hamiltonian becomes

B
b ¥ ¥
5o:+ ; haxbibi — 0, Y hgi(b +b}). (8)

k

H =

In what follows, the thermometry protocol will be imple-
mented based on Eq. (8), and B, will be treated as a control
parameter.

B. System dynamical evolution

We start by assuming that the entire sensor-reservoir sys-
tem is initially in a product state given by

prot = [W(0)) (W(0)| ® p, €))

where |W(0)) is the initial state of the sensor, and p, is
the thermal equilibrium state of the reservoir at temper-
ature T, given by p, = IT;(1 — eﬂ“’k)e’ﬂ"’kbzbk, where 8 =
h/kgT is the inverse temperature. We then use the Zwanzig’s
projection-operator method to trace out the reservoir in the
Liouville’s equation of motion, up to second order in the
sensor-reservoir coupling [42,43]. This yields the master
equation for the sensor’s reduced density matrix p,

p= gl P+ [ del@r — o, T)p 0] + Hel,
0
(10)

with H; = B,o,/2. Here, the correlation function for the reser-
voir is defined as ®7(¢t) = (exp(iHpt /h)Bexp(—iHpt /1)),
with B= Y, gx(bx + b)) and (...), = Tr(... py). The uni-
tarily transformed dipole operator in Eq. (10) is &,(¢, 1) =
U+efin(Ifr) +O—_eiBA(I*T).

Finally, we can write the master equation for the re-
duced density matrix in terms of the Bloch vector § =
((6y), (6y), (6)), without making the rotating-wave approx-

imation (RWA), as follows:

S: = —B.S,, (11)
Sy = [By + 2A(t)1S, — 2R(1)S,, (12)
S, = —2R(1)S, — 2Y (1), (13)
where
B o w \ sin[(By — w)t]
R = [ dos@)con (ﬁ)ﬂ (14)
() = /oodwj(w)w, (15)
0 Bx —w
_ *° w\ 1 —cos[(B, — w)t]
AG) _/0 dwl () coth <ﬁ) ()

R(t) and Y(¢) are the decoherence rates, and A(¢) is the
resonance shift in energy. In the Markovian limit + — oo,
we have R(co) = wJ(B,) coth(B,/2T) and Y (0c0) = wJ(By).
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FIG. 2. The spectrum density function J(w) given by Eq. (17) for
various relative MDDI x. Here, n = Sand ® = 1.5 x 1072,

In terms of the impurity-reservoir coupling parameters gy, the
reservoir spectral density function J(w) = ), | gr|*8(w — wy)
can be given as

00 2 k2622

e

w(k)

where w(k) = w; and the dimensionless parameter ® is de-
fined as ©® = nglia?, (m, + my)*/[wm2(€2 + £2)*]. Then, the
dynamics of the sensor can be understood by examining the
system-environment spectral density J(w), which is deter-
mined by the parameters of the BEC reservoir and can be
adjusted.

As a concrete example, we consider a single *Na atom
immersed in a BEC reservoir composed of Dy atoms. The
magnetic moment of the reservoir atoms is ©,, = 9.9up and
the dipolar interaction strength is ayz; >~ 131ay, where up
represents the Bohr magneton and a(y denotes the Bohr radius
[44]. The predominantly attractive nature of the dipolar inter-
action arises from the anisotropy of the MDDI, characterized
by the dimensionless parameter x. However, the effective
strength and sign of the dipolar interaction can be modified
using techniques such as the fast rotating orienting fields and
the Feshbach resonance [45-47]. To facilitate numerical sim-
ulations, we introduce dimensionless units. Energy is rescaled
in terms of fiw, , time is rescaled in terms of w7 !, and length
is rescaled in terms of £, = [/i/(myw, )]'/>. Considering a trap
frequency of w; = 300 Hz and the corresponding oscillator
length of £, = £, ~ 1.14 x 107% m, we select a linear density
of ny = 108 m~! for the quasi-1D condensate. The s-wave
scattering length between Na and Dy atoms is approximately
agp ~ 5.3 nm [36,38]. In our numerical simulations presented
in this paper, we set n = 5and ® = 1.5 x 1072,

To this end, we analyze the spectral density function J(w)
as a function of the relative strength of MDDI x, as shown
in Fig. 2. At x =0, J(w) exhibits an approximate Ohmic
spectrum with a peak at w = 0.75w,. However, as x in-
creases, the peak of J(w) gradually shifts towards 0, indicating
the presence of an attractive interaction. Remarkably, as x
approaches 1, J(w) displays a distinct peak near w = 0. It
corresponds to the non-Markovian dissipation rates captured
by the frequency @ — 0in Eqgs. (11)—(13). These observations
sharply contrast with previous studies on 2D dipolar BEC-
reservoir systems [36,37], where the dipolar interactions were
predominantly repulsive, resulting in the emergence of two

J(©) = 003 £ / slo—w®)],  (17)
0

022608-3



XU, YUAN, TANG, WU, TAN, AND KUANG

PHYSICAL REVIEW A 108, 022608 (2023)

0.08 0.08 0.020
(a) (b) (c)
0.06 - 0.06 ~ 0.016 B
k[_\[ \’f \,’\/ RN S RAA TS
= s O
< H < .02 —
0.02 | l 0.008
| | 2
Ak ATl paryn
I U Vv 0.00 - 1 '
0.004 7=09
0.00 - U S (R S
—-= =0
-0.02 A ;‘ —— y=-09
0.000
'0.02 T T T T T T T T T T T T T T T
0 50 100 150 200 0 50 100 150 200 0 50 100 150 200
w |t w |t Wt

FIG. 3. Dynamic behavior of R(t), A(z), and Y (¢) as a function of time w, ¢ for different relative MDDI y. The driving magnetic field

strength is chosen as B, = 0.45w, and kgT /hw, = 0.2.

sharp peaks within the intermediate range. Consequently, our
current study unveils distinct dynamics compared with the
aforementioned Refs. [36,37].

In Fig. 3, we further plot the time-dependent behavior of
R(t), A(t), and Y (¢) as a function of w ¢ for various x. The
plot illustrates that for x < 0, R(¢), A(¢), and Y (¢) increase
rapidly from zero to a steady state, indicating a Markovian
behavior. Conversely, for x > 0.9, these quantities exhibit
damped oscillations that persist for an extended period, sig-
nifying a strongly non-Markovian behavior. An important
feature of the strongly non-Markovian behavior is the pres-
ence of a negative decay rate in R(¢), which is evident in the
figure. Additionally, the degree of non-Markovianity becomes
more pronounced with increasing MDDI strength .

C. Non-Markovianity for sensor in a quasi-1D
dipolar BEC reservoir

In order to further characterize the non-Markovian nature
of the system under consideration, we employ the scheme
of measuring the degree of non-Markovianity proposed by
Breuer et al. [48]. The non-Markovianity, denoted as N, is
defined by

N = max

p1,2(0)

| a0 (1)
>0

It quantifies the occurrence of recoherence or information
backflow by assessing the rate of change of the trace dis-
tance between the physical initial states. Here, o [t; p12(0)] =
Dlpi(t), p2(2)] represents the rate of change of the trace
distance, D = %Tr|,01 (t) — pa(t)|, between the states p;(t)
and p;(¢), considering their respective initial states p;(0) and
02(0). The trace distance between two qubits can be expressed
as D = IS — 8§@|. It is important to note that computing
Eq. (18) involves determining the maximum value by iterating
over the initial states p; 2(0). Selecting appropriate p; 2(0) is
not a trivial task. However, extensive research has convinc-
ingly demonstrated that for a two-level system, the optimal
initial states can be chosen as a set of orthogonal pure states,
such as |£) = (Je) £ |g))/~/2 [48,49]. These states maximize

the non-Markovianity measure as

N = %/dtﬂa[t, x| + oz, £}, (19)

and the rate of change of the trace distance is o[, £] =
28S§i)[8S§i)A(t) - (SS;ﬁE)R(t)]/\/((SSfE))2 - (SS;,i))Z, with

SSI.(jiV =5t Si(f), which depends on the Bloch vectors
S@®), as well as A(7) and R(?).

By substituting the solution of o[t, =] into Eq. (19), we
present a plot of the non-Markovianity A as a function of x
in Fig. 4. As expected, A increases rapidly when x > 0.9 and
becomes divergent as it approaches x* = 1. Consequently,
we will focus our subsequent discussion exclusively on cases
where x > 1 in our temperature sensing scheme.

III. NON-MARKOVIAN TEMPERATURE SENSING

The interaction between the sensor and the reservoir, de-
picted in Fig. 1(b) and described by Eq. (8), effectively
encodes the information regarding the temperature of the
reservoir into the state of the sensor. Due to the weak coupling
between the sensor and the reservoir, the sensor’s dynamic
behavior can be accurately described by Egs. (11)—(13). By

1.2
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FIG. 4. Non-Markovianity A as a function of the relative MDDI
strength x. Here, kgT /hiw, = 0.2.
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FIG. 5. Dynamic behavior of the QSNR Qr(¢) as a function of time w, ¢ and different relative MDDI x for varying external driving
magnetic field strength B,. The driving magnetic field strengths are chosen as (a) B, = 0.25w,, (b)B, = 0.45w,, and (c¢) B, = 0.6w, . Here
the initial state of the sensor is chosen as |W(0)) = (|e) + |g))/ﬁ and the temperature of the BEC reservoir is kg7 /hiw; = 0.2.

measuring specific observables S of the sensor, we can acquire
valuable insights into the temperature. However, these dis-
tinguishing characteristics are not captured by less advanced
methodologies.

To assess the precision of our temperature sensing method,
we first introduce the quantum parameter estimation theory.
As is well known, the ultimate temperature sensing preci-
sion is limited by the quantum Cramér-Rao bound, given by
8Tmin = 1//nFr, where 6T is the mean square error, 7 is the
number of repeated measurements, and Fr denotes the quan-
tum Fisher information (QFI) with respect to the temperature
T . For any two-dimensional density matrix p = %(I +S.6),
the QFI Fr can be easily calculated via [50,51]

N (S-975)2
Fr=|0,SP+ ———~ .
7 = [0rS| T

When p is a pure state, the above equation further reduces
to Fr = |07S|%. The temperature sensing performance can be
characterized by the optimal relative error,

8 Tmin 1

T~ JmOr
Here, Or is the QSNR, and a larger QSNR indicates a better
temperature sensing performance. It is worth emphasizing
that we utilize the QSNR to capture and evaluate the unique
characteristics of our temperature sensing method. The accu-
racy of a temperature measurement relies on various factors,
such as the coupling between the sensor and the environment,
the strength of the coupling, and the type of environmental
noise. Therefore, even with sensing using a single qubit, the
conclusions are not obvious. This complexity is particularly
prominent when non-Markovian effects are present, making
the temperature measurement more intricate.
In what follows, we will investigate a non-Markovian tem-
perature sensing scheme implemented in our proposed model
by manipulating B, and .

(20)

Or =T*Fr. 1)

A. Non-Markovianity enhanced temperature sensing

In terms of Eq. (21), Fig. 5 illustrates the dynamic behavior
of the QSNR Q7 (¢) as a function of time w, t and the strength

of the external driving magnetic field B, for different MDDI
values x. The results provide compelling evidence that attrac-
tive interactions (x > 0) in dipolar BECs lead to an more
effective enhancement of Qr compared to repulsive inter-
actions (x < 0). Moreover, the observed oscillatory patterns
of Qr, similar to Fig. 4, become more pronounced as y in-
creases, resulting in higher maximum attainable values of Q7.
Notably, for w ¢ > 100, the oscillations of Q7 display a reg-
ular pattern with an increasing frequency as B, is increased,
as captured by the term sin[(B, — w)t] in Egs. (14)—(16). This
behavior is particularly significant for x > 0.9, highlighting
the strong non-Markovian effects observed in Fig. 4. These
findings suggest that non-Markovian effects have the potential
to improve temperature sensing accuracy. However, regardless
of the magnitude of yx, the Q7 values converge to a common
steady state that is solely dependent on the external driving
magnetic field in the long-time regime. Figures 5(a)-5(c) also
demonstrate that the Qr values are highly sensitive to the
strength of the external driving magnetic field By, indicating
that selecting an appropriate driving magnetic field can im-
prove Qr.

In Fig. 6, we display the maximum achievable QSNR Q7
by optimizing the encoding time, as a function of y, with
B, = 0.45w, and 0.6w . The results demonstrate a mono-
tonically increasing trend of QF®* with values of x. As x

—#— B,=045w_

1.2 1 B, =0.6w 1 1
1.0

5

g

Q) 081 r
o 4n__-/.J
04l B = iy

0.0 0.2 0.4 0.6 0.8 1.0

X

FIG. 6. The maximum QSNR O7* as a function of x. Here,
kBT/ha)l =0.2.
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Bx/a) 1

FIG. 7. The maximum QSNR OF* as a function of B, for dif-
ferent x. Here, kg7 /hiw, = 0.2.

approaches 1, the quantity Q7 can reach 1.33, meaning
that (8Tmin/T) can be less than 10% with as few as n = 100
measurements. By comparing with Fig. 4, it is clear that this
improvement in measurement accuracy follows the same trend
as non-Markovianity. This clearly indicates that the enhanced
temperature sensing precision is associated with the increase
of non-Markovianity.

To better demonstrate the influence of B, on temperature
sensing, Fig. 7 illustrates the impact of B, on temperature
sensing. It presents the maximum achievable QSNR QF*
as a function of B,, considering different values of x. The
graph clearly highlights the presence of an optimal exter-
nal magnetic field, B,, for a specific measured temperature
T. Moreover, this improvement becomes more pronounced
for higher non-Markovianity, i.e., larger values of x. These
findings indicate that adjusting the external magnetic field
not only enhances the steady state Qr, but also significantly
improves its dynamic optimal value. For example, under
appropriate magnetic fields, such as B, = 150 Hz for T =
0.458 nK, the value of Qr can reach a maximum of 0.85 when
x = 0.98, meaning that the relative error (8Ty,,/7T) can be
less than 11% in only n = 100 measurements.

B. Steady-state results of the temperature sensing

We shall discuss the feature of steady-state QSNR Q7 (c0)
in the long-encoding-time regime. In the long-time limit,
based on Egs. (11)-(13), the Bloch vector can be easily ob-
tained as

Sx(00) = §y(00) =0,

§;(00) = =Y (00)/R(00) ~ —tanh(B,/2T),  (22)
which means the long-time steady state of the fully thermal-
ized thermometer can be described by the canonical Gibbs

state, ps(00) = exp(—H,/T)/Trlexp(—H,/T)].
Then, we have

B:\? B,
Or(00) = <ﬁ> [1 — tanh? (ﬁﬂ (23)

and the optimal steady-state QSNR Q7 (co0) =~ 0.44 can be
obtained when (f—;)tanh(f—;) = 1, which indicates that the
optimal relative error can reach 15% with only n = 100
measurements.

B\/T

300+ (b)

Hz)

= 200 1

100 -

02 04 06 08 10 12
T (nK)
FIG. 8. (a) The steady-state QSNR Qr(c0) as a function of

B,/T. The optimal value of QSNR is marked by a red asterisk.
(b) The relationship between B, and T at the optimal point.

It is important to determine the optimal measurement for
achieving the highest precision of the estimated parameter
in practical experiments. In this study, we have chosen the
observable S, = (o) as the measurement signal. According to
the error propagation formula, the minimum standard devia-
tion for temperature can be expressed as 87 = AS./[0S./0T]|,
where the variance is AS, = /1 — Sg. The QSNR Q7 asso-
ciated with the measurement of population S, can be obtained
from Eq. (22) and yields the relative error for a single mea-
surement (n = 1),

o _ 21 _
T gl -t (B)] V)

(24)

which is equivalent to the QSNR presented in Eq. (21).
According to the expression in Eq. (23), Fig. 8(a) shows
the variation of the steady-state QSNR Qr (00) with respect to
the ratio of the magnetic field along the x direction B, and the
temperature 7', in the steady state. As shown in the figure, the
steady-state value of Q7 (00) is solely determined by the ratio
of B, /T, regardless of the strength of the dipolar interactions.
Therefore, by adjusting the magnetic field strength to approx-
imately B, /T =~ 2.42, the temperature sensing sensitivity can
be enhanced at any low temperature, as shown in Fig. 8(b).

IV. CONCLUSION

In conclusion, we have presented a method for quantum
temperature sensing at extremely low temperatures in a quasi-
1D dipolar BEC reservoir, utilizing a magnetic field-driven
impurity atom as the quantum sensor. Our proposed model
offers highly controllable parameters and the capability to
manipulate non-Markovian effects in the environment. These
advantageous features make our model an ideal platform
for investigating non-Markovian temperature sensing in
ultracold atomic gases. Our results highlight the significance
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of non-Markovian effects arising from attractive dipolar
interactions in the reservoir, which can enhance the efficiency
of temperature estimation, indicated by the QSNR. Our
proposed scheme can achieve an optimal relative error of less
than 10% with just 100 measurements, surpassing the existing
methods in the literature [12]. Moreover, we have investigated
the steady-state estimation efficiency and observed that it
solely relies on the driving magnetic field. Our findings
suggest that the optimal relative error can reach 15% with 100
measurements for the case of the steady state at the optimal
magnetic field. Furthermore, by adjusting the magnetic field,
our approach can achieve high-efficiency temperature sensing
for any low temperature. Overall, our proposed method holds
great potential for high-resolution quantum thermometry

and can offer a more efficient and accurate approach for
temperature sensing at low temperatures.
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