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Optimal time for sensing in open quantum systems
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We study the time-dependent quantum Fisher information (QFI) in an open quantum system satisfying the
Gorini-Kossakowski-Sudarshan-Lindblad master equation. Most of our work concerns a simple three-level
model for a single probe coupled to a sink, although some results for multiple probes are also given. We also
study the dynamics of the system from an effective non-Hermitian dynamics standpoint and use it to understand
the scaling of the QFI when multiple probes are used. A focus of our work is how the QFI is maximized
at certain times, suggesting that the best precision in parameter estimation can be achieved by focusing on
these times. The propagation of errors analysis allows us to confirm and better understand this idea. We also
propose an optimum-time-based parameter estimation procedure involving relatively low-resource-consuming
measurements followed by higher-resource-consuming measurements and demonstrate it in simulation.
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I. INTRODUCTION

Quantum sensing and metrology [1–8] involve the explo-
ration of subtle quantum effects to increase the precision of
parameter estimation. Quantum sensing has become one of
the most promising applications of quantum technologies,
involving single- or multi-parameter estimation. In this work
we will use quantum Fisher information (QFI) as a tool to
study quantum sensing for open quantum systems [9–14]. The
QFI [1] quantifies the theoretical bound on the achievable
precision in estimating a parameter using a quantum state as
a probe and can be regarded as a performance measure of
a quantum system as a quantum sensor. The open quantum
systems we will study in this work are dynamic, i.e., evolve
with time, and therefore, it makes more sense to study the time
dependence of the QFI.

We consider as quantum probes one or more two-level sys-
tems or qubits and employ two different approaches to study
their environmental interactions or open system dynamics
[1]. The first is based on the Gorini-Kosskowski-Sudarshan-
Lindblad (GKSL) master equation [15–18] where we assume
a Markovian interaction of the probe with its environment and
integrate out the degrees of freedom of the environment to de-
rive a dynamical equation for the probe. The second approach
is based on a non-Hermitian extension of quantum mechanics
[19] and allows us to investigate sensors with a large number
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of probes. Here the Hamiltonian describing the evolution of
the probe is assumed to acquire an anti-Hermitian part which
can be associated with dissipative effects. One of our results
is to show how the two-level non-Hermitian systems can be
extended to display the GKSL dynamics. It is important to
emphasize that our results concern a simple three-level model
for a probe coupled to a sink and the single excitation mani-
fold generalization of it for multiple probes. The applicability
of these results to other open systems remains to be seen.

In the non-Hermitian approach one also can encounter
exceptional points that mark the transition of the Hamiltonian
from a PT -symmetric form to one that is not PT -symmetric
[20]. Possible quantum advantages in sensing and metrology
facilitated by such exceptional points have been of interest
recently [21]. Framing the metrology scheme using the non-
Hermitian as well as GKSL master equation based approaches
also allow us to address the question of metrological advan-
tage around the exceptional points. We find no such advantage
at the exceptional point, consistent with several previous stud-
ies of related systems [21,22].

In the absence of dissipation, the QFI for the system we
consider increases monotonically with time. This means that
the achievable precision in the estimate of the parameter of
interest will improve with increased duration of the mea-
surement. However, when dissipation is present, this is not
the case. We find that, for the parameter estimation problem
we are considering, there is an optimal time at which QFI
is largest and consequently one can expect to get the best
possible measurement precision at this time. With dissipation,
it is important to also verify whether the bound on the mea-
surement precision given by the QFI is achievable in practice.
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In Sec. II we will introduce classical and quantum Fisher
information. We investigate the time-dependent QFI for the
open quantum systems via the GKSL formalism in Sec. III
and discuss the extension to tje N-probes case via the
non-Hermitian approach. In Sec. IV we compare our result
obtained via the time-dependent QFI with the propagation of
error in the variance of the parameter and show that they both
match to a high accuracy. We suggest an experimental proce-
dure for parameter estimation making use of the optimum time
concept in Sec. V. Finally in Sec. VI we give conclusions and
future directions.

II. QUANTUM FISHER INFORMATION
AND PARAMETER ESTIMATION

Let us consider the problem of simultaneously estimating
n parameters xi = {x1, x2, . . . , xn} in a quantum experiment
and denote the respective estimators of these parameters by
x̂i = {x̂1, x̂2, . . . , x̂n}. The uncertainty in the the estimator x̂i

is quantified by the covariance matrix Kcov(x̂i, x̂ j ) and is upper
bounded by the quantum Cramér-Rao Bound [23]

Kcov(x̂i, x̂ j ) � 1

MFi, j
, (1)

where M stands for the total number of experiments and Fi, j is
the quantum Fisher information matrix, which quantifies the
responsiveness of the quantum state of the probe to changes in
the measured parameters xi. The coefficients of the QFI matrix
for a given initial state of the probe given by the density matrix
ρ are given by the formulas

Fi, j = Tr

(
Li

∂ρ

∂x j

)
, (2)

where Li is the symmetric logarithmic derivative [24] for the
parameter xi and is defined implicitly by

∂ρ

∂xi
= 1

2
(ρLi + Liρ). (3)

Upon writing the density matrix in its eigenbasis ρ =∑
a λa|λa〉〈λa| and substituting in the above equation

we obtain

Li =
∑

{ab|λa+λb �=0}

2

λa + λb
〈λa|∂iρ|λb〉|λa〉〈λb|. (4)

This formula for the SLD when substituted in Eq. (2) gives us
the QFI for a mixed state [25]

Fi j =
∑

{ab|λa+λb �=0}
Fi j (a, b), (5)

where

Fi j (a, b) = 2Re[〈λa|∂iρ|λb〉〈λb|∂ jρ|λa〉]
λa + λb

. (6)

In the above formula one needs to ensure that the summation
is performed only over those eigenvalues for which λa + λb �=
0. With a little bit of work one can also show that if we have
a pure parameterized quantum state |ψ〉 := |ψ (�x)〉 then the
formula for the QFI matrix becomes

Fi j = 4Re[〈∂iψ |∂ jψ〉 − 〈∂iψ |ψ〉〈ψ |∂ jψ〉]. (7)

The Fisher information for a particular parameter xi is defined
as F ≡ Fi,i. Since we will be exclusively considering single
parameter estimation we use F for QFI and F (a, b) for the
individual elements in the mixed state QFI formula, Eq. (6).

III. TIME-DEPENDENT QUANTUM FISHER
INFORMATION

A. Single-probe case

Let us consider a three-level system with a Hamiltonian in
the interaction picture or rotating frame given by

H = h̄g(|e〉〈 f | + | f 〉〈e|) + h̄�(| f 〉〈 f | − |e〉〈e|), (8)

where |e〉 and | f 〉 are the first two excited states of the system,
g is the coupling between these excited states, and � is the
detuning parameter. The third state which is the “sink” |s〉
enters the dynamics through the GKSL master equation

ρ̇ = 1

ih̄
[H, ρ] + LeρL†

e − 1

2
{L†

e Le, ρ}. (9)

The jump operator describing the dissipation is

Le = √
γe|s〉〈e|,

and it is responsible for the loss of energy from state |e〉 to the
sink, |s〉. We note that Eqs. (8) and (9) and non-Hermitian vari-
ations were previously considered by Murch and coworkers
[11,26] as models of a three-level superconducting transmon
qubit. Of course, this simple model could also describe many
other situations, for example, the single excitation manifold
of a two-level qubit coupled to a bosonic cavity in a Jaynes-
Cummings model.

It is instructive to connect this model to the physical sce-
nario of estimating the interaction between an atom and a
cavity mentioned earlier. Imagine a stream of atoms pass-
ing through the cavity one by one. Assume that initially the
atom is in a state | f 〉 and that the cavity induces coherent
transitions between | f 〉 and another atomic level |e〉. In the
lossless case, the probability of the atom exchanging a photon
with the cavity and coming to the state |e〉 during its transit
through the cavity is proportional to the coupling g as well
as the detuning �. We assume that one of these two is the
parameter to be estimated and for simplifying the following
discussion we assume that this parameter is g. Once the transit
time of the atoms through the cavity is fixed, counting the
number of atoms that emerge from the cavity in the states
|e〉 and | f 〉, respectively, will yield an estimate of the value
of g. This estimate is, in practice, obtained by performing
a straightforward one-parameter fit of the observed statistics
to the probability of deexcitation of the atom obtained from
the atom-cavity interaction model. Let us assume that atomic
transitions out of the state |e〉 to levels other than | f 〉 due to
various reasons is the main noise in the system. To estimate g
in such a scenario with losses, a model that takes into account
the relevant noise processes is required. The dissipation oper-
ator Le is introduced to account for this noise. The action of
the jump operator Le takes the atom-cavity system from the
state |e〉 to a state |s〉, which serves as a placeholder for all
other atomic states except |e〉 and | f 〉.

To understand the dynamics described by Eqs. (8) and (9),
we start by identifying the three relevant basis states in the
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FIG. 1. The quantum Fisher information F corresponding to estimation of the coupling g are plotted as functions of time for different
values of g. The initial state of the quantum probe is | f 〉 and the collapse operator used is Le. The values of g are shown in the respective
figures while the other parameters used are h̄γe = 0.150 eV and h̄� = 0.0 eV. Also shown in the figures are the density elements ρee, ρ f f , and
ρss of the quantum probe. We have divided F by a factor of 3000 to make it on the same scale as the probabilities.

Hilbert space of the atom-cavity system as

|s〉 =
⎛
⎝0

0
1

⎞
⎠, | f 〉 =

⎛
⎝0

1
0

⎞
⎠, |e〉 =

⎛
⎝1

0
0

⎞
⎠. (10)

We assume that the probe starts in the atom excited state
| f 〉, i.e., ρ f f (0) = 1 to get the following analytical result for
the evolution of the elements of the density matrix of the
quantum probe

ρ f f (t ) = e−γet/2

α2

[
8g2 + (8g2 − γ 2

e ) cos

(
αt

2

)

+ γeα sin

(
αt

2

)]
,

ρee(t ) = e−γet/2

α2
16g2 sin2

(
αt

4

)
,

ρss(t ) = 1 − e−γet/2

α2

[
16g2 − γ 2

e cos

(
αt

2

)

+ γeα sin

(
αt

2

)]
,

ρ f e(t ) = ρ∗
e f = 2ig

e−γet/2

α2

[
γe − γe cos

(
αt

2

)

+ α sin

(
αt

2

)]
, (11)

where α = √
16g2 − γ 2

e and all other density matrix com-
ponents are zero. The expressions for the density matrix
elements in Eq. (11) are written suggestively in terms of the
parameter α. This is because the point α = 0 corresponds to
an exceptional point when the same system is described using
non-Hermitian quantum mechanics (see Sec. III B). We note
here that the limit α → 0 is well defined for all the compo-
nents of the density matrix in Eq. (11). We can now compute
the QFI for this system with respect to either the coupling g
or the detuning � using Eq. (5). The QFI corresponding to an
estimate of g for different values of the coupling is given in
Fig. 1. We also plotted the probabilities for being in different
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FIG. 2. The dependence of the QFI F on the detuning parameter
� corresponding to the initial state | f 〉 is shown. The parameters
used in the plots are h̄γe = 0.150 eV, g = γe/4, h̄� = 0.02 eV. Also
shown are ρee, ρ f f , and ρss. Both F and FN are scaled down by a
factor of 200 to fit in the figure. We see that for estimating �, also,
FSA serves as a better figure-of-merit for the expected performance
of a noisy quantum probe. We have divided F by a factor of 200 to
make it on the same scale as the probabilities.

states to understand the correlation of the QFI with the dynam-
ics of the system. We see that the QFI is time-dependent and
has a peak at some value in time. This reflects the presence
of the noise affecting the estimating process which degrades
the sensitivity of the quantum probe with time. In this case,
the quantum state of the probe settles down eventually to the
state |s〉 whose evolution at large values of t is not sensitive
to changes in g. The low values of QFI for small t is because
the probabilities ρee, ρ f f , and ρss are all changing slowly with
time reducing their sensitivity to small changes in g. Due to
the combined effect of the time taken initially for the QFI to
build up and the loss of sensitivity due to noise at later times
the QFI has one or more peaks at intermediate times.

Finally, we also explore the time dependence of the
quantum Fisher information corresponding to the detuning
parameter � in Fig. 2. The system here is initialized in the
state | f 〉 with Le as the collapse operator. One important
point to mention here is that it seems that the time-dependent
quantum Fisher information will have a peak where the rate of
change of probabilities is the highest. However, upon plotting
the rate of change of state occupation probabilities one can see
that the peak the time-dependent QFI occurs at a point in time
slightly later that when the rate of change of state-occupation
probabilities is the highest. See Fig. 3.

B. Non-Hermitian model

We look at the noisy metrology scheme considered in
the previous section again using non-Hermitian quantum
mechanics. In the non-Hermitian approach, the point α =
0 corresponds to an exceptional point at which the non-
Hermitian Hamiltonian transitions from being PT -symmetric
to not being so. A comparison with the GKSL equa-
tion based analysis allows us to see clearly if the exceptional

FIG. 3. The parameters in this figure are the same as the top right
subfigure in Fig. 1. The QFI is plotted along with |dPe/dg|, |dPf /dg|,
and |dPs/dg| versus time. The QFI is scaled by a factor of 200.

point can lead to advantages in quantum metrology. In the
non-Hermitian approach we do not have to consider the sink
state and the decay out of the state |e〉 at a rate γe can be
described directly by adding a term proportional to i|e〉〈e| and
modifying the Hamiltonian as

Heff = H − ih̄
γe

2
|e〉〈e| = H − i

h̄

2
L†

e Le. (12)

Note that H in Eq. (8) is made of only qubit operators and so is
Heff . We can, therefore, work entirely in the two-dimensional
qubit subspace spanned by states |e〉 and | f 〉 in the non-
Hermitian case. Furthermore, we can use state vectors to
represent the probe state instead of density matrices and the
probe state |ψt 〉 evolves as

ih̄
d|ψt 〉

dt
= Heff |ψt 〉. (13)

Heuristically, one can understand the connection between the
GKSL approach and the non-Hermitian one by noting that in
Eq. (9) the LeρL†

e term leads to a contribution proportional
to |s〉〈s| in the master equation while the anticommutator
in Eq. (9) produces contributions proportional to |e〉〈e|. The
effect of the anticommutator is captured by the non-Hermitian
term that is introduced. A formal development of this connec-
tion can be found in [27].

We can represent the effective Hamiltonian, Heff , by a
2 × 2 matrix

Heff = h̄

(
� − i γe

2 g
g �

)
. (14)

The eigenvalues and eigenvectors of Heff are

λ1 = � + −iγe − α

4
, |	1〉 = 1√

2

(−iγe−α

4g
1

)
, (15)

and

λ2 = � + −iγe + α

4
, |	2〉 = 1√

2

(−iγe+α

4g
1

)
, (16)
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FIG. 4. The plot of QFI, Pure-F NH
2×2 calculated using the pure state

vector |ψ f
t 〉, the QFI, mixed-F NH

2×2 calculated using the density matrix
ρNH

2×2 and the QFI, mixed-F NH
3×3 calculated using the density matrix

ρNH
3×3 versus time is provided. The plot is made at the exceptional

point α = 0.

where, once again we define α ≡ √
16g2 − γ 2

e . We can use
these eigenvalues and eigenvectors to construct a state |ψe

t 〉,
which at t = 0 starts at |e〉. Such a state is given by∣∣ψe

t

〉 = −2g

α

(
e−iλ1t |	1〉 − e−iλ2t |	2〉

)
, (17)

and |ψe
0〉 = |e〉 = (1, 0)T . We can also construct a state that

starts at the initial state | f 〉,
∣∣ψ f

t

〉 = 8
√

2g2

α2 + iγeα

(
e−iλ1t |	1〉 + Be−iλ2t |	2〉

)
, (18)

where B is given by

B = α2 − 8g2 + iγeα

8g2
, (19)

with |ψ f
0 〉 = | f 〉 = (0, 1)T . Let us specialize to the case where

our initial state is | f 〉. We can use the state |ψ f
t 〉 to calculate

the quantum Fisher information using the pure-state formula
Eq. (7). We denote this QFI by Pure-F NH

2×2. This formula,
however, will be incorrect since the derivation of Eq. (7)
assumes the conservation of probabilities and clearly in our
non-Hermitian case the probabilities are not conserved. We
can also use this state to construct the density matrix

ρNH
2×2 = ∣∣ψ f

t

〉〈
ψ

f
t

∣∣. (20)

We can use this density matrix in the mixed state QFI formula
Eq. (5) to calculate mixed-F NH

2×2 and as expected we find pure-
F NH

2×2 �= mixed-F NH
2×2 (see Fig. 4). Let us now extend our 2 × 2

desnity matrix to a 3 × 3 density matrix

ρNH
3×3 =

(
ρNH

2×2 0
0 ρss

)
, (21)

where ρss = (1 − ρee − ρ f f ). This density matrix is exactly
the density matrix given in Eq. (11) and the QFI calculated
with it mixed-F NH

3×3 is, therefore, exactly the same as the QFI,
with F being calculated earlier using the GKSL equation

(see Fig. 4). The density matrix ρNH
3×3 has three eigenvalues

σ1, σ2, and σ3 where σ1is nonzero at all times, σ2 = 0, and
σ3 = ρss due to the block diagonal form of the density matrix.
The components of the QFI given in Eq. (6) that contribute to
the total QFI, mixed-F NH

3×3 are F (σ1, σ1), F (σ1, σ2), F (σ2, σ1),
and F (σ3, σ3).

An important point to note in Fig. 4 is that all the QFI’s are
plotted at the exceptional point α = 0 and we see no special
behavior at that point. This further supports the point that
operating a quantum probe at the exceptional point does not
yield advantages in quantum metrology as previously pointed
out in [21,22].

C. N � 1 probes case

It is straightforward to generalize the single excitation
manifold to the case of N qubits and a resonator mode. See
also [28]. Our Hamiltonian in this case can be written as

Hn
eff = HN − ih̄γe

2
|e〉〈e|, (22)

where

HN = h̄g
N∑

i=1

(|e〉〈 fi| + | fi〉〈e|) (23)

and |e〉 = (1, 0, 0, . . . , 0)T , | f1〉 = (0, 1, 0, . . . , 0)T , | f2〉 =
(0, 0, 1, . . . , 0)T and so on, are (N + 1)- dimensional column
vectors. We can use the Hamiltonian in Eq. (22) to computer
the density matrix of the N qubits and the sink state as a
function of time as

ρNH
(N+1)×(N+1)(t ) =

(
ρNH

N×N (t ) 0
0 ρss(t )

)
, (24)

where ρss = 1 − ρee − ∑N
i ρ fi fi as a straightforward general-

ization of the procedure followed in the N = 1 case. We can
then use this density matrix to calculated the QFI for N probes.

It is then of interest to examine how the QFI scales with
increasing N since we know that in the standard quantum
limit (SQL) the QFI should increase linearly with N and in
the ultimate Heisenberg limit it should scale quadratically
with N [29]. Heisenberg scaling can be achieved with certain,
highly entangled N-qubit states in the noise-free limit [2]. We
study the scaling of the maximum value of the QFI for three
different initial states, |e〉 + |χ〉, |χ〉, and | f1〉 in Fig. 5. We
see that for the states |e〉 + |χ〉 and |χ〉 the peak of the QFI
does increase as one increases the N . However, as noted in the
figure caption, these increases appear to be sublinear, i.e., does
not even reach the SQL. We also see from Fig. 5 that, for the
| f1〉 state, the QFI actually decreases with increasing N . Thus
for the three particular initial states examined we see that the
effect of loss appears to be detrimental to even achieving the
SQL, let alone the Heisenberg limit. This seems to be a feature
of the fact the we are in one-excitation manifold and the initial
states we can have are the ones with very small amount of
entanglement.

Above we study the scaling of the QFI numerically but
for some special cases some analytical insight can also be
obtained. Consider transforming to the basis composed of
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FIG. 5. The maximum value of the quantum Fisher information
scaled down by a factor of 1000 is plotted against N . We see that the
maximum value of the QFI decreases for the state | f 〉 with increasing
N and scales as N−0.69. The maximum QFI for the initial state |χ1〉
and |e〉 + |χ1〉 increases with N and scales as N0.52 till N = 25 after
which it achieves the SQL and becomes linear with N .

the states |e〉,

|χ1〉 = 1√
N

∑
i

| fi〉, (25)

and N − 1 states |χ2〉, |χ3〉 . . . , |χN 〉 that are orthogonal to |e〉
and |χ1〉 for the N-qubit Hamiltonian, Eq. (22). In this new
basis the dynamics with the single excitation manifold is fully
described by a 2 × 2 subblock of the Hamiltonian as shown
in the Appendix, Eq. (A3). See also [30]. We can see that in
this effective two-dimensional subspace the coupling scales as√

Ng. This shows the equivalence of the N-qubit model with
coupling g to an N = 1 model with coupling

√
Ng. Of course

this is not surprising because our model is a variation on the
Tavis-Cummings model [31,32]. Therefore, if we choose the
initial state to be |χ1〉 we obtain the following relationship
between the QFI’s of the N-qubit model and the single qubit
model:

F (N, g, χ1) = NF (1,
√

Ng, χ1) . (26)

The origin of the prefactor N in the above equation is the
square of the derivative with respect to g of the density matrix
coming from the QFI formula. If, on the other hand, we
choose the initial state to be | f1〉, the norm of this state is
equivalent to 1/N which shows up in the density matrix and
cancels the prefactor in the above equation and we obtain

F (N, g, f1) = F (1,
√

Ng, f1) . (27)

We can easily see from Fig. 1 that the QFI for N = 1 decreases
with increasing g and since in the above formula the effective
coupling is

√
Ng, the function F (1,

√
Ng) will decrease with

increasing N . In Fig. 5 we also see that after N = 25 the
maximum QFI becomes a linear function of N for the initial
states |χ1〉 and |e〉 + |χ1〉 and we achieve the SQL limit. When
N becomes larger, the effective coupling

√
Ng appearing in

Eq. (26) grows while the rate of decay γe within the single
excitation manifold remains unchanged. For large values of

the effective coupling, losses are therefore practically neg-
ligible and we get back the noiseless case. This is reflected
in the second and subsequent peaks of the QFI growing and
becoming larger than the first peak indicating that information
about the measured parameter continues to be available even
after the qubit populations have gone through several rounds
of oscillations between the ground state and singly excited
state. Both Eqs. (26) and (27), as well as an associated one
for starting with all basis components excited are derived in
the Appendix.

IV. TIME-DEPENDENT PROPAGATION OF ERROR

The quantum Cramér-Rao bound tells us that [δg(t )]2 �
1/F where F is the quantum Fisher information. We can,
however, also make an estimate δg(t ) via the propagation
of error formula. In this section we will compare the time-
dependent QFI with the time-dependent propagation of errors
in the estimate of the parameter and see if the minimum value
for δg(t ) occurs at the same point as the minimum in the
inverse of the square root of the time-dependent QFI 1/

√
F .

Consider an experiment designed to estimate the parameter
g. Atoms initialized in the state | f 〉 pass through the cavity
and then the number of atoms either in the state |e〉 or | f 〉 is
ascertained. Assuming the initial state is in | f 〉 and the readout
on the quantum probe is effected by the projection operator

 f = | f 〉〈 f |. Readout of the probe leads to a time-dependent
signal 〈
 f 〉g = ρ f f (t ), where ρ f f (t ) is given in Eq. (11). The
measured signal is a function of g and using 〈
e〉 as the
estimator for g, the propagation of errors formula for the error
in the estimate is [33]

δg(t ) = �
 f (t )∣∣d〈
 f 〉g/dg
∣∣ , (28)

with �
 f = [〈
2
f 〉g − 〈
 f 〉2

g]1/2. Since 
2
f = 
 f , we have

�
 f (t ) = ρ f f (t )1/2[1 − ρ f f (t )]1/2. (29)

For the case g = γe/4 or α → 0 we obtain

[δg(t )]2 = 36
[
16eγet/2 − (4 + γet )2

]
γ 2

e t4(12 + γet )2
. (30)

We see upon plotting in Fig. 6 that the minimum in δg(t )
which was obtained through the error propagation formula
aligns with the minimum of 1/

√
F . Thus the minimum prop-

agation of errors as a function of time occurs when F is
a maximum in time. It should be noted that the QFI result
represents an optimization over all possible positive operator
values measures (POVM’s) and that the propagation of error
formula is assuming a particular POVM, 
 f . Agreement of
the time-dependent δg from the propagation of error formula
and the QFI formula suggests that 
 f is nearly optimal. We
performed the same calculation when the measured parameter
is �, the detuning, with results displayed in Fig. 7. Again we
see that the minimum of the error in detuning δ�, obtained via
the error propagation formula coincides with the minimum in
1/

√
F .
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FIG. 6. 1/
√

F and δg as functions of time. One can see the that
error in the estimate of g obtained via the error propagation formula
is the lowest when the QFI is the highest in time.

V. PROCEDURE FOR PARAMETER ESTIMATION

Here we describe a possible experimental procedure for
parameter estimation making use of the optimum time con-
cept in open quantum systems. Some care is needed because
the system’s detailed time evolution, and thus the optimum
time, depends on the parameter(s) (such as g which we
focus on here) that one is attempting to infer. First, like
most quantum sensing and metrology cases, one develops a
reasonable model for the system. One then carries out low-
resource-consuming experiments to get an idea of g and the
corresponding optimal time or time range via fitting to the
model. For example, these experiments could be relatively
low-shot-count measurements of the relevant probabilities
over a wide time range leading to an estimate of g, called
g0. The time-dependent QFI can be determined for this value
of g and an optimum time range centered around the optimal

FIG. 7. 1/
√

F and δ� as functions of time. Just like the param-
eter estimation of the coupling g, the error in the estimate of �

obtained via the error propagation formula is the lowest when the
QFI is the highest in time.

FIG. 8. The error for the estimate of g when performing the
experiments in the full time range (0–100 fs) (blue circles) versus the
error when performing the measurement in the time range (20–60 fs)
centered around the optimal point in time approx 40 fs (orange
squares). The smooth curves are fits to a/

√
Nshot.

time identified. The optimal time is the point in time where the
time-dependent QFI is the largest. Calculations for a range of
g near g0 may also be carried out to obtain an idea of the sen-
sitivity of the optimum time range to g variations. This is also
why not a single time but a range of times where the QFI is
large (for possible variations in g) is probably best. Next, one
invests more significant experimental resources (e.g., many
more shots), focusing on fitting the model’s g parameter to
data in just the optimum time range to obtain an improved,
more precise value of g.

To demonstrate the viability of the approach suggested
above, we applied our procedure using simulated noisy data
for the single probe case (Fig. 1) with g = 0.25 γe. First, we
consider 50 evenly spaced times across a large (0, 100 fs) time
range and imagine measuring noisy probabilities for being in
state f for each time via repeated shots. Since we know the
underlying true mean as a function of time, Pf (t ) = ρ f f (t )
from Eq. (11), a random draw from a binomial distribution
Pr[Nf (t ); Nshot, Pf (t )] will give an integer, Nf (t ), between 0
and Nshot that represents the possible number of successful
observations of state f out of Nshot tries; the noisy probability
for that time is Nf (t )/Nshot. (Rather than use just one draw we
generally average over a number of experiments, M, for each
Nshot case, with M = 100.) We fit the model, Pf (t ) to the 50
noisy time samples to obtain an estimate of g for that given
Nshot and repeat the procedure for a variety of Nshot values.
Figure 8 displays the error in this procedure as a function
of Nshot, i.e., the square root of the root mean square error
or variance of the fitted values of g from the known true
value. Of course this is a quantity not available in a real
experiment where the precise value of g is not known, but
theoretically it connects with the uncertainty of the estimator.
The orange curve is a fit to a/

√
Nshot and we see that, as might

be expected, the error scales as 1/
√

Nshot and can be driven
down to very small values with ever increasing Nshot. Now it
turns out that (not knowing the exact g or this estimator error)
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low-resource-consuming experiments, e.g., Nshot � 500 in
Fig. 8, can reasonably estimate g to 1 to 10%. If we call such
a value g0, we can evaluate the QFI as a function of time
using our model and identify an optimum time region. We
note (Fig. 1) that the QFI is relatively broad and that additional
calculations with the model can be made to ascertain the
sensitivity of the optimal time range to variations in g. There
may be problems different from this one where there is too
much sensitivity to g and this procedure will, at least, rule
those out as candidates for our scheme.

Suppose now that one has identified the optimum time and
selected a range about it. In our example, it turns out the time
is approximately 40 fs and we chose the 20 to 60-fs region.
We repeat the shot-noise-simulated experiments as described
above, but instead of fitting to time data in the entire 0 to
100 fs region, we fit the model to time data in just the 20
to 60-fs region. The resulting parameter errors as a function
of Nshot are the orange squares in Fig. 8 and the green curve
is a fit of those points to a/

√
Nshot. Notice that for the same

amount of resources consumed (i.e., the same value of Nshot)
the parameter error is always less than that from fitting over
the entire time range. To achieve comparable error to the op-
timum time range results for a given Nshot, the full time range
results would have to be run with about twice the resources,
i.e., for 2Nshot shots. Thus if the first low-resource step in our
procedure can be carried out employing less than Nshot shots,
then the second step here will achieve, for less total resources,
the desired estimate of the parameter for a total resource cost
of less than 2Nshot.

We note that we also carried out the procedure in the above
paragraph but with suboptimal time ranges in terms of the
QFI magnitude such as 0 to 40 fs. The result (not shown)
yields errors significantly larger than those for the optimum
time range, consistent with our expectations.

We stress again, of course, that, in these simulations, we
know what the exact value of g is and so can calculate the
actual errors that are displayed in Fig. 8. However, having
possession of a good underlying parameterized model, a re-
quirement for most metrology and sensing scenarios, and the
ability to calculate the time-dependent QFI of the model can
allow one to find a likely time region where the parameter can
be most efficiently estimated and then focus resources on that
region.

VI. CONCLUSION AND FUTURE DIRECTIONS

The quantum Fisher information is an important tool for
characterizing quantum sensing and metrology and it bounds
the accuracy with which a parameter can be estimated using
an in-measurement scheme that uses quantum probes. In this
work we study the time-dependent quantum Fisher informa-
tion for an atom-cavity open quantum system and focus on
estimating the coupling g of the atom with the cavity and
the detuning �. Due to there being losses in the system we
find that the time-dependent quantum Fisher information has a
peak value in time, suggesting that there is an optimal point in
time where the quantum measurements should be performed
to obtain the best possible estimate of g and �. We use the
non-Hermitian formalism to extend our results to the case
when N probes are used for quantum sensing. These results

are then used to study the scaling of the maximum value of the
time-dependent QFI with N number of atoms in our quantum
system when limited to the manifold of singly excited states.
Here we find that the losses have a very detrimental effect and
do not allow the measurement to even achieve the standard
quantum limit (SQL).

We compare our calculation of the time-dependent QFI
with the propagation of error in the variance of the parameter
to be estimated. Our calculations show that when the optimal
estimator is used the the minimum value of the error in the es-
timate of the parameter in time obtained from the propagation
of error calculation coincides with the point in time where the
QFI is the highest. Lastly, we provide a procedure that allows
us to use the optimal time concept to improve the accuracy of
our estimate of the unknown parameter given a finite amount
of quantum resources available for performing the quantum
measurements.

In our future work we plan to apply the optimal time
concept for performing quantum measurements to other open
quantum systems. We will also study the scaling of the max-
imum value of the time-dependent QFI in the presence of
dissipation when initial states with more entanglement in them
(such as GHZ or Dicke states in higher excitation manifolds)
are used.
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APPENDIX

The matrix representation of our Hamiltonian Eq. (22) in
the |e〉, | f1〉, | f2〉, . . . , basis is given by

H = h̄

⎛
⎜⎜⎝

−i γe

2 g g . . .

g 0 0 . . .

g 0 0 . . .
...

...
. . .

⎞
⎟⎟⎠. (A1)

Let us transform to new orthogonal basis |e〉, |χ1〉, |χ2〉, . . .,
where |χ1〉 is given by

|χ1〉 = 1√
N

∑
i

| fi〉 . (A2)

By construction, |e〉 and |χ1〉 are orthogonal. We can find the
remaining |χ2〉, |χ3〉, . . . , |χN 〉 basis states that are orthogo-
nal to |e〉 and |χ1〉 via a Gram-Schmidt procedure applied
to | f2〉, . . . , | fN 〉, for example. In this new basis the matrix
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representation of our Hamiltonian is given by

H = h̄

⎛
⎜⎝H2×2 0 . . .

0 0
...

. . .

⎞
⎟⎠,

H2×2 =
(

−i γe

2

√
Ng√

Ng 0

)
. (A3)

Now the Hamiltonian matrix in this basis is effectively a
2 × 2 block involving the |e〉 state and the |χ1〉 state above,
with coupling

√
Ng. This shows that the N-atom Hamiltonian

with coupling g can be essentially described by a N = 1
Hamiltonian with a

√
Ng coupling between its two states. For

a related treatment, see [30].
It is now possible to write down exact expressions for the

time-evolved density matrix and the quantum Fisher informa-
tion all in terms of the solution of the 2 × 2 problem. Given
the block diagonal structure of our Hamiltonian, Eq. (A3), our
density matrix ρ(t ) will also have a block diagonal structure
in the new basis

ρ(t ) =

⎛
⎜⎜⎜⎜⎝

ρee ρe1 0 0 0 . . .

ρ1e ρ11 0 0 0 · · ·
0 0 ρ22 0 0 . . .

0 0 0 ρ33 0 . . .
...

...
...

...
. . . . . .

⎞
⎟⎟⎟⎟⎠, (A4)

where the indices 1, 2, . . . , N refer to |χ1〉, |χ2〉, . . . , |χN 〉. A
general initial condition in the original basis |e〉, | f1〉, | f2〉, . . .
will have the form

|ψ (0)〉 = ae|e〉 +
N∑

k=1

ak|χk〉, (A5)

in the |e〉, |χ1〉, |χ2〉, . . . , basis. The density matrix elements
ρ22, ρ33, . . . , will be constant in time. If we define the rescaled
coupling to be G = √

Ng for the H2×2, we have dρkk/dG = 0
for all k = 2, 3, . . .. For the density matrix elements that are
not constant, we have

dρ

dg
=

√
N

dρ

dG
. (A6)

Since the general form of the quantum Fisher information,
Eqs. (5) and (6), involves derivatives with respect to g (or G),

the quantum Fisher information inferred from just the upper
2 × 2 part of Eq. (A4) (along with any auxiliary quantities
such as ρss discussed below) will be the quantum Fisher in-
formation for the full problem. Since the square of the density
matrix with respect to g is what enters the quantum Fisher
information formula(

dρ

dg

)2

= N

(
dρ

dG

)2

,

it is clear that, for some initial condition |ψ (0)〉,
F [N, g, ψ (0)] = N F (1, G =

√
Ng, ψ (0)). (A7)

This means that the N-qubit quantum Fisher information with
coupling g can be obtained from an N = 1-qubit quantum
Fisher information with coupling G = √

Ng based on the 2 ×
2, |e〉–|χ1〉 subspace and with an appropriate initial condition,
ae(0), a1(0) [inferred from ψ (0)]. In addition to the factor of
N on the right-hand side of Eq. (A7), there can be additional
N dependence arising from the initial state employed. Let us
analyze several initial states.

(1) |ψ (0)〉 = 1√
N

∑
i | fi〉 = |χ1〉: In this case we have

ae = 〈e|ψ (0)〉 = 0 and a1 = 〈χ1|ψ (0)〉 = 1 and therefore no
extra N dependence is introduced in Eq. (A7).

(2) |ψ (0)〉 = | f1〉: For this initial state ae = 〈e|ψ (0)〉 = 0
and a1 = 〈χ1|ψ (0)〉 = 1/

√
N . We will therefore have to solve

our 2 × 2 system with this initial condition which overall has
norm 1/N instead of unity. We could equivalently solve the
2 × 2 system with initial condition ae = 0 and a1 = 1, and
multiply the overall result by 1/N . In the latter case this factor
will cancel the prefactor on the right hand side in the Eq. (A7).

(3) |ψ (0)〉 = 1√
N+1

(|e〉 + ∑
i | fi〉): For this initial con-

dition, ae = 〈e|ψ (0)〉 = 1/
√

N + 1 and a1 = 〈χ1|ψ (0)〉 =√
N/(N + 1). Notice here that while |e〉 and all the | fi〉 have

equal amplitudes in the original basis, |e〉 and |a1〉 are not
equally weighted. As with the first example, the prefactor of
N in Eq. (A7) will remain in tact.

In the formula for F [1, G = √
Ng, ψ (0)] the density ma-

trix elements ρee, ρ1e, ρe1, and ρ11 contribute. However our
open quantum system has a sink state as well. The density
matrix element ρss corresponding to the sink state can be
calculated via ρss(t ) = 1 − ρee(t ) − ρ11(t ) − ρ22(0) − · · · −
ρNN (0). We will, therefore, have to lift our 2 × 2 density
matrix to the 3 × 3 density matrix as given in Eq. (21) to
calculate F (1, G = √

Ng, ψ (0)).
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