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Information measures of quantum tunneling
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A wave packet localized within a binding potential feeds an outgoing probability current as it tunnels through
a finite-width potential barrier, imprinting its localization-related information on the outgoing probability-
current waveform. The product of the wave number and the gradient of the outgoing probability current
provides a readout for this information, connecting to the wave-packet localization, Fisher information,
and related information entropy production, thus revealing the information-flow underpinning of tunneling
dynamics.
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I. INTRODUCTION

Quantum tunneling is a fundamental physical process
whereby a quantum system can overcome a binding potential
as it evolves from one state of local stability to another.
Since the seminal work by Hund [1,2], Oppenheimer [3,4],
Fowler and Nordheim [5,6], Gamow [7], and Gurney and
Condon [8,9], which laid the foundations for the theory of
this phenomenon, the realm of quantum tunneling has been
constantly expanding to encompass a remarkable variety
of dynamical processes in physics, chemistry, and biology
[10]. Due to its extremely fast timescale and low activation
energy, electron tunneling in many cases serves as a universal
trigger, starting a sequence of slower physical, chemical, or
biological events [11]. As one example, laser-driven electron
tunneling has been shown to give rise to an ultrabroadband
optical response [12,13], providing a source of high-order
harmonics and attosecond field waveforms [14], as well as
to enable a laser control of attosecond electron dynamics
in solids [15–18], thus opening a route toward petahertz
optoelectronics [19,20]. Electron tunneling in living systems
is central to reduction-oxidation reactions, driving adenosine
triphosphate synthesis, cellular respiration, and intracellular
energy flow [21–24]. Proton tunneling, on the other hand,
plays the key role in a vast variety of biological processes,
ranging from trans-membrane proton transfer to enzyme
catalysis and intermediate metabolite isomerization [25]. On
a radically different, cosmological space-time scale, quantum
tunneling is believed to be a significant factor of radiation and
matter transport in black-hole settings [26].

In many of these settings, tunneling junctions play a role
of transducers that transform potential energy into electric
current waveforms as a part of a pertinent signal-processing
function. Examples include, but are in no way limited, to
the generation of extremely short electric pulses in optoelec-
tronic circuits [15,16], directed electron transfer in proteins
[22,25,27], information dynamics of black holes [28], as
well as trans-membrane proton transfer as a part of bio-

logical signaling [29–31]. These remarkably diverse settings
clearly demonstrate the capability of tunneling to trans-
fer, process, and transform information, acting as units of
large-scale physical, chemical, and biological information
systems. Understanding information aspects of tunneling is
thus the key to an in-depth analysis and design of a vast
class of information systems across various fields of natural
sciences.

Here, we work toward developing such understanding by
examining information aspects of tunneling in a setting where
a wave packet is initially localized within a binding potential,
but can tunnel through a finite-width potential barrier, giving
rise to an outgoing probability current. We show that as this
wave packet makes its way out of the potential well, tunneling
through a potential barrier, it imprints its localization-related
information on the outgoing probability-current waveform.
This information can be read out via the wave number k0 and
the gradient κ of the outgoing probability current. We also
show that the tunneling rate can be found via the product
of k0 and κ , revealing the relation between the tunneling
rate and position indeterminacy, as well as between the
lifetime and localization information of the tunneling wave
packet.

II. TUNNELING SETUP: POTENTIAL
AND WAVE FUNCTIONS

We consider a quantum system whose wave function
�(x, t ) is initially localized within a well of a binding poten-
tial (Fig. 1),

V (x) =

⎧⎪⎨
⎪⎩

∞, x = 0

0, 0 < x < l, x > l1
V0, l � x � l1

. (1)

The solution to the Schrödinger equation for such a poten-
tial is

�(x, t ) = ψ (x) exp(−iEt/h̄), (2)
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where

ψ (x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, x < 0,

ψI (x) = A1 sin (qx), 0 < x < l

ψII (x) = A2 exp [−α(x − l )] + B2 exp [α(x − l )], l � x � l1
ψIII (x) = A3 exp [iq(x − l1)], x > l1

, (3)

q2 = 2mh̄−2E , α2 = 2mh̄−2(V0−E ) = q2
0 − q2, and E is the

energy.
The continuity of ψ (x) and its spatial derivative dψ/dx

at the boundaries x = l and x = l1 leads to a characteristic
equation:

χ+/χ− exp (−2αa) = η+/η−, (4)

where χ± = 1 ± iq/α, η± = tan(ql ) ± q/α, and a = l1 − l .
With the spectrum of wave numbers qn found by solv-

ing Eq. (4), the energy eigenvalues are defined as En =
h̄2q2

n/(2m). We search for approximate solutions to Eq. (4)
in the opaque-barrier limit, with exp(–αa)�1, in the form

qn ≈ kn − iκn. (5)

Here, kn are the wave numbers of the wave functions solv-
ing the Schrödinger equation for a potential profile with an
infinitely wide barrier (dashed-dotted line in Fig. 1),

V (x) =

⎧⎪⎨
⎪⎩

∞, x = 0

0, 0 < x < l

V0, x > l

. (6)

With a potential as defined by Eq. (6), the continuity of
ψ (x) and dψ/dx dictates A3 = 0, leading to a characteristic
equation

tan (kl )= −k/α. (7)

Plugging qn in the form of Eq. (5) with kn as defined by
Eq. (7) into Eq. (4) and solving the resulting equation in the
first order in exp(–αa), we find

κn = Dn/(4l ), (8)

FIG. 1. Potential V(x) with (solid line) a finite-depth potential
well and a finite-width potential barrier, as defined by Eq. (1);
(dashed line) a finite-depth potential well and an infinite-width po-
tential barrier, as defined by Eq. (6); and (dashed-dotted line) an
infinite-depth potential well. Also shown are energy ε and wave func-
tion ψ (x) = ψ3(x), as described by Eq. (3) for potential V(x) with a
finite-depth, finite-barrier well, (2mV0 )1/2l/h̄ = 10, and αa = 3.2.

where

Dn = 16α2
nk2

n(
α2

n + k2
n

)2 exp (−2αna) (9)

and α2
n = 2mh̄−2V0 − k2

n = q2
0 − k2

n .
In this approximation, the energy eigenvalues are

En ≈ εn − ih̄λn/2, (10)

with εn = h̄2k2
n/(2m) and λn = h̄knDn/(2ml ). Energy eigen-

values with nonzero imaginary parts are, of course, expected
as they are consistent with the generic result of the theory of
quasistationary states [32].

To gain a deeper insight into the physical content of
Eqs. (7)–(10), we resort to an analytical solution for the trans-
mission of a rectangular barrier with a height V0 and width a
[33,34]:

D = 4α2 k2

4α2 k2 + q4
0sinh2(αa)

. (11)

The behavior of barrier transmission D as a function of
ε/V0 for two values of q0a is illustrated in Fig. 2(a). For
an opaque barrier, exp(–αa)�1, Eq. (11) reduces to D =
16α2 k2(α2 + k2)−2 exp(−2αa), recovering Eq. (9) with α =
αn and k = kn.

The coefficient Dn as defined by Eq. (9) is thus recog-
nized as the transmission of the potential barrier found in
the opaque-barrier limit. With a local velocity defined as

FIG. 2. (a) Barrier transmission D as a function of ε/V0 for
(2mV0 )1/2a/h̄ = 1 (line 1) and 6 (line 2). Also shown are ε/V0 = 1
line (vertical dashed line) and D = 1 level (horizontal dashed line).
(b) Büttiker-Landauer oscillating potential barrier against an incident
wave with energy ε, as well as transmitted and reflected waves with
energies ε, ε + h̄ω, and ε − h̄ω.
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vn = h̄kn/m, λn can be expressed as

λn = vnDn/(2l ), (12)

i.e., as a product of the collision rate with a barrier vn/(2l ) and
the transmission of the barrier Dn. We see that λn can be un-
derstood as the rate at which the probability density ρ(x, t ) =
|ψ (x, t )|2 leaks from the well via a tunneling through a finite-
height, finite-width potential barrier.

III. TUNNELING QUASISTATIONARY STATES:
CONTINUITY AND WAVE DYNAMICS

With the wave number qn as defined by Eq. (7), the wave
functions ψn(x) display a weak exponential growth for x > l1
with a small increment κn � kn. Such a behavior of ψn(x),
perhaps counterintuitively, is not only consistent with, but is,
in fact, dictated by the constituent equations for the probabil-
ity density, such as the continuity equation.

Indeed, with a generic Madelung decomposition [35],

�(x, t ) = [ρ(x, t )]1/2 exp [ims(x, t )/h̄], (13)

the continuity equation, ∂ρ/∂t + ∇ · j = 0, relates the time
derivative of ρ to the divergence of the probability current
density j = vρ, with v = ∇s readily interpretable as the local
velocity of probability-density current in the position space.

With the wave functions and energy eigenvalues as
defined by Eqs. (2), (3), and (10), we find ∂ρn/∂t =
−λnρn and jn(x, t ) = ih̄(2m)−1(ψn∂ψ∗

n /∂x − ψ∗
n ∂ψn/∂x).

Outside the potential well, i.e., for x > l1, where ρ(x, t ) =
A2

3 exp(2κnx) exp(−λnt ), ∇ · j becomes ∂ jn/∂x = vnρ
′
n =

2vnκnρn. The continuity equation, ∂ρ/∂t + ∂ j/∂x = 0, thus
leads to

λn = 2κnvn. (14)

To appreciate the wave dynamics behind the tun-
neling process whereby the leakage of the probability
density from the potential well feeds the outgoing
probability current, we write the probability density
behind the barrier as ρ(x > l1, t ) = |ψIII (x)|2 exp(–λt ) =
A2

3 exp(2κx) exp(−λt ). Because λ = 2κv [Eq. (14)],
ρ(x > l1, t ) = A2

3 exp[2κ (x−vt )]. Thus, for any instant
of time t and any two points behind the barrier, x1 > l1 and
x2 = x1 + x > l1, we find ρ(x2, t )/ρ(x1, t ) = exp(2κx).
Reaching the points x1 and x2 at time t are the slices of ρ(x, t )
that have exited the barrier at times t1 = t − (x1 − l1)/v
and t2 = t − (x2 − l1)/v = t1 − x/v, respectively. For
such slices, ρ(l1, t2)/ρ(l1, t1) = exp(–λt2)/ exp(–λt1) =
exp(λx/v) = exp(2κx) = ρ(x2, t )/ρ(x1, t ). We see that
because the probability density at large x behind the barrier
is fed by the probability density that tunnels from the well
at earlier moments of time, when the probability density
is higher, the exp(2κx) behavior of the probability density
behind the barrier is fully consistent with and directly coupled
to the exp(–λt ) decay of the of the quasistationary state
initially localized within the well, with λ = 2κv.

IV. HAMILTON–JACOBI-TYPE EQUATION
AND WEAK MOMENTUM

To gain further insights into the properties of wave func-
tions defined by Eq. (3) with complex wave numbers [Eq. (5)]
and complex energy eigenvalues [Eq. (10)], we observe that
the phase s(x, t) in the Madelung decomposition of the wave
function �(x, t ) [Eq. (13)] solves a Hamilton–Jacobi-type
equation [36–38]:

∂s

∂t
+ 1

2
(∇s)2 + 1

m
(V − Q) = 0, (15)

where Q = h̄2(2m)−1ρ1/2/ρ1/2 is the de Broglie–Bohm
quantum potential [39–41].

With an osmotic velocity field defined as [37,42]

u(x, t ) = h̄(2m)−1∇[ln ρ(x, t )], (16)

the quantum potential can be expressed as Q = mu2/2 +
(h̄/2)∇ · u. Combining in a one-dimensional setting, u =
h̄(2m)−1∇(ln ρ ) = h̄(2m)−1ρ ′/ρ, h̄2(2m)−1(ρ1/2)ρ−1/2 =
h̄2(8m)−1[2ρ ′′/ρ − (ρ ′/ρ )2], (m/2)u2 = h̄2(8m)−1(ρ ′/ρ )2,
and (h̄/2)u′ = h̄2(8m)−1[ρ ′′/ρ − (ρ ′/ρ )2], we find
Q = mu2/2 + (h̄/2)u′.

We now recognize mv = m∇s and mu as the real and
imaginary parts of p(r) = −ih̄∇[ln ψ (r)], or, in one dimen-
sion, p(x) = −ih̄∇[ln ψ (x)] = −ih̄ψ ′(x)/ψ (x), mv = Re[p],
and mu = Im[p]. Rewriting p(r) as

p(r) = 〈r|p̂|ψ〉/〈r |ψ〉, (17)

with p̂ = −ih̄∇, and interpreting 〈r|•〉 as postselection in the
coordinate eigenstate, we are led to identify p(r) with a weak
measure of the momentum. The real and imaginary parts of
the local momentum p(r) as defined by Eq. (17) thus suggest
a connection to weak values and weak measurements [43–49].

For a potential as defined by Eq. (1), the wave function (3)
leads to Q = [h̄2/(2m)]α2 and V −Q = E within the barrier
region, l � x � l1. In the valley behind the potential barrier,
x > l1, with qn as defined by Eq. (7), Eq. (15) is seen to lead
to complex energy eigenvalues En, recovering Eqs. (10) and
(14).

V. INFORMATION MEASURE OF WAVE-PACKET
LOCALIZATION AND POSITION UNCERTAINTY

In search of a suitable information metric for tunneling
dynamics, we resort to a notion of Fisher information [50–52]
borne by the wave function �(x, t ) and the related probability
density ρ(x, t ):

F =
∫

1

ρ

(
∂ρ

∂x

)2

dx. (18)

With a one-parameter family of shifted probability densi-
ties defined as ρξ (x, t ) = ρ(x−ξ, t ), F is recognized as the
Fisher information that ρξ (x, t ) bears about ξ ,

Fξ =
∫

1

ρξ

(
∂ρξ

∂ξ

)2

dx =
∫

1

ρ

(
∂ρ

∂x

)2

dx = F. (19)

The Cramér-Rao lower bound [53,54] on the variance σ =
σ 2

ξ = 〈(x−ξ )2〉, σξ � F−1
ξ = 1/F , reveals the role of F as a

quantifier of spatial localization of the wave packet �(x, t ).
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It is instructive to relate F to the kinematic parameters of
a quantum system by rewriting Eq. (18) in a one-dimensional
case as [55,56]

F =
∫

|ψ (x)|2[ψ ′(x)/ψ (x) + ψ∗′(x)/ψ∗(x)]2dx, (20)

leading to

F = 4h̄−2(〈p2〉 − m2〈v2〉), (21)

where the primes stand for derivatives in x, the angu-
lar brackets denote quantum-mechanical expectation values,
and p = −ih̄∂/∂x is the momentum operator, with 〈p2〉 =
h̄2

∫
ψ∗′(x)ψ ′(x)dx.

Because j = vρ, zero v implies no position-space prob-
ability current, j = 0, with the Fisher information reaching
its maximum, F0 = 4h̄−2〈p2〉, connecting to the quantum
Fisher information in a spatial-shift estimation setting, in-
cluding optical imaging [57–60], and showing that ψopt (x) =
ψ ′(x)〈p2〉−1/2 is an optimal wave function to read out the
spatial shift of a wave packet, saturating the lower bound for
the position indeterminacy σ .

Generally, because 〈v2〉 � 0, the position Fisher informa-
tion is upper-bounded, in accordance with Eq. (18), by

F � 4h̄−2〈p2〉 = 8mh̄−2(E − 〈V 〉). (22)

The spatial indeterminacy is thus lower bounded by

σ � F−1 � (h̄/2)2〈p2〉−1 = h̄2[8m(E − 〈V 〉)]−1. (23)

As a useful insight from Eq. (21), the Fisher information F,
in its capacity as a measure of spatial localization of a wave
packet, is proportional (see also Ref. [48]) to the difference
between the expectation values of a purely quantum kinetic
energy, Tq = p2/(2m), and its classical counterpart, Tcl =
mv2/2. This difference, in its turn, can be traced back to the
osmotic-velocity field and viewed as a manifestation of the de
Broglie–Bohm quantum potential Q. Indeed, expressing the
Fisher information as F = 4m2 h̄−2

∫
ρu2dx = 4m2 h̄−2〈u2〉,

we see that 〈Tq〉−〈Tcl〉 connects to the osmotic velocity
via 〈Tq〉−〈Tcl〉 = h̄2(8m)−1F = m〈u2〉/2, leading to 〈Tq〉 =
〈Tcl〉 + m〈u2〉/2. Moreover, because m

∫
ρu2dx = −2〈Q〉, we

find

〈Tq〉 − 〈Tcl〉 = −〈Q〉 = h̄2(8m)−1F. (24)

The expectation value of the quantum potential Q thus
shows up as the difference between the expectation values of
the purely classical and purely quantum kinetic energies.

VI. STATIONARY-STATE LOCALIZATION INFORMATION
AND POSITION UNCERTAINTY

A. An infinitely deep potential well

As one meaningful reference, we consider a particle
in an infinitely deep potential well, i.e., in a potential
V∞(x) such that V∞(x) = 0 for 0 < x < l and V∞(0) =
V∞(l ) = ∞ (dashed-dotted line in Fig. 1). Solution of the
Schrödinger equation for such a potential leads to stationary-
state wave functions ψn(x) = (2/l )1/2 sin(knx) and ψn(x) =
(2/l )1/2 cos(knx), where kn =πn/l , with integer n and energy
eigenvalues En = (h̄kn)2/(2m). The advective velocity for

such states is zero, vn = 0, indicating no position-space prob-
ability current along x, j = vρ = 0. The osmotic velocity and
the Fisher information, found in accordance with Eqs. (16),
(18), and (19), are un(x) = (h̄kn/m) cot(knx) and

Fn = 4k2
n = 4(πn/l )2. (25)

B. Resolving localized wave packets

To reflect on how higher-n eigenmodes ψn can resolve
finer spatial features of localized wave packets, we consider
a localized wave packet �(x) with a typical spatial extension
L. Expanding this wave packet in the eigenmodes �n (x),
�(x) = ∑

n anψn(x), with expansion coefficients an, we see
that due to their higher information capacity, higher-n terms
in this expansion encode for finer spatial features. How many
terms are needed in this expansion to represent the wave
packet �(x) depends on the spatial scale L, i.e., on how much
information |�(x)|2 bears about localization in the position
space. Because an = ∫

�(x)ψ∗
n (x)dx, the high-n cutoff in the

spectrum of the expansion coefficients an is defined by 1/L. In
other words, eigenmodes with a higher information capacity
are needed to store more position information encoded in the
wave packet �(x).

Specifically, for a Gaussian wave packet,�(x) ∝
exp(−x2/4L2), localized within an infinitely deep potential
well of width l centered at x = 0, we find �n (x) and
an ∝ exp[−(πnL)2/(l )2] for even �n (x). The high-n cutoff
in the spectrum of the expansion coefficients an is thus
nc ≈ l/(πL), scaling as l/L with the width of the potential
well l and localization scale L of the wave packet �(x). The
Fisher information that the n = nc mode bears about position
shift is Fc = 4/L2. The position-shift indeterminacy σξ for
such a mode is thus lower bounded by σξ � 1/F 1/2

c L/2.

C. A finite-depth potential well with an infinitely wide barrier

We now observe that replacing V(l ) → ∞ by V(x) = V0

for x > l transforms the potential V∞(x) (dashed-dotted line
in Fig. 1) to a potential profile as defined by Eq. (6), yielding
a potential well confined by an infinitely high potential barrier
at x = 0 and a finite-height, but infinite-width, a → ∞ barrier
at x = l (dashed line in Fig. 1). The characteristic equation for
the eigenvalues kn of bound states in such a well are found
by solving Eq. (7). For the purposes of our analysis, it is
convenient to rewrite this equation (see also Refs. [61,62]) as

[sin (kl )]2 = E/V0. (26)

For low-energy bound states in a high-V0 potential well
(6), the solutions for kn are close to the kn eigenvalues for
an infinitely deep potential well. Equation (26) can then be
solved approximately by expanding sin(kl) as Taylor series
about πn (see also Ref. [63]), leading to kn ≈ πn/leff , where
leff = l (1 + η−1) is the effective width of the well and η =
(2mV0)1/2l/h̄ is a measure of the strength of the potential well
as defined by Eq. (6). We now recognize q0 = h̄−1(2mV0)1/2,
appearing in Eqs. (3), (4), (9), (11), and (12) either explicitly
or via α, as the inverse of the skin-layer depth, δ = l/η =
h̄(2mV0)–1/2 = 1/q0. The effective width of the well can be
then represented as a sum, leff = l + δ, of the physical width
of the well, l , and the depth of the skin layer δ.
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The related position-shift Fisher information, found in ac-
cordance with Eq. (18), is

Fn ≈ 4k2
n ≈ 4(πn/leff )2 = (2πn)2 l−2(1 + η−1)

−2
. (27)

It is readily seen that Eq. (27) can be obtained by replacing
l with leff in Eq. (21) for the Fisher information F for the
eigenmodes of an infinitely deep potential well. Comparison
of these two results for the Fisher information shows that the
resolving power σξ of the eigenmodes of the potential well
as defined by Eq. (6) is a factor of ≈leff/l = 1 + 1/η = 1 +
(h̄/l )(2mV0)–1/2 lower than the resolving power of the eigen-
modes of an infinitely deep potential well. This resolution-loss
factor can be written as a ratio leff/l of the effective width of
a potential well (6) with depth V0 and width l to the width of
an infinitely deep potential well. As V0 → ∞, the skin layer
vanishes, δ → 0, leading to leff → l . In this limit, expressions
for the wave-number eigenvalues and the Fisher information
recover the respective expressions for kn and F for an infinitely
deep potential well.

VII. TUNNELING-DRIVEN INFORMATION DYNAMICS

A. Information flow

As the potential profile V(x) opens a valley for x > l1
across a finite barrier from the potential well at 0 < x < l
(solid line in Fig. 1), tunneling through this barrier (l � x � l1
in Fig. 1) opens a pathway whereby the wave function can
leak from the potential well to the x > l1 region, where the
motion is unbounded. In such a setting, purely stationary
states with purely real energy eigenvalues are no longer pos-
sible. Instead, the states that used to be stationary, qn = kn,
En = εn, κn = 0, and λn = 0, in a potential well (6) with an
infinitely wide barrier, a → ∞, become quasistationary as
they acquire imaginary parts of qn and En, leading to finite
lifetimes τn = 1/λn.

Representing the wave functions of quasistationary states
[Eq. (3)] in the x > l1 region as ψn = ρ1/2

n exp(isn), with
ρn = A2

3 exp[2κn(x − l1)] and sn = kn(x − l1), we find for the
advective and osmotic velocities vn = ∇sn = h̄kn/m and un =
h̄(2m)−1ρ ′

n/ρn = h̄κn/m, respectively. The real and imag-
inary parts of the weak-value momentum for such states
can be thus expressed as Re[pn] = h̄kn and Im[pn] = h̄κn.
Equation (14) can now be rewritten as

λn = 2(m/h̄)vnun, (28)

or

λn = 2(Re[pn])(Im[pn])/(mh̄). (29)

Using Eq. (27) to express kn through the Fisher information
Fn of the bound-state eigenfunctions ψn(x) in a potential V(x)
as defined by Eq. (6), we find

λn ≈ unF 1/2
n . (30)

Using Eq. (8) to express un as un = h̄κn/m = h̄Dn/(4ml ),
we find

λn = h̄DnF 1/2
n /(4ml ). (31)

The tunneling time of the wave packet, which is twice the
lifetime of the probability density ρ(x, t ) = |ψ (x, t )|2, τn =

2/λn, is thus given by

τn ≈ 2u−1
n F−1/2

n = 8mlF 1/2
n D−1

n /h̄. (32)

B. Entropy production

The wave function �(x, t ) that solves the Hamilton-Jacobi-
Madelung equation [Eq. (15)] jointly with the continuity
equation defines a Markovian diffusion process as described
by the Fokker-Planck equation for ρ(x, t ) = |ψ (x, t )|2,

∂ρ

∂t
+ ∇ · (bρ ) = h̄

2m
ρ, (33)

with a drift b = v − u [36–38,55,64].
Equation (16) is then recognized as Fick’s first law [38,65],

while the continuity equation can be expressed as Fick’s
second law, ∂ρ/∂t = −∇ · (ρu) = h̄(2m)−1ρ. Combining
Eq. (33) with Eq. (16) leads [64] to the following rate equation
for the information entropy, S = − ∫

ρ ln ρdx:

dS

dt
=

(
dS

dt

)
1

−
(

dS

dt

)
2

, (34)

where (
dS

dt

)
1

= 2m

h̄
〈v2〉 (35)

is the rate at which information entropy diffuses from a
quantum system, increasing the uncertainty and disorder,
(dS/dt )1 � 0, while

(
dS

dt

)
2

= 2m

h̄
〈b · v〉 (36)

is the rate of information entropy change driven by external
forces as dictated by a specific potential.

The total information entropy production rate is found by
combining Eqs. (34)–(36), leading to

dS

dt
= 2m

h̄
〈v · u〉. (37)

As can be seen from Eq. (37), positive correlation of the
osmotic and advective velocity fields, or, equivalently, positive
correlation of the real and imaginary parts of weak momen-
tum, drives an information entropy flow, leading information
entropy to change with time. This result offers important
insights into Eq. (28) for the decay rate λ of the probabil-
ity density ρ(x, t ) of a quantum system confined within a
potential well with a finite-width barrier [Eq. (1)]. Derived
by solving the pertinent Schrödinger equation with suitable
boundary conditions, Eq. (28) expresses the decay rate λn via
a product of vn and un. When put in the perspective of Eq. (37),
this product structure of λn is understood in terms of infor-
mation entropy dynamics, thus revealing the information-flow
underpinning of the tunneling-driven time evolution of the
probability density ρ(x, t ).

The Fisher information is highly relevant in this context
as a key parameter that quantifies wave-packet localization in
position space, connecting the growth rate of the diffusion part
of the differential entropy, (dS/dt )1, to the parameters of a
wave packet and a potential well. Indeed, combining Eqs. (21)
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and (35), we arrive at

(
dS

dt

)
1

= 4

h̄

[
E − 〈V 〉 − mF

2

]
. (38)

The localization Fisher information can be thus viewed as a
driver of a diffusion-type probability-density current j = vρ,
leading to a respective entropy production as prescribed by
Eqs. (34)–(36). The growth rate of the Fisher information is

dF

dt
= 2〈v · ∇Q〉 =

∫
v · fdx, (39)

with f = −∇P = ρ∇Q, suggesting a straightforward analogy
[64] with power release fv due to the work done by an external
force f .

VIII. LIFETIMES OF QUASISTATIONARY STATES
AND TUNNELING WAVE PACKETS

For En < V0 bound states in potential profiles that allow
no advection, such as an infinite-depth potential well or a
finite-depth well with an infinite-width barrier, a → ∞, zero
advection, v = 0, leads, in accordance with Eqs. (34)–(36),
to zero entropy production, dS/dt = 0, drives no tunneling,
λn = 0, j = 0, and gives rise to no uncertainty dynam-
ics, dF/dt = 0. Because the information entropy remains
unchanged, dS/dt = 0, the wave-packet dynamics is fully
reversible in this setting.

In physical settings where v is nonzero, on the other hand,
such as a finite-depth, finite-barrier potential well, e.g., a po-
tential well defined by [Eq. (1)], wave packets with a tighter
spatial localization bear a larger Fisher information F, which
translates into higher osmotic-velocity field magnitudes, via
〈u2〉 = (2m)−2h̄2F , giving rise to faster tunneling [Eq. (30)],
feeding stronger tunneling currents j =vρ, and driving a faster
information entropy dynamics [Eq. (36)].

Specifically, for a wave packet �(x) = ∑
n anψn(x),

Eq. (28) leads to the following result for the expectation value
of the tunneling rate:

〈λ〉 = 2(m/h̄)
∑

n

|an|2 vnun = 2(m/h̄)〈vu〉. (40)

The expectation value of the tunneling rate is thus seen to
equal the information entropy production rate as described
by Eq. (36). We estimate the sum in Eq. (40) as 〈λ〉 ≈
2kmumnm, where km and um are the kn and un values for
n = nm at which |an|2 vnun reaches its maximum. For a Gaus-
sian wave packet �(x) ∝ exp(−x2/4L2), nm ≈ (2π )–1l/L and
km ≈ 1/(2L), leading to

〈λ〉 ≈ (2π )−1lum/L2. (41)

The tunneling lifetime can now be estimated as τd =
2/〈λ〉 ≈ 4π (lum)−1L2 = 4π (L/l )τD, where τD = L/um is the
time it takes for a diffusion-type process with an osmotic
velocity um to spread across a spatial scale L. Because the
localization Fisher information for n = nm is Fm = 1/L2, this

estimate for τd can be expressed as

τd ≈ 4π (lumFm)−1. (42)

Equation (42) relates the lifetime τd to the localization
information F of the tunneling wave packet.

IX. WEAK-VALUE READOUT OF
TUNNELING DYNAMICS

We now see that a wave packet localized within a bind-
ing potential that allows tunneling, such as a potential (1),
feeds an outgoing probability current as it tunnels through
a finite-width barrier. This tunneling, as analysis presented
above shows, imprints the information related to a spatial
localization of the wave packet on the waveform of the out-
going probability current. This information can be read out
from the wave number k0 and the gradient κ of the outgoing
probability current, which connect to the real and imaginary
parts of the weak-value momentum. That important aspects
of tunneling dynamics can be understood in terms of weak
measurements was highlighted earlier by Steinberg [66]. Re-
cent elegant experiments by Ramos et al. [67] have shown that
the weak-measurement theory provides an adequate descrip-
tion of traversal times observed for rubidium atoms tunneling
through an optical potential in a Bose-Einstein condensate.
In search for a measure of time that a tunneling particle
spends within the barrier region, Steinberg [66] examined
a rectangular barrier extending from x = −d/2 to x = d/2
and constructed a Hermitian projection operator �B = �(x +
d/2) − �(x−d/2), whose eigenvalues were 1 and 0 and
whose expectation value quantified the probability density in-
tegrated over the barrier region. As one of its central findings,
Ref. [66] demonstrated that the dwell time τB, a parameter that
is intended as a quantifier of the time that a tunneling particle
spends within the barrier region, can be expressed as

τS = DτT + RτR, (43)

where D and R are the transmissivity and reflectivity of
the barrier, and τT and τR are the transmission and reflec-
tion times, respectively, which can be found as ratios τT =
〈�B〉t i/Jin and τR = 〈�B〉ri/Jin of the weak values 〈�B〉t i =
〈t |�B|i〉/〈t |i〉 and 〈�B〉ri = 〈r|�B|i〉/〈r|i〉 to the incoming
probability-current density Jin, which, in the free-particle tun-
neling setting of Ref. [66], is simply Jin = h̄q/m.

The physical content of the weak-value readout of tunnel-
ing dynamics examined in this study is distinctly different.
While the tunneling setting considered in Ref. [66] involved a
free-particle wave packet that tunnels through a finite-width
rectangular barrier, our study deals with a quantum state
�(x, t ) [Eqs. (2) and (3)] that is localized within a potential
well (Fig. 1) and tunnels from this well through a finite-width,
finite-height barrier, thus acquiring a finite decay time τd , as
quantified by Eqs. (12) and (35)–(37). It is this lifetime τd ,
rather than the dwell time τS , that is the main focus of our
study. While the dwell time τS seeks to answer the question
as to how much time a tunneling particle spends in the barrier
region, as highlighted in the title of Ref. [66], the lifetime τd

is intended to answer a different question, viz., “What is the
half-time of a tunneling quasi-stationary state?”
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Similar to the dwell time τS in Ref. [66], the lifetime τd ,
as the analysis presented above shows, suggests a weak-value
readout. However, while τS connects to the weak values of
�B, τd is expressed via a product of the real and imaginary
parts of the weak momentum [Eq. (17)]. Such a structure of
solution for τd is dictated by the continuity equation, which
relates the partial time derivative of ρ(x, t ) to ∇ · j. Because
∇ · j is the local outward flux from the probability-current
density j at point r, it connects to the local momentum p(r) =
−ih̄∇[ln ψ (r)] [Eq. (17)]. As opposed to its operator coun-
terpart, p̂ = −ih̄∇, which needs to be defined on an infinite
axis to ensure hermiticity, p(r) is a local function, whose real
part enters into the probability-current density as a multiplier,
j = Re[p]ρ/m. For an r-independent Re[p], the local outward
flux at r is then given by ∇ · j = 2(Re[pn])(Im[pn])ρ/(mh̄),
leading to τd = 2/λ as found from Eqs. (28)–(32).

As is readily seen from their inner-product structure of p(r)
[Eq. (17)], the advective and osmotic velocities v and u are the
real and imaginary parts of the normalized transition ampli-
tude m−1〈r|p̂|ψ〉/〈r|ψ〉. Given a system in a preselected state
|ψ〉 and with position eigenkets |r〉 chosen as an expansion
basis (postselection), the expectation value of the momen-
tum p̂ can be expanded as 〈ψ |p̂|ψ〉 = ∫

aψ (r)ρψ (r)dr, with
ρψ (r) = |〈r|ψ〉|2 and with weak values of p̂ serving as expan-
sion coefficients, aψ (r) = 〈r|p̂|ψ〉/〈r|ψ〉.

X. WEAK-MEASUREMENT SETTING

To see how the real and imaginary parts of the weak
momentum emerge in a measurement, we consider a measure-
ment of one-dimensional momentum p̂ with a Stern-Gerlach
apparatus, as described by a Stern-Gerlach interaction Hamil-
tonian [43] ĤS = −g(t )Q ⊗ p̂, where Q is a canonical variable
of the pointer conjugate to its momentum P and g(t) is a
normalized function that describes the turn-on and turn-off
of the interaction between the pointer � and the quantum
system �. Before this interaction is turned on, the system
is preselected in a state |ψ〉 and the pointer state is �(Q) =
(2π )−1/4−1/2 exp[−Q2/(2)2]. With a postselected state of
the system chosen as |ϕ〉 and with  adjusted in such a way
that  � 〈ϕ|ψ〉/〈ϕ| p̂|ψ〉, the time evolution imposed by the
measurement unfolds as

〈ϕ| exp

(
−i

∫
Ĥdt

)
|ψ〉 ⊗ �(Q)

≈ 〈ϕ |ψ〉 exp (iQ〈ϕ| p̂|ψ〉/〈ϕ |ψ〉) exp[−Q2/(2)2].

(44)

The momentum-space pointer state after the measurement
is �̃(P) ∝ exp[−2(P − 〈ϕ| p̂|ψ〉/〈ϕ|ψ〉)2]. With |ϕ〉 = |x〉,
the momentum of the pointer provides a readout for the
advective velocity, Pw = Re[〈x| p̂|ψ〉/〈x|ψ〉] = Re[p] = mv.
The osmotic velocity, on the other hand, shows up as a
Q-space shift of the pointer state, �(Q) ∝ exp[iQRe[p]]
exp[−(2)−2(Q + 22Im[p])2]. Because  is small, the un-
certainty of individual Pw readouts is much larger than mv,
1/(2)  mv. Individual readouts will thus give little infor-
mation on mv, requiring a large number of measurements for
accurate mv estimation. In return, as long as  is kept small so
that  � 〈ϕ|ψ〉/〈ϕ| p̂|ψ〉, the effect of a pointer on a quantum

system remains vanishingly small, as Eq. (44) shows, justify-
ing the central idea behind weak measurements [43–47].

XI. LIFETIME τD VERSUS TUNNELING TIMES

The lifetime τd is not intended to answer the question as to
how much time a tunneling particle spends within the barrier
region. Instead, τd is a measure of how fast a quasistationary
state localized in a potential well leaks from this well by tun-
neling through a finite-width, finite-height potential barrier.
Despite this difference in their physical content and poten-
tial profile settings, it is instructive to compare τd with the
most closely related real-valued tunneling times [33,34,68–
74], such as the dwell time τS [33,34,68–74] and the Büttiker-
Landauer time τBL [34,69,75].

A. The dwell time

Unlike the lifetime τd , defined for a particle tunneling from
a potential well in a potential V(x) as defined by Eq. (5), τS

and τBL are all defined for a free-particle wave packet with
a well-defined flux Jin = h̄k/m, experiencing no potential un-
til it encounters a finite-width, finite-height potential barrier.
Specifically, the dwell time is defined, in a general form, in
terms of Jin and the wave function ψ (x) as

τS = J−1
in

∫
B
|ψ (x)|2dx, (45)

where integration is over the barrier region.
First introduced by Smith [73] as a measure of time that

a particle spends within a specific region of space averaged
over all scattering channels, the dwell time was subsequently
shown to be a useful quantifier of tunneling time [33,34,69].
In many cases, the dwell time τS can be expressed [33,34,69]
as a sum of the weighted reflection and transmission times
[Eq. (43)]. By its definition, the dwell time is thus distinctly
different from the lifetime τd . Defined by Eq. (45) as the ratio
of the probability (the number of particles) stored within the
barrier to the incident flux, the dwell time, as pointed out by
Büttiker [33], Hauge and Støvneng [34], Landauer and Martin
[69], Winful [70], and other authors, can be understood as a
measure of time that the incident flux has to be kept on to
provide accumulation of particles within the barrier. While the
dwell time τS is concerned with a buildup of particles within a
barrier, τd is defined as the lifetime of a quasistationary state
localized in a potential well, which slowly tunnels through
a potential barrier. This time is not intended to quantify the
buildup of particles in a barrier. It depends on the transmission
of the barrier [Eqs. (8)–(10), (12), (14), (31), (32)] rather than
the time of probability-density buildup within the barrier.

For a particle with an energy ε = h̄2 k2/(2m), tunneling
through a rectangular barrier with a height V0 and width a, the
dwell time is [33,34,69,70]

τS = m

h̄

k

α

2αa(α2 − k2) + q2
0 sinh (2αa)

4k2α2 + q4
0sinh2(αa)

. (46)
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For an opaque rectangular barrier, Eq. (46) yields
[33,34,69,70]

τS = 2mk

h̄αq2
0

. (47)

B. The Büttiker-Landauer time

The Büttiker-Landauer tunneling time is defined [34,69,75]
for a free particle with a plane-wave wave function and
energy ε that tunnels through a time-dependent, oscillating
rectangular potential barrier [Fig. 2(b)], V (x, t ) = V0(x) +
V1(x) cos(ωt ), with V1(x) = V1 within the barrier and zero
otherwise. The solution to the Schrödinger equation with such
a potential is

ψ±(x, t ; E ) = exp (±αx) exp
(
−i

ε

h̄
t
)

×
∞∑

n=−∞
Jn

(
V1

h̄ω

)
exp (−inωt ), (48)

where Jn(x) are the Bessel functions.
In the Büttiker-Landauer treatment, the ratio V1/h̄ω is so

small that the sum in n in Eq. (48) is dominated by the n = 0,
±1 terms. In the limit of very low ω, the barrier transmission
T+ for particles with energies ε + h̄ω is equal to the barrier
transmission T– for particles with energies ε − h̄ω. Gener-
ally, however, T+ �= T–, as (T+ − T−)/(T+ + T−) ≈ tanh ωτBL
[75], with

τBL = ma/(h̄α). (49)

That T+ �= T– implies that the tunneling times of particles
with energies E ± h̄ω are different, with τBL as defined by
Eq. (49) identified as the tunneling time [34,69,75].

C. Benchmarking τd against the dwell
and Büttiker-Landauer times

Comparing Eqs. (45)–(49) for the dwell and Büttiker–
Landauer times with Eqs. (8), (9), (12), (14), and (32) for the
lifetime τd , we see that not only these times are expressed in a
mathematically different way, but the whole physical content
of τd is distinctly different from the physical content of τS

and τBL. Indeed, the lifetime τd is the product T0D–1 of the
wave-packet oscillation period within the well, T0 = 2l/v =
2lm/(h̄k) and the inverse of barrier transmission D. Notably,
unlike the Büttiker–Landauer time τBL, which is proportional
to the width of the barrier a [Eq. (49)], τd depends on the
width of the well l . Because v/(2l) is the rate at which a
semi-classical particle representing a quasi-stationary state
localized within the well knocks on the barrier each oscillation
cycle, the inverse of the lifetime τd is readily understood as a
product of v/(2l) and barrier transmission D as a measure of
a probability density that leaks out of the well per unit time.

The tunneling times τS and τBL, on the other hand, are
intended to clock the time that a particle spends within the
barrier. Thus, as opposed to τd [Eqs. (8), (9), (12), (14), and
(32)], neither the within-the-well oscillation period T0 nor the
size of the well l enters into τS or τBL [Eqs. (45)–(49)], as
neither T0 nor l is even relevant to these times. Moreover, the
effect that the barrier has on τd is very different from the way

the barrier effects enter into τS and τBL. Indeed, while τd is
a product of T0 and D–1, the Büttiker-Landauer time is the
ratio of the barrier width a to ub = h̄α/m, which is sometimes
viewed [76,77] as an effective speed within the barrier. The
dwell time, on the other hand, relates to the barrier via the
probability

∫
B |ψ (x)|2dx to find a particle in the barrier region.

In the opaque-barrier limit, this leads to a τS = (k/q0)2 ls/v
tunneling-time structure [Eq. (47)], with a barrier skin-layer
depth lb = 2/α and a wavenumber-mismatch factor (k/q0)2.

D. Beyond the opaque-barrier limit

As the energy ε approaches V0, α tends to 0, exp(–αa) is
no longer small, and the opaque-barrier approximation breaks
down. In this regime, the opaque-barrier-limit expressions for
τS and τBL [Eqs. (47) and (49)] are no longer applicable. An
attempt to extend these expressions to the ε → V0 regime
leads to an unphysical divergence. A more general result of
Eq. (46) is, however, still meaningful as an expression of the
dwell time τS . Similarly, the lifetime τd for ε → V0 should
be calculated with a barrier transmission D as defined by
Eq. (11). As is readily seen from Eq. (11), the barrier transmis-
sion D continues to monotonically increase as ε grows past V0.
Specifically, for ε = V0 [dashed line at ε/V0 = 1 in Fig. 2(a)],
Eq. (11) gives D = [1 + md2h̄−2V0/2]

−1
, while, for ε > V0,

we find

D = 4α̃2 k2
[
4α̃2 k2 + q4

0sin2(α̃a)
]−1

, (50)

with α̃2 = k2−q2
0.

As can be seen from Eqs. (11) and (50), barrier transmis-
sion monotonically increases as ε grows near ε ≈ V0. Because
τd is a product of T0 and D–1, it monotonically decreases
near ε ≈ V0, following an increase in barrier transmission
with a growth in ε. At ε = V0, D = [1 + md2h̄−2V0/2]

−1
<

1, as the barrier transmission continues to grow with ε. At
ε = V0 + π2h̄2/(8ma2), however, sin(α̃a) = 0 in Eq. (50),
and D reaches its maximum, D = 1. As ε continues to grow
past this value, D displays an oscillatory behavior [Fig. 2(a)],
reaching its maximum, D = 1, each time when ε passes V0 +
π2h̄2 n2/(8ma2) with integer n. These oscillations of D trans-
late into oscillations of τd , becoming especially pronounced
for large q0a [cf. curves 1 and 2 in Fig. 2(a)]. A detailed anal-
ysis of such an oscillatory behavior of τd is beyond the scope
of this study, which focuses on quasistationary states with
energies well below V0. For such states, the approximation of
an opaque barrier remains adequate, leading to a monotonic
behavior of τd as a function of ε/V0 [Fig. 2(a)].

XII. CONCLUSION

To summarize, a wave packet localized within a binding
potential feeds an outgoing probability current as it tun-
nels through a finite-width potential barrier, imprinting its
localization-related information on the outgoing probability-
current waveform. This information can be read out via the
wave number k0 and the gradient κ of the outgoing probability
current. We demonstrate that k0 and κ connect to the real and
imaginary parts of the weak-value momentum, thus suggest-
ing a weak-value readout for tunneling dynamics and related
information measures. We also show that the tunneling rate
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can be found via the product of k0 and κ , revealing the relation
between the tunneling rate and position indeterminacy, as well
as between the lifetime and localization information of the
tunneling wave packet.
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