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Topological amplification and frequency conversion in a photonic
lattice with a two-photon driving
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We investigate the topological amplification and frequency conversion of a one-dimensional photonic lattice
subjected to a two-photon driving, considering both the thermodynamic- and dynamical-stability regimes. Our
analysis shows that the critical behavior of their stability occurring at zero energy depends on the width of the
lower band, as well as the strength and phase of the two-photon driving. We demonstrate that the presence
of the driving field does not alter the band topology of the system under both regimes, and we showcase
the nontrivial band topology. The occurrence of edge modes within the band gap is also demonstrated by
employing a Bogoliubov (squeezed-state) representation. Furthermore, we show the amplification and frequency
conversion of edge modes using the input-output formalism, relying on the mechanism of an optical parametric
amplifier. These phenomena exhibit an absence-to-presence transition at a critical value of hopping strength,
signifying a topological phase transition. Additionally, we demonstrate the robustness of these phenomena
against symmetry-preserving disorders. Our findings have potential applications in engineering fault-tolerant
quantum-optics devices based on the topological protection.
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I. INTRODUCTION

The insights gained from the topological states of quan-
tum matter in condensed-matter physics have been widely
applied to optical systems, leading to the realization of
photonic analogs of the quantum Hall effect [1–5]. These
developments have opened up broad prospects for achieving
unidirectional (chiral) optical transmission [6–8]. However,
the lack of magneto-optical response in the optical domain
poses a significant obstruction to implementing other topolog-
ical models in photonic materials. To address this challenge,
the pseudo-time-reversal symmetry has been introduced by
incorporating an additional degree of freedom, enabling the
realization of analogs of the quantum spin Hall effect for
photons [7,9–14]. Alternatively, periodically driving the sys-
tem in time has also been shown to give rise to unconventional
topological properties, as demonstrated in the photonic Flo-
quet Chern insulator [15,16]. The intense activity in various
photonic systems with nontrivial topological structures has
prompted the development of the emerging field of topolog-
ical photonics [17–20].

While previous works have primarily focused on the
quantum simulation of topological insulators, there have
been remarkable advancements featuring the bosonic nature
[21–43]. For instance, in the context of cold-atom systems,
the realization of the interaction-driven topological super-
fluid has been evidently reported [41]. The associated
band topology is governed by a Bogoliubov Hamiltonian
within the mean-field approximation, and it exhibits an
exotic pseudounitary structure that sets it apart from super-
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conductors [21,44–46]. Meanwhile, a dedicated topological
classification framework has been developed for quadratic
bosonic systems [47–51], which is distinct from the well-
known Altland-Zirnbauer classification [52]. Additionally, the
bosonic pairing field (particle-number-nonconserving term),
which intrinsically describes a parametric amplification pro-
cess [53], can be treated as a spin-orbit coupling capable of
opening topological gaps in two- and three-dimensional sys-
tems [54]. Intriguingly, irrespective of the stability concerns,
the bosonic pairing field can even lead to the amplification
of edge states [26,36,55]. These works highlight the pivotal
role of the particle-number-nonconserving term in exploring
exotic topological phenomena in photonic systems.

In this paper, we study a one-dimensional (1D) photonic
system with χ (2) nonlinear interaction. By coherently pump-
ing the auxiliary mode, such a system can be reduced to a
dimer chain with a two-photon driving term. Attributed to the
parametric amplification process, the critical behavior occurs
in the transition from thermodynamic and dynamical stability
to instability and depends on the strength and relative phase of
the two-photon driving, as well as the width of the lower band.
Apart from this, we demonstrate that the presence of two-
photon driving does not alter the band topology characterized
by the winding number in both stability regimes. Applying
the open boundary condition, the edge modes can be obtained
analytically when the winding number is nonvanishing.

Interestingly, our finding reveals the intriguing amplifica-
tion and frequency conversion of an incoming field, which
correspond to the elastic- and inelastic-scattering processes,
respectively, within the input-output formalism. These phe-
nomena relying on the mechanism of an optical parametric
amplifier undergo an absence-to-presence transition at a crit-
ical value of hopping strength, which corresponds to a
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FIG. 1. (a) Schematic of a 1D photonic crystal. The modified
pattern of holes generates a point defect hosting a local optical mode.
(b) The dimer chain, i.e., Su-Schrieffer-Heeger model, with hopping
rates v = t − δ and w = t + δ for the intra- and intercell sites, re-
spectively. (c) Spectrogram of a local χ (2) nonlinear interaction at site
j. The Lorentzian spectral lines denote the optical mode â j (b̂ j) with
frequency ωa (ωb) and decay rate κa (κb) at site j. This interaction
describes a degenerate three-wave mixing process and involves two
optical modes â j (yellow) and b̂ j (green) with the frequency ωa =
ωb/2. The auxiliary mode is coherently pumped by a driving field
(red arrow) with frequency ωp. (d) The quadratures of the coherent
state of the auxiliary modes in a unit cell, 〈b̂ j〉 = β je−iωpt . Here
β j = reiφ1 (blue) for odd j and β j = reiφ2 (red) for even j, where
r ∈ R, φ1, φ2 ∈ [−π, π ) and φ = φ2 − φ1.

topological phase transition. We also demonstrate the ro-
bustness of these phenomena against symmetry-preserving
disorders. In addition, the proposed model can be imple-
mented in various platforms, including coupled cavity arrays
[56–59], superconducting circuits [60–63], and photonic crys-
tals based on the optomechanical interaction [64,65]. Our
paper opens up possibilities for engineering fault-tolerant
quantum-optics devices utilizing topological protection, such
as topological transducers, modulators, switches, etc.

Our paper is organized as follows. We first introduce our
system and derive its effective Hamiltonian in Sec. II, and
discuss both the thermodynamic and dynamical stability in
Sec. III. Section IV is devoted to the topological structure of
the system and the emergence of edge modes arising from
the bulk-edge correspondence under the two-photon driv-
ing. In Sec. V, the topological amplification and frequency
conversion are demonstrated by examining the elastic- and
inelastic-scattering processes of the system to an incoming
field, respectively. Then, we show the robustness of these
topological phenomena against symmetry-preserving disor-
ders in Sec. VI. We discuss experimental implementations in
Sec. VII and provide a discussion on the relevant literature in
Sec. VIII. Finally, our conclusion is made in Sec. IX.

II. SYSTEM AND HAMILTONIAN

Let us consider a 1D photonic crystal, i.e., dielectric ma-
terial with an appropriate pattern of holes that creates the
complete optical band gaps [66]. As schematically shown in
Fig. 1(a), a local modification of the hole pattern at some place

in the crystal generates a point defect that hosts the localized
optical mode. A 1D photonic lattice can be produced by de-
signing a periodic array of such point defects. Each localized
mode exhibits an evanescent overlap with the adjacent sites,
resulting in the hopping of photons. Based on this design,
we can then obtain a 1D dimer chain, also known as the
Su-Schrieffer-Heeger (SSH) model, as shown in Fig. 1(b). The
Hamiltonian of this chain can be written as (h̄ = 1)

Ĥ =
2N∑
j=1

[ωaâ†
j â j + (t + δeiπ j )(â†

j+1â j + H.c.)], (1)

where â j (â†
j ) denotes the annihilation (creation) operator of

the localized optical mode with frequency ωa at site j. Here
v = t − δ and w = t + δ with 0 � |δ| � t are the hoppings
of photons between the intra- and intercell sites, respectively,
and N is the number of unit cells of the dimer chain.

Suppose that the photonic material has the χ (2) non-
linear effect. The nonlinearity interaction is depicted by
a local three-wave mixing process and governed by the
Hamiltonian Ĥint = ∑2N

j=1(Gâ†
j â

†
j b̂ j + H.c.), where b̂ j (b̂†

j)
denotes the annihilation (creation) operator of the auxiliary
mode with frequency ωb at site j. It satisfies the frequency-
matching condition ωb = 2ωa [see Fig. 1(c)]. Here G ∈ R
represents the interaction strength. By coherently pumping
the auxiliary mode at site j, its bosonic operator can be clas-
sically treated, b̂ j → 〈b̂ j〉 = β je−iωpt [see Fig. 1(d)], where
β j = reiφ j (i.e., r = |β j | and φ j = arg β j) and ωp (< ωb) is
the frequency of the pump field. Then, this interaction can
be effectively reduced to a two-photon driving field, which is
given by the time-dependent particle-number-nonconserving
Hamiltonian Ĥsqz = 1

2

∑
j λ j â

†
j â

†
j e

−iωpt + H.c. with λ j =
2Gβ j . This two-photon driving Ĥsqz describes an opti-
cal parametric amplification process [53]. It respects the
translation-invariant symmetry, and its phase at each site is
given by φ2n−1 = arg λ2n−1 ≡ φ1 and φ2n = arg λ2n ≡ φ2 with
n = 1, 2, . . . , N . Performing a global U (1) gauge transfor-
mation, â j → â jeiφ1/2 ( j = 1, 2, . . . , 2N), we obtain Ĥsqz =
1
2

∑N
n=1 λ(â†

2n−1â†
2n−1 + eiφ â†

2nâ†
2n)e−iωpt + H.c., where λ =

|λ j | and φ = φ2 − φ1 is the relative phase between sites in
a unit cell. Note φ cannot be fully reduced since the U (1)
symmetry breaks down.

In the rotating framework at frequency ωp/2, the total
Hamiltonian becomes time independent:

Ĥeff =
2N∑
j=1

[ω0â†
j â j + (t + δeiπ j )(â†

j+1â j + H.c.)]

+ λ

2

N∑
n=1

(â†
2n−1â†

2n−1 + eiφ â†
2nâ†

2n + H.c.), (2)

where ω0 = ωa − ωp/2 > 0. It describes the SSH model
with a two-photon driving term. Under the assumption
of the translation invariance and periodic boundary condi-
tion, Ĥeff can be transformed into crystal-momentum space
by the Fourier transformation with âk = 1√

N

∑2N
j=1 e−ik j/2â j

and â†
k = 1√

N

∑2N
j=1 eik j/2â†

j . Here the lattice spacing is
set to be 1 for simplicity. Using the Nambu spinor
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̂k = (âkA, âkB, â†
−kA, â†

−kB)T with subscripts A and B depict-
ing the sublattice indices, the Hamiltonian (2) can be rewritten
as Ĥeff = 1

2

∑
k 
̂

†
kHeff (k)
̂k , where

Heff (k) =
(

H0(k) Hs

H∗
s HT

0 (−k)

)
(3)

is the Bogoliubov Hamiltonian. Here H0(k) = ω0I +
dx(k)σx + dy(k)σy with dx(k) = v + w cos k and dy(k) =
w sin k, and Hs = λdiag(1, eiφ ). σi (i = x, y, z) denotes the
conventional Pauli matrices. By performing the pseudounitary
diagonalization [67,68], we then obtain the spectrum of the
system:

E2
±(k) = ω2

0 + d2 − λ2 ± 2d

√
ω2

0 − λ2 sin2 φ

2
, (4)

where d =
√

d2
x + d2

y = √
v2 + w2 + 2vw cos k. Here, the k

dependence of dx and dy is suppressed temporarily for brevity.
In the absence of two-photon driving (λ = 0) corresponding
to the bare (linear) SSH model, the Bloch spectrum located
at ω0 has a band gap 4|δ| and the bandwidth is given by
2 min{v,w}. Its Bloch spectrum will be changed in the pres-
ence of the time-independent two-photon driving field (Hs).
If [ω0 − d (k)] is close to zero energy, the critical behavior of
stability can even occur.

III. ANALYSIS ON STABILITY

The particle-number-nonconserving term intrinsically in-
duces non-Hermiticity in bosonic Bogoliubov Hamiltonians,
and can lead to instability. For a general quadratic-bosonic
system, two types of stability are typically of concern: ther-
modynamic stability [50,51] and dynamical stability [69].
Thermodynamic stability, also known as Landau stability
[70], requires the system energy to be non-negative (E �
0). Dynamical stability refers to the condition where the
spectrum is real (E ∈ R) and the Bogoliubov Hamiltonian
can be pseudounitarily diagonalized. At first glance, the
thermodynamic-stability regime is naturally encompassed
within the dynamical-stability regime. However, they have a
crucial difference, as the thermodynamic-stability regime may
involve the occurrence of a Jordan block at zero energy during
the diagonalization [44,45]. The Jordan block corresponds to
an exceptional point, where the system fails to satisfy the
dynamical-stability regime [71]. This optical system of inter-
est can reside in either of these stability regimes.

In the thermodynamic-stability regime, the Bloch spectrum
(4), more explicitly, the minimum value of the lower band,
is either greater than or equal to zero energy, i.e., E−(k =
0) � 0. This condition provides a criterion for diagnosing
the critical behavior of the transition from thermodynamic
stability to instability, which is given by

ω2
0 + 4t2 − λ2 = 4t

√
ω2

0 − λ2 sin2 φ

2
. (5)

The equality indicates that the minimum value of the lower
band is zero, E−(0) = 0 [see Fig. 2(a)]. On the other hand, the
system can be dynamically stable even though its spectrum
contains energies below zero. In order to avoid unneces-
sary repetition, the consideration of the dynamical-stability

(d) (e)
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Critical TS

2

1

-1

0
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Critical DS

(b)
Instability

FIG. 2. [(a)–(c)] Bloch spectra of the system with λ = 2t in
(a), λ = 3t/2 in (b), and λ = t/3 in (c). They correspond to the
circle (yellow), square (cyan), and diamond (green) marks in (d),
respectively. TS (DS) indicates the thermodynamic stability (dynam-
ical stability). The panel in (b) illustrates the imaginary part of the
spectrum. Here δ = ±t/2 and ω0 = 2λ. [(d),(e)] Stability diagrams
for δ = ±t/2 (d) and δ = ±t (e). The relevant parameter is ω0 = 2λ.
The color represents the maximum value of the imaginary part of the
spectrum and the magenta color labels the critical curves.

regime in this context excludes cases that overlap within the
thermodynamic-stability regime. Given this consideration, in
the dynamical-stability regime, the maximum value of the
lower band satisfies E−(k = π ) < 0. The system exhibits a
critical behavior of transition from dynamical stability to in-
stability when E−(π ) = 0, as illustrated in Fig. 2(c). Using
this condition, one can derive the same formula as Eq. (5)
by the replacement t → |δ|. Apart from these two stability
regimes, the system is dynamically unstable, where the imag-
inary part of the spectrum is nonzero, as depicted in Fig. 2(b).

Next, we will show the critical behavior for the thermo-
dynamic- and dynamical-stability regimes. Figures 2(d)
and 2(e) plot the imaginary part of the spectrum of the sys-
tem under the parameter conditions of |δ| = t/2 and |δ| = t ,
respectively. The nonzero imaginary one indicates the oc-
currence of instability. In these plots, the parameter regions
enclosed by the magenta curves resemble an “eye” shape,
corresponding to the unstable region of the system. These
curves are derived by the criterion in two regimes. Explic-
itly, the upper and lower curves correspond to the criticality
for the thermodynamic- and dynamical-stability regimes, re-
spectively. Additionally, both figures show the dependence
of stability on the strength λ and relative phase φ between
the sublattices A and B. Through some calculations, one can
easily derive the formula from Eq. (5) for the thermodynamic-

stability regime, which is given by λ = 2
3 t (

√
4 − sin2 φ

2 +
cos φ

2 ). Similarly, by the replacements t → |δ| and + →
−, we obtain a similar formula for the dynamical-stability
regime. It turns out that as |δ| increases to t (i.e., the bandwidth
of the bare SSH model, 2 min{v,w}, decreases), the region
of the eye shape becomes smaller. In particular, when |δ| = t
[see Fig. 2(e)], the system of interest is explicitly reduced
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to a highly degenerate two-mode system. It suggests that the
stability of the system critically depends on the strength and
phase of the two-photon driving, as well as the width of the
lower bands.

It should be noted that the critical behavior can be adjusted
or even eliminated by the relative phase φ. To achieve this, we
perform a Bogoliubov (squeezing) transformation

α̂kA = cosh χ âkA + sinh χ â†
−kA,

α̂kB = cosh χ âkB + eiφ sinh χ â†
−kB, (6)

where the squeezing factor χ is determined by tanh 2χ =
λ/ω0. In this new quasiparticle basis (squeezed-state repre-
sentation), the two-photon driving term disappears. Instead, a
new particle-number-nonconserving term arises, given by

cosh χ ′ ∑
k

[e−iφ′
(v + weik )α̂kAα̂−kB + H.c.],

where χ ′ = 2χ | cos φ

2 | and φ′ = arg(1 + eiφ ) for
φ ∈ (−π, π ). This term corresponds to a nondegenerate
parametric amplification process, and its existence
individually induces instability. When φ = 0, cosh χ ′
reaches its maximum value. Varying φ from zero to π

while other parameters are fixed, cosh χ ′ decreases and, thus,
the influence of this term diminishes. This term disappears
when the phase-anti-matching condition is satisfied, φ = π .
In this case, the Bloch bands are given by E±(k) = ω̃0 ± d (k)
with ω̃0 = √

ω2
0 − λ2. Accordingly, the critical behavior also

disappears even if the lower band E−(k) crosses zero energy,
provided that ω0 > λ. The condition for dynamical stability
[i.e., E−(k) < 0] is thus relaxed.

IV. NONTRIVIAL BAND TOPOLOGY AND EDGE MODE

Now, let us analyze the symmetry and band topology of the
system. In the absence of the two-photon driving, the system
possesses sublattice symmetry, given by

SH (k)S−1 = −H (k), (7)

where H (k) = dx(k)σx + dy(k)σy represents the single-
particle Hamiltonian in the interaction picture with respect
to the frequency ωa, and S = σz is the symmetry operator.
According to the Altland-Zirnbauer classification [52], a 1D
lattice system with such symmetry belongs to class AIII (see
Appendix A for further details). The associated band topology
is characterized by a winding number, which is defined as

W =
∫ 2π

0

dk

4π i
Tr

[
S (H (k))−1 ∂

∂k
H (k)

]
. (8)

When the band gap is open (δ 
= 0), the band topology is
well defined. In particular, the winding number (8) is either
nonvanishing for δ > 0 or vanishing for δ < 0, corresponding
to the nontrivial and trivial band topology, respectively. Apart
from the mathematical description, the band topology can
also be visualized using a two-dimensional auxiliary space,
denoted as dx-O-dy, as illustrated in Fig. 3(a). The origin point
represents the topological obstruction of such system. One can
see that the components dx(k) and dy(k) of the Hamiltonian
form a circle in the auxiliary space. The circle intersects this
point, corresponding to the case where the band gap is closed

t

6

4

2

0

4

2

00 20 40 60 80

3
2
1
0
-1

2
1
0
-1

0 20 40 60 80

(c)

P
o
ss
ib
il
it
y

1

0.5

0

0 20 40 60 80

(d)

dx

dy

-t 0

(a) (b)

Top. Phase

Trivial Phase

Top. Phase

Trivial Phase

"Particle"

"Hole"

FIG. 3. (a) Two-dimensional auxiliary space constructed by
dx (k) and dy(k). The blue circle corresponding to δ > 0 encloses the
origin point, while the gray circle corresponding to δ < 0 does not.
[(b), (c)] Spectra of the system under the open boundary condition.
The upper (lower) panels depict the trivial (nontrivial) band topology
with δ = −t/2 (δ = t/2). For the nontrivial (trivial) band topology,
edge modes (highlighted inside the red boxes) appear (disappear).
The cases in (b) and (c) correspond to Figs. 2(a) and 2(c), respec-
tively. (d) Possibility distribution of the edge modes in (b) and (c) in
terms of “particle” and “hole.”

(i.e., δ = 0) and the topology is ill defined. When the point lies
inside (outside) the circle, the topology is nontrivial (trivial),
which corresponds to the condition δ > 0 (δ < 0).

Next, we incorporate the two-photon driving term into our
analysis to investigate its influence on the band topology of
the system. Based on the fact that the topology remains un-
changed under any continuous deformations without closing
the band gap [72], we focus on the band gap of the Bloch
spectrum (4), defined as

� = min E+(k) − max E−(k). (9)

The minimum value of the upper band and the maximum
value of the lower band occur simultaneously at k = π . From
Eq. (9), the band gap is closed if E+(π ) = E−(π ).

In the thermodynamic-stability regime, where E−(0) � 0,
the condition for closing the band gap, � = 0, can be simpli-
fied to

δ

√
ω2

0 − λ2 sin2 φ

2
= 0. (10)

Due to ω0 > λ in this regime, the condition (10) becomes
δ = 0. This implies that the existence of the band gap depends
on the value of δ and is independent of the two-photon driving
term. Therefore, in the thermodynamic-stability regime, the
two-photon driving term cannot alter the band topology of the
system.

In the dynamical-stability regime for φ ∈ (−π, π ), the
band gap is closed if λ = √

ω2
0 + 4δ2 and tan φ

2 = ±ω0/2δ.
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However, the eigenenergies and the associated eigenstates
both coalesce at this point, corresponding to an exceptional
point [71]. Thus, this situation does not fall within the scope
of the dynamical-stability regime. For the special case φ = π ,
the bands E±(k) = ω̃0 ± d (k) yield a gap � = 4|δ|. It is ob-
vious that the gap is independent of the two-photon driving
term, too. In a short summary, unlike the behavior observed
in systems with cross-Kerr interaction [28,73], the driving
term does not alter the band topology in both regimes. In
other words, in the presence and/or absence of the two-photon
driving term, whether the system exhibits the nontrivial band
topology is determined by the value of δ.

According to the bulk-edge correspondence, the presence
of nontrivial band topology implies the existence of edge
modes within the band gap when the open boundary condition
is applied. Figures 3(b) and 3(c) plot the spectrum in the open
boundary condition, corresponding to Figs. 2(a) and 2(c), re-
spectively. The edge mode occurs for δ = t/2 and disappears
for δ = −t/2. Such a numerical result is consistent with the
prediction based on the winding number (8). It is worth noting
that the parameter condition in Fig. 3(c) can be treated as the
limit of the dynamical-stability regime. In order to analyze
the edge mode, we focus on the phase-anti-matching condition
φ = π based on the topological property. In the quasiparticle
basis of Eq. (6), the edge modes can be constructed as

α̂L =
N∑

n=1

ξ n−1α̂2n−1, α̂R =
N∑

n=1

ξN−nα̂2n, (11)

where L and R represent the left and right ends of the 1D
lattice, respectively, and ξ = −v/w (|ξ | < 1). These modes
satisfy the commutation relations

[α̂L, Ĥeff ] = ω̃0α̂L + O(ξN ),

[α̂R, Ĥeff ] = ω̃0α̂R + O(ξN ). (12)

It shows that the two edge modes (11) with energy ω̃0 are con-
served quantities, as the last term in Eq. (12) vanishes in the
thermodynamic limit (N → ∞). This confirms that the edge
modes α̂L,R are indeed the modes of the system. Figure 3(d)
depicts the edge modes (11) composed of the annihilation and
creation operators, which can be interpreted as the “particle”
and “hole” components, respectively [24,74]. We note that
these two components exhibit the same distribution profile.
To explain this, we transform the edge modes into the original
basis as follows:

α̂L =
N∑

n=1

ξ n−1(cosh χ â2n−1 + sinh χ â†
2n−1),

α̂R =
N∑

n=1

ξN−n(cosh χ â2n − sinh χ â†
2n). (13)

Equation (13) shows that the hole components of the edge
modes are proportional to the particle ones with a ratio of
tanh χ , which originates from the two-photon driving.
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FIG. 4. (a) Schematic of the setup for detection. There are two
waveguides coupled to the left end site of the 1D photonic lattice
for injecting the probe field (black arrow) and detecting the response
(blue arrow) of the system, respectively. One waveguide is coupled
to the right end site for detecting the response (green arrow) at this
end. (b) Frequency conversion induced by parametric amplification.
(c) Spectra for the particle and hole components of the system in
the laboratory frame, denoted as (ωp/2 ± ω), respectively. [(d)–(g)]
Transmissions (T ) measured at the right end (green) in (d) and
(f), and at the left end (blue) in (e) and (g). The frequency of the
incoming field is ωd > ωp/2 in (d) and (e), and ωd < ωp/2 in (f) and
(g). The upper panels of (d) and (e) represent the elastic-scattering
components with frequency ωd = (ωp/2 + ω), while the lower ones
correspond to the inelastic-scattering components with frequency
(ωp/2 − ω), and vice versa for (f) and (g). The red dotted curves in
(e) and (g) are given by Eqs. (21) and (22). The relevant parameters
are ω0 = 2λ, λ = 2t , δ = t/2, κa = 10−2t , and κ (ex) = t/5.

V. TOPOLOGICAL AMPLIFICATION AND FREQUENCY
CONVERSION

So far, we have discussed the band topology of the 1D
photonic lattice and analyzed the edge modes (11) in the
squeezed-state representation (6). Upon transforming back
into the original basis, the presence of the particle and hole
components in these edge modes implies amplification and
frequency conversion. To observe these effects, we now shift
our focus to the scattering properties of the photonic system,
using the input-output formalism. As shown schematically in
Fig. 4(a), we couple a waveguide to the left end site to inject
the probe field, and two waveguides are coupled to the left
and right end sites, respectively, to detect the response of the
system to the incoming field. The dynamics of the optical
mode at site j is governed by the Langevin equation:

∂t â j = −i[â j, Ĥeff ] − κ j

2
â j + δ1, j

√
κ (ex)â(in)

j . (14)
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Here, κ j = κa + (2δ1, j + δ2N, j )κ (ex) represents the sum of the
intrinsic decay rate κa of the optical mode and an additional
decay rate κ (ex) induced by the coupling of a waveguide to
optical mode at site j = 1, 2N . The final term in (14) de-
scribes the incoming field â(in)

j injected through a waveguide.
It should be noted that the vacuum fluctuations arising from
the environment are negligible compared to the incoming field
and can therefore be safely disregarded. For the photonic
lattice, the outgoing field â(out)

j , which leaks out of the mode

at site j, can be related to the injected field â(in)
j through the

input-output relation:

â(out)
j = δ1, j â

(in)
j −

√
κ (ex)â j, (15)

where j = 1, 2N . By combining this relation with (14), we
can derive the transmissions in the frequency domain:

T E
i j (ω) = ∣∣δi j − iκ (ex)GE

i j (ω)
∣∣2

, (16)

T I
i j (ω) = κ (ex)

∣∣GI
i j (ω)

∣∣2
. (17)

Equations (16) and (17) represent the probabilities of de-
tecting a photon with frequency ωp/2 ± ω and ωp/2 ∓ ω at
site i (i = 1, 2N ) in the laboratory reference frame, respec-
tively, when a photon with frequency ωp/2 ± ω is injected
into site j. Here, GE ,I

i j (ω) are the frequency-domain (retarded)
Green’s functions that describe elastic and inelastic scatter-
ings from site j to site i, respectively. They are defined by (see
Appendix B for details)

GE
i j (ω) = −i

∫
dteiωt�(t )〈[âi(t ), â†

j (0)]〉, (18)

GI
i j (ω) = −i

∫
dteiωt�(t )〈[â†

i (t ), â†
j (0)]〉, (19)

where �(t ) represents the Heaviside step function.
Figures 4(d)–4(g) illustrate the transmissions of the system

with nontrivial winding number when injecting a field at fre-
quency ωd = ωp/2 + ω in the former two and at frequency
ωd = ωp/2 − ω in the latter. The elastic-scattering compo-
nents of the transmission of the incoming field [the upper
panels of Figs. 4(d) and 4(e) and lower ones of Figs. 4(f) and
4(g)] are analogous to the signal output of the optical paramet-
ric amplifier. Due to the presence of two-photon driving, the
transmission undergoes an inelastic-scattering process where
the outgoing field has the component with frequency ωp − ωd ,
as shown in the lower panels of Figs. 4(d) and 4(e) and the
upper panels of Figs. 4(f) and 4(g). This inelastic-scattering
component corresponds to the idler output of an optical para-
metric amplifier.

We can quantitatively analyze the inelastic-scattering pro-
cess for the bulk band [i.e., Figs. 4(d) and 4(f)] by utilizing
Eqs. (16)–(19) and neglecting the off-resonance terms. In the
regime where ω0, ω 
 κ j, |ω − ω0|, we find the following
approximations:

tanh2 χT E
i j (ω) ≈ T I

i j (±ω) ≈ coth2 χT E
i j (−ω), (20)

for i 
= j. Notably, T I
i j (ω) = T I

i j (−ω) holds for i, j = 1, 2N .
From Eq. (20), in the absence of two-photon driving λ = 0
(i.e., χ = 0), T I

i j (±ω) vanishes, confirming the origin of the
inelastic-scattering process. When the two-photon driving is
present, T I

i j (±ω) is proportional to T E
i j (±ω); as the strength of

the two-photon driving λ increases, the ratio either monoton-
ically increases for ωd > ωp/2 or decreases for ωd < ωp/2.
The second approximate equality reveals that the transmis-
sion of the inelastic-scattering component is greatly amplified
(with a ratio of coth2 χ to the signal output) when the incom-
ing field excites the hole band, which is consistent with the
observation shown in Fig. 4(f).

Importantly, the transmission from the left end indicates
the response of the left edge mode α̂L to the incoming field
and manifests the effect of band topology of the system [see
Figs. 4(e) and 4(g)]. For δ > 0 (e.g., δ = t/2 in Figs. 3 and
4), the edge mode appears; the frequencies of its particle
and hole components are ωp/2 ± ω̃0 in the laboratory frame,
respectively. Figure 4(e) shows the emergence of an outgoing
field with frequency ωp/2 − ω̃0 [a peak of T I

11(−ω̃0)] when an
incoming field with frequency ωp/2 + ω̃0 is injected into the
left end site, corresponding to the phenomenon of frequency
down-conversion. Similarly, when the incoming field lies
within the hole band gap, a peak appears in the upper panel
of Fig. 4(g), indicating a frequency up-conversion. Moreover,
in the lower panel, a peak at the elastic-scattering component
T E

11 (−ω̃0) demonstrates the amplification of the signal beam
through the Stokes process, where the signal field is amplified
by the parametric down-conversion of the pump field.

The numerical behaviors of topological amplification and
frequency down- and up-conversion can also be analyzed. Due
to the condition 4δ 
 κ j, |ω ± ω̃0|, where the edge modes
are (almost) isolated from the bulk states by the large gap,
the bulk states are far from resonance or off resonance with
the incoming field. The influence of bulk states can be safely
neglected in the analysis of transmission [i.e., Eqs. (16) and
(17)]. In such situation, the system of interest can be re-
duced to a single-mode system with a two-photon driving and
the associated Hamiltonian is obtained by Ĥsingle ≈ ω0â†

1â1 +
1
2λ(â1â1 + â†

1â†
1). Thus, we can obtain the transmissions of the

elastic- and inelastic-scattering processes as

T E
11 (ω) ≈

∣∣∣∣1 + κ (ex) i(ω + ω0) − κ1/2

ω̃2
0 − (ω + iκ1/2)2

∣∣∣∣
2

(21)

and

T I
11(ω) ≈ (κ (ex)λ)2∣∣ω̃2

0 − (ω + iκ1/2)2
∣∣2 , (22)

respectively. The analytical formulas (21) and (22) agree well
with the numerical results within the band gap in Figs. 4(e)
and 4(g). In the near-resonant limit ω � ±ω̃0, they can be
further simplified, i.e.,

T E
11 (±ω̃0) ≈ (ω0 ∓ ω̃0)2

4ω̃2
0 + κ2

1 /4
, T I

11(±ω̃0) ≈ λ2

4ω̃2
0 + κ2

1 /4
, (23)

for ω0, ω̃0 
 κ1 � 2κ (ex) 
 κa. They also show that the
topological amplification and frequency conversion become
significant as λ increases, while maintaining the condition
4δ 
 κ1, |ω ± ω̃0|.

We emphasize that these topological phenomena are exclu-
sively observed when the winding number is nonvanishing,
corresponding to δ > 0. In Fig. 5, we show the response of
the system to the incoming field with frequency ωp/2 ± ω̃0

at the left end site. The elastic and inelastic components
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FIG. 5. [(a), (b)] T E
11 (±ω̃0) in (a) and T I

11(±ω̃0) in (b) vs δ. The
blue solid (red dashed) curves correspond to the case of the injected
beam with frequency ωp/2 + ω̃0 (ωp/2 − ω̃0). The transitions occur-
ring at δ = 0 manifest a topological phase transition. The parameters
used are the same as those in Fig. 4.

T E
11 (±ω̃0) and T I

11(±ω̃0) manifest a transition at the critical
value of hopping strength δ = 0 (i.e., v = w). The absence-to-
presence transition of amplification and frequency conversion
indicates the topological phase transition of the system. Note
that T I

11(ω̃0) = T I
11(−ω̃0) as mentioned above.

VI. ROBUSTNESS AGAINST SYMMETRY-PRESERVING
DISORDERS

Here we investigate the robustness of topological amplifi-
cation and frequency conversion against symmetry-preserving
disorders, which arises from the topological protection.
Specifically, while keeping other parameters unchanged, we
introduce the parameter δ j to Hamiltonian (2) to represent
the disorder in the nearest-neighbor hopping of the 1D lat-
tice. This disorder does not break the sublattice symmetry
of the system. Here j ( j = 1, 2, . . . , 2N) denotes the site
index. We employ a Bogoliubov transformation on the dis-
ordered Hamiltonian, α̂ j = cosh χ â j − eiπ j sinh χ â j , where
tanh 2χ = λ/ω0. The transformation allows us to obtain

H̃ =
2N∑
j=1

[ω̃0α̂
†
j α̂ j + (t + eiπ jδ j )(α̂

†
j α̂ j+1 + H.c.)]. (24)

Then the edge modes can be constructed as

α̃L =
N∑

n=1

μn−1
n α̂2n−1, α̃R =

N∑
n=1

νN−n
N−n+1α̂2n, (25)

where the coefficients are given by

μn−1
n =

j−1∏
l=1

δ2l−1 − t

δ2l + t
, νN−n

N−n+1 = μN−1
N

μn−1
n

.

Note that the existence of edge modes requires the condition
|(t − δ2n−1)/(t + δ2n)| < 1 to be satisfied. The commutation
relations can be readily verified as follows:

[α̃L, H̃ ] = ω̃0α̃L + O
(
μN−1

N

)
,

[α̃R, H̃ ] = ω̃0α̃R + O
(
νN−1

1

)
. (26)

These quantities are (almost) conserved when N is sufficiently
large. It implies that the edge modes for the disordered system
are robust against symmetry-preserving disorders due to the
topological protection.
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0
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FIG. 6. (a) T I
11(−ω) and (c) T E

11 (−ω) for −ω < 0, and (b) T E
11 (ω)

and (d) T I
11(ω) for ω > 0 are shown. In (a) and (b) the frequency of

the incoming field ωd exceeds ωp/2, while in (c) and (d) ωd < ωp/2.
The shaded region represents the standard deviation of T E/I

11 across
100 samples, while the black curve represents their average value.
The strength of disorders is set as D = t/2. Other parameters remain
the same as Fig. 4.

The edge modes in the disordered system imply the exis-
tence of topological amplification and frequency conversion
and they would also exhibit robustness against symmetry-
preserving disorder. To see this, we consider a set of 100
samples that maintain sublattice symmetry. The disorder
strength defined by D = max{�δ j} with �δ j = |δ j − δ| is
assumed as t/2. We calculate the transmissions of the left end
site, which encompass both elastic- and inelastic-scattering
processes, denoted as T E

11 (±ω) and T I
11(±ω), respectively. In

Fig. 6, the shaded region represents the standard deviation of
these samples, while the black curve corresponds to their aver-
age value. It is evident that the topological amplification and
frequency conversion remain robust to this type of disorder.
This is because this disordered system can still be treated as a
single-mode system with a two-photon driving under the con-
dition 4δ j 
 κ j, |ω ± ω̃0|, as discussed in Sec. V. Within the
input-output formalism, the elastic- and inelastic-scattering
components are approximately equivalent to Eqs. (21) and
(22), respectively.

In addition, as discussed in Sec. IV, the system of interest
is topologically equivalent to the bare SSH model in terms of
the Bloch band. In the presence of disorder, the condition for
the existence of edge modes, i.e., |(t − δ2n−1)/(t + δ2n)| < 1,
holds true for both systems, according to the bulk-edge corre-
spondence. The edge modes of the bare SSH model explicitly
follow the formulas in Eq. (25) with replacements α̃L/R →
âL/R and α̂ j → â j ( j = 2n − 1, 2n). This implies that their
edge modes will disappear (appear) simultaneously, while
accompanied by the disappearance (appearance) of amplifica-
tion and frequency conversion in our system. Therefore, these
two systems exhibit similar robustness against symmetry-
preserving disorders in terms of their edge modes.

VII. EXPERIMENTAL REALIZATION

The proposed system can be realized in various quantum-
optic setups, including photonic crystal coupled cavity arrays

013512-7



GUO, WAN, SI, AND WU PHYSICAL REVIEW A 108, 013512 (2023)

[56] fabricated using nonlinear materials with χ (2) suscepti-
bility [57–59], as well as superconducting microwave circuits
with coupled resonators [60–63]. In implementation, it is
crucial to generate parametric gain (i.e., two-photon driv-
ing) with a specific relative phase in the Hamiltonian. The
parametric gain can be achieved through three-wave mixing
processes, which arise from the optical nonlinear effect. One
effective approach to engineer such processes is by utiliz-
ing the Josephson-junction-based superconducting nonlinear
asymmetric inductive element (SNAIL) parametric amplifier
(SPA) [62].

In a SNAIL device located at site j, the Hamiltonian can
be described up to the third order as

ĤSPA = ωaâ†
j â j + ωbb̂†

j b̂ j + g3(â j + â†
j )

2(b̂ j + b̂†
j ), (27)

where â j and b̂ j represent the annihilation operators of
harmonic oscillators with resonant frequencies ωa and ωb

(approximately equal to 2ωa), respectively. The parameter
g3 ∈ R denotes the interaction strength of the third-order
nonlinearity. We note that g3 is equivalent to G defined in
Sec. II. These terms in Eq. (27) can be adjusted in situ by
controlling the applied magnetic flux Φ through the array of
the SNAIL loop. To enable parametric amplification, a strong
microwave tone at ωp � ωb can be applied to generate an
intracavity field 〈b̂ j〉 = β j ∈ C. As a result, terms â†

j â
†
j and

â j â j exhibit (near) resonance. By engineering the phase of
β j using the pump field, we can obtain the desired squeezing
term g3β j â

†
j â

†
j + H.c., which has the relative phase φ within a

unit cell.
The magnitude of the parametric-gain strength g3β j =

λ j/2 utilized in the above can be achieved through careful
engineering of the SPA device and the pump field. Generally,
the normal hopping strength is much smaller compared to the
resonant frequency, for example, t1,2 ≈ 10−2ωa as reported
in Ref. [61]. On the other hand, the third-order nonlinear
interaction strength is given by g3/2π ≈ 0.3–30 MHz and
the resonant frequency is ωa/2π ≈ 6–7.84 GHz, as shown
in Ref. [62]. With the mean photon number of the intra-
cavity field n̄ (n̄ = |β j |2) reaching hundreds or thousands
(n̄ ≈ 102–103), we can achieve the desired parameter regime
where the parametric-gain strength becomes comparable to
the hopping rates, i.e., t1,2 ∼ g3

√
n̄.

An alternative approach to generate optical parametric gain
is through the optomechanical interaction in photonic crystals
[64,65]. By illuminating light on the photonic lattice and
adiabatically eliminating the mechanical component, one can
finally achieve the desired parametric gain terms. Notably,
a dimer chain consisting of optomechanical crystal arrays
has been reported in Ref. [75], indicating the feasibility of
implementing our proposed dimer chain in this platform. This
approach offers an additional avenue for experimental real-
ization and further validates the potential applicability of our
model in different experimental settings.

VIII. DISCUSSION

In the field of topological nonlinear photonics [76], several
recent works are highly relevant to the findings presented in
this paper.

First, it has been demonstrated that the Kerr nonlinearity
preserving U (1) symmetry can be used to achieve topolog-
ical amplification and subsequent high-harmonic generation
[77–80]. In contrast, to realize such an amplification, we
utilize the stronger χ (2) nonlinearity which breaks the U (1)
symmetry. Our paper also demonstrates both topological fre-
quency down- and up-conversion, respectively, where the
frequency of the outgoing field is lower and higher than that
of the incoming field, as illustrated in Figs. 4(e) and 4(g). As
a further distinction to the prior works, our research offers a
notable advantage in terms of flexible tuning of topological
amplification and frequency conversion. This is achieved by
injecting the pump and probe fields into a single site, either the
left or right end site. The tunability holds promise for various
applications, including topological transducers, modulators,
switches, etc.

Furthermore, an alternative approach to achieve topologi-
cal amplification involves accessing the dynamical-instability
regime [36,55,81,82]. The eigenvalues of the boundary or
edge modes are complex (E ∈ C), exhibiting exponential
growth, while the bulk states remain dynamically stable. This
approach differs significantly from the scenario described in
the present paper since our system is stable.

In addition, it is noteworthy that directional amplification
can occur in driven-dissipative photonic systems [83–85],
which is fundamentally related to non-Hermitian point-gap or
spectral topology [86,87]. This nontrivial topology arises due
to the complex-valued spectrum winding around a reference
energy point in the complex plane. Note that the parametric
amplifier can also induce the nontrivial point-gap topology
in a Hermitian system [88]. In contrast, the system of in-
terest possesses real energies in both stability regimes. Its
band topology falls within the Hermitian framework and re-
lies on the wave function of the system (see Appendix A),
rather than its spectrum. This distinction arises because the
real spectrum of our system does not form a closed loop in
the complex plane, resulting in a trivial topological number.
Hence, the amplification of edge states discussed in this paper
is completely distinct from the phenomena observed in these
previous works.

IX. CONCLUSION

In conclusion, we have investigated the 1D photonic lat-
tice with χ (2) nonlinear interaction, specifically focusing on
a dimer chain subject to two-photon driving. The critical
behavior of the transition has been analyzed from thermo-
dynamic and dynamical stability to instability in the system.
We have examined the impact of the two-photon driving
on closing the topological gap and the emergence of edge
modes through the bulk-edge correspondence. Moreover, we
have demonstrated the topological amplification and fre-
quency conversion using the input-output formalism, which
exhibit an absence-to-presence transition at a critical hopping
strength. These topological phenomena are robust against
symmetry-preserving disorders. The proposed model can be
experimentally realized in various quantum-optics platforms.
Our paper holds potential for the engineering of topolog-
ical quantum-optics devices with excellent fault-tolerance
properties.
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n=1

n=2

n=3

(a) (b) (c)

FIG. 7. [(a), (b)] Schematics of the homotopy of the mappings
S1 → S2 (a) and S1 → S1 (b). (a) The circle (one-sphere) can be
continuously deformed to the red point on the two-sphere. (b) The
continuous deformation of S1 → S1. The black arrows depict the
deformation in (a) and (b). (c) Three elements of the homotopy group
π1(S1) ∼= Z, n = 1, 2, 3, represent three nontrivial windings around
the circle. The arrows denote the orientation of the windings.
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APPENDIX A: TOPOLOGY FOR 1D LATTICES
WITH CHIRAL SYMMETRY

According to the Altland-Zirnbauer classification [52], the
chiral symmetry protects the topology in a 1D noninteracting
and particle-number-conserving system. To illustrate this, let
us consider a 1D two-band model with the Bloch Hamiltonian
denoted as

H (k) = h(k) · σ, (A1)

where the vector h(k) = (hx(k), hy(k), hz(k)) with k ∈
[−π, π ) describes the dispersion of the model, and σ =
(σx, σy, σz ) refers to the Pauli matrices. In the absence of
chiral symmetry, the eigenstate for the upper band can be
expressed as

u(k) =
(

sin
θ (k)

2
, cos

θ (k)

2
eiϕ(k)

)T

(A2)

where θ (k) = 2 arctan
√

(h + hz )/(h − hz ), ϕ(k) = arctan

(hy/hx ), and h =
√

h2
x + h2

y + h2
z . Equation (A2) reveals that

u(k) is equivalent to the Bloch sphere (the two-sphere denoted
by S2) when θ runs over [0, π ] and ϕ runs over [−π, π ) for
k ∈ [−π, π ). It is worth noting that the 1D Brillouin zone is
equivalent to the one-sphere denoted by S1. Therefore, we
establish a continuous mapping u(k) : S1 → S2, k �→ u(k).
Generally, the topological number characterizes the ways
of continuous mapping from S1 to S2, which can be
summarized by the homotopy group. It is always possible
to continuously deform S1 to a point on S2, as depicted in
Fig. 7(a). Equivalently, the homotopy group of the mapping
S1 → S2 is trivial.

However, the scenario is markedly different in the presence
of chiral symmetry, where �H (k)�−1 = −H (k), with � = σz

being an example. Here the chiral symmetry is mathematically
equivalent to the sublattice symmetry in the system of interest.
In this case, the eigenstate takes the form

u(k) = 1√
2

(1, eiϕ(k) )T . (A3)

Unlike Eq. (A2), the phase θ (k) becomes fixed. The eigenstate
(A3) is then isomorphic to S1 and represents a continuous
mapping u(k) : S1 → S1, which can be visualized as a circle
wrapped by another circle, as depicted in Figs. 7(b) and 7(c).
Intuitively, the winding of the circle describes the first sim-
ply connected homotopy group denoted by π1(S1), which is
isomorphic to the set of integers, i.e., π1(S1) ∼= Z. This can
be characterized by the winding number (8). In Fig. 7(c), the
three mappings, i.e., ϕ(k) = nk with n = 1, 2, 3, correspond
to the winding number of a loop around the origin in the plane.
It is important to note that the counterclockwise orientation for
the winding has been selected as the forward direction. Sub-
sequently, one can also employ the auxiliary space depicted
in Fig. 3(a) to visualize the band topology in the presence of
chiral symmetry.

APPENDIX B: SCATTERING THEORY
FOR QUADRATIC-BOSONIC SYSTEMS

1. Green’s function

Now we consider a general bosonic system with a particle-
number-nonconserving term, described by the Hamiltonian
ĤG = 1

2 
̂†HG
̂. Here 
̂ = (â1, . . . , âM , â†
1, . . . , â†

M )T rep-
resents the Nambu spinor. The first-quantized Hamiltonian
satisfies the particle-hole symmetry:

τxH∗
Gτx = HG, (B1)

where τx = σx ⊗ IM . For the Nambu spinor, the retarded
Green’s function is defined as

GR,i j (t, t ′) = − i�(t − t ′)〈[
̂i(t ), 
̂†
j (t

′)]〉 = −i�(t − t ′)

×
(

〈[âi(t ), â†
j (t

′)]〉 〈[âi(t ), â j (t ′)]〉
〈[â†

i (t ), â†
j (t

′)]〉 〈[â†
i (t ), â j (t ′)]〉

)

=
(

GE
R,i j (t, t ′)

[
GI

R,i j (t, t ′)
]∗

GI
R,i j (t, t ′) GE

A, ji(t
′, t )

)
, (B2)

where the subscripts R and A denote the retarded and ad-
vanced Green’s functions, respectively. In the steady-state
regime, the Green’s function can be transformed to the fre-
quency domain as

GR,i j (ω) =
(

GE
R,i j (ω)

[
GI

R,i j (−ω)
]∗

GI
R,i j (ω)

[
GE

R,i j (−ω)
]∗

)
. (B3)

Here, we have used the identity GA(ω) = [GR(ω)]†. In matrix
form, the Green’s function can be expressed as

GR(ω)=
(

ωτz − HG + i

2
κτz

)−1

≡
(

GE (ω) [GI (−ω)]∗

GI (ω) [GE (−ω)]∗

)
,

(B4)
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where the uniform decay rate κ is taken into account. From
now on, we omit the subscript R since it does not cause any
confusion.

Now let us analyze the elastic and inelastic components in
(B4). The Hamiltonian HG can be diagonalized by the pseu-
dounitary transformation K [67,68], i.e., K†HGK = (E

E ),
where E = diag(E1, . . . , EM ) represents the energy of the
system, and K†τzK = τz with τz = diag(IM,−IM ). Due to
the particle-hole symmetry (B1), the transformation takes the
form K = (U V ∗

V U ∗). Substituting K back into Eq. (B4), the
elastic and inelastic components are given by

GE (ω) = U

(
ωI−E + i

2
κI

)−1

U †−V ∗
(
ωI+E + i

2
κI

)−1

V T,

(B5)

GI (ω) = V

(
ωI−E + i

2
κI

)−1

U †−U ∗
(
ωI+E + i

2
κI

)−1

V T,

(B6)

respectively.

2. Scattering matrix

The Langevin equation for the general quadratic-bosonic
system is given in the frequency domain by(

ω − τzHG + i
κ

2

)

̂[ω] = i

√
κ
̂(in)[ω]. (B7)

Here, we neglect the external decay. Combining it with
the input-output relation 
̂out = 
̂in − √

κ
̂, we arrive at

̂out[ω] = S(ω)
̂in[ω], where the scattering matrix S(ω) is
given by

S(ω)= I − iκG(ω)τz =
(

I − iκGE (ω) −iκ[GI (−ω)]∗

−iκGI (ω) I − iκ[GE (−ω)]∗

)

≡
(

SE (ω) [SI (−ω)]∗

SI (ω) [SE (−ω)]∗

)
. (B8)

The elastic- and inelastic-scattering processes are determined
by SE (ω) and SI (ω), respectively. Using the Kubo formula,
we can obtain the elastic and inelastic transmissions as given
in Eqs. (16) and (17) in the main text.
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Waveguides of Large Chern Numbers, Phys. Rev. Lett. 113,
113904 (2014).

[5] S. A. Skirlo, L. Lu, Y. Igarashi, Q. Yan, J. Joannopoulos, and M.
Soljačić, Experimental Observation of Large Chern Numbers in
Photonic Crystals, Phys. Rev. Lett. 115, 253901 (2015).

[6] W.-J. Chen, S.-J. Jiang, X.-D. Chen, B. Zhu, L. Zhou, J.-W.
Dong, and C. T. Chan, Experimental realization of photonic
topological insulator in a uniaxial metacrystal waveguide, Nat.
Commun. 5, 5782 (2014).

[7] X. Cheng, C. Jouvaud, X. Ni, S. H. Mousavi, A. Z. Genack,
and A. B. Khanikaev, Robust reconfigurable electromagnetic
pathways within a photonic topological insulator, Nat. Mater.
15, 542 (2016).

[8] S. Barik, A. Karasahin, C. Flower, T. Cai, H. Miyake, W.
DeGottardi, M. Hafezi, and E. Waks, A topological quantum
optics interface, Science 359, 666 (2018).

[9] M. Hafezi, E. A. Demler, M. D. Lukin, and J. M. Taylor, Robust
optical delay lines with topological protection, Nat. Phys. 7, 907
(2011).

[10] A. B. Khanikaev, S. Hossein Mousavi, W.-K. Tse, M.
Kargarian, A. H. MacDonald, and G. Shvets, Photonic topo-
logical insulators, Nat. Mater. 12, 233 (2013).

[11] L.-H. Wu and X. Hu, Scheme for Achieving a Topological
Photonic Crystal by Using Dielectric Material, Phys. Rev. Lett.
114, 223901 (2015).

[12] A. V. Nalitov, G. Malpuech, H. Terças, and D. D. Solnyshkov,
Spin-Orbit Coupling and the Optical Spin Hall Effect in Pho-
tonic Graphene, Phys. Rev. Lett. 114, 026803 (2015).

[13] K. Y. Bliokh, F. J. Rodríguez-Fortuño, F. Nori, and A. V. Zayats,
Spin-orbit interactions of light, Nat. Photon. 9, 796 (2015).

[14] Y. Yang, Y. F. Xu, T. Xu, H.-X. Wang, J.-H. Jiang, X.
Hu, and Z. H. Hang, Visualization of a Unidirectional Elec-
tromagnetic Waveguide Using Topological Photonic Crystals
Made of Dielectric Materials, Phys. Rev. Lett. 120, 217401
(2018).

[15] M. C. Rechtsman, J. M. Zeuner, Y. Plotnik, Y. Lumer, D.
Podolsky, F. Dreisow, S. Nolte, M. Segev, and A. Szameit,
Photonic Floquet topological insulators, Nature (London) 496,
196 (2013).

[16] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat, T. Uehlinger,
D. Greif, and T. Esslinger, Experimental realization of the
topological Haldane model with ultracold fermions, Nature
(London) 515, 237 (2014).

[17] L. Lu, J. D. Joannopoulos, and M. Soljačić, Topological pho-
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