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High-harmonic-generation spectra of HCN: A time-dependent density-functional-theory study
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This study examines the high-harmonic-generation spectra of hydrogen cyanide, focusing on the contrast
between even and odd harmonics and their emissions under two opposite laser-molecule orientations. At lower
energies, the emissions are higher when the potential energy of the hydrogen side is lowered, while at higher
energies, the emissions are more pronounced when the potential energy of the nitrogen side is reduced. When
the laser polarization aligns parallel to the molecular axis, the combined contributions of the σ and π orbitals
result in a two-electron process, leading to varied intensity ratios between even and odd harmonics that a single
active electron model cannot adequately explain.
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I. INTRODUCTION

High-order harmonic generation (HHG) [1] based laser
technology creates novel light sources [2–7] that are rapidly
advancing ultrafast chemistry [8–10]. In addition, HHG it-
self functions as an attosecond probe [11,12]. As it becomes
increasingly clear that features of harmonic spectra re-
flect multiorbital involvement [13–17], many-electron effects
[18–20], interference [15,21–23], and resonances [15,24,25],
time-dependent density-functional-theory (TDDFT) methods
[26] are often adopted in HHG calculations.

For molecules without inversion symmetry, the effect of
asymmetry on the HHG spectral features is studied by TDDFT
calculations [27–30]. In a linearly polarized intense field, the
even-to-odd harmonic intensity ratio is tunable by molecular
orientation [28]. Furthermore, pure even harmonics whose
polarization is perpendicular to the driving field are gener-
ated when the molecular axis of CO is perpendicular to the
polarization of the driving laser [29]. The asymmetry also
influences the spectral minimum caused by two-center inter-
ference of OCS when rescattering is oriented or if the process
is separated into two half-optical cycles [30]. The asymmetry
also influences the spectral minimum caused by two-center
interference of OCS when rescattering is oriented or if the pro-
cess is separated into two half-optical cycles [30]. Recently,
the study of how even harmonic generation depends on the
orientation was extended into the system of biased bilayer
graphene [31].

Along the reaction path of isomerization from HCN to
HNC, HHG spectra were calculated with the Lewenstein
model to establish a relation between the spectral intensity
and the stationary points on the reaction coordinates [32].
This scheme, however, may encounter problems with shape
resonance as in photoelectron spectroscopy when analyzing
isoelectronic molecules, including N2 [33], CO [34], C2H2

[35], and HCN [36]. In the photoelectron measurement of N2,
shape resonance dominated by σu is about 10 eV above the
X 2�+

g state of N2
+ [37]. This feature is reproduced as en-

hanced HHG emissions from TDDFT calculations with fixed
nuclear geometry at similar energies [38,39]. The calculation

paves the way for modeling coupled electron and nuclear
dynamics for shape resonance in HHG.

The ground state for hydrogen cyanide is the X 1�+
state (1σ 22σ 23σ 24σ 25σ 21π4). Shape resonance enhances an
autoionizing state converging to an increased ionization po-
tential [36]. Among the four isoelectronic molecules, the
electronic structure of HCN is unique because of the similar
vertical ionization potentials corresponding to the two lowest
electronic states of the ion, X 2� (1π−1) and A 2�+ (5σ−1),
which indicate the possible involvement of both states in
rescattering. When the laser polarization is parallel to the
molecular axis, the magnetic quantum numbers m and M are
conserved. Hence, a process that involves removing or excit-
ing an electron from both 1π and 5σ orbitals is a two-electron
process

The two-electron and multiple orbital involvement further
influences the HHG spectral features caused by asymmetry.
In addition, it may impact the widely accepted HHG cutoff
law [40,41] because it is based on a semi-classical analysis
of a single active electron in an atomic system with inversion
symmetry. In this work, we use a TDDFT method to examine
these intriguing aspects of HHG of hydrogen cyanide, includ-
ing the cutoff law, the even-to-odd harmonic intensity ratio,
and the effects of the orientation of rescattering.

II. FIELD-FREE ELECTRONIC STRUCTURE

We start by expressing the initial 14-electron wave function
of HCN as a Slater determinant of the occupied spin-orbitals
of the ground state

�(t = t0) = 1√
14!

det [φ1φ2 · · ·φ14], (1)

where t is time and t0 is the initial time. The field-free spin
orbitals satisfy the static Kohn-Sham (KS) equation

Ĥ (0)(r)φ j (r) = ε jφ j (r), j = 1, 2, . . . , 14, (2)

where j is the spin-orbital index, r is the spacial coordinate,
and Ĥ (0) is the field-free Hamiltonian in which the LBα po-
tential [42,43] is included.

2469-9926/2023/108(1)/013116(8) 013116-1 ©2023 American Physical Society

https://orcid.org/0000-0002-9673-4759
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.108.013116&domain=pdf&date_stamp=2023-07-24
https://doi.org/10.1103/PhysRevA.108.013116


XI CHU PHYSICAL REVIEW A 108, 013116 (2023)

TABLE I. Orbital energies (ε) of HCN and the ground-state
occupation. The C-N distance is 2.184 a0 [46] and the H-C distance
is 2.011 a0 [46]. The calculated electric dipole moment is 1.213 ea0,
i.e., 3.084 Debye.

Orbital ε (eV) Occupation Ion state Vertical Ip (eV)

8π −2.198 0
7σ −3.114 0
6σ −4.128 0
2π −5.793 0
1π −13.617 4 X 2� 13.607 [47]
5σ −13.764 2 A 2�+ 14.011 [47]
4σ −19.586 2 B 2�+ 19.06 [48]
3σ −27.307 2

The ground state is a singlet state, i.e., spin unpolarized,
and the spin quantum number is conserved in the field. The
set of spin orbitals is obtained by solving the KS equation with
a generalized pseudospectral method [44,45]. The maximum
distance to the nuclear charge center is set to be 300 a0.
We use 9600 unevenly distributed grid points per plane that
contains the molecule axis, with axial symmetry conserved
in our calculations. The grid points are denser at the nuclear
centers.

The occupied orbitals, their occupation, and the calculated
orbital energies are given in Table I. They are compared to
measured vertical ionization potentials. The measured en-
ergies for removing an electron from the highest occupied
molecular orbital (HOMO) (1π ) and HOMO-1 (5σ ) differ
only by 0.4 eV [47], indicating that the electrons occupying
both orbitals may be active in an intense field. The negative of
the calculated energies agrees well with the vertical ionization
potentials. From the linear combination of atomic orbitals
(LCAO) point of view, 1π primarily consists of the linear
combination of 2px and 2py orbitals of C and N, whereas 5σ

is mainly 2pz of N.
According to the same measurement, the transition ener-

gies of 4σ → 2π and 4σ → 6σ are 15.2 eV and 16.6 eV,
respectively. The corresponding orbital energy differences
from our calculations are 13.8 eV and 15.4 eV, respectively.

The calculated electron density distribution in HCN
molecule creates a permanent dipole moment of 3.08 D, con-
sistent with a measured value of 2.93 D [49]. The electron
density is distributed towards cyanide and away from hydro-
gen. The two degenerate 1π orbitals (HOMO) are occupied by
four electrons. As shown in Fig. 1(d), their density is mainly
near the cyanide end, contributing positively to the dipole
moment. On the other hand, the combined contributions of
the 5σ (HOMO-1) and 4σ (HOMO-2) orbitals are negative,
as some of their electron densities are near the hydrogen
atom [Fig. 1(b)]. The core orbitals and 3σ orbital [Fig. 1(a)]
contribute positively to the dipole moment.

III. DIPOLE MOMENT IN A LASER PULSE

The time-dependent (TD) KS equation is

ih̄
∂

∂t
ψ j (r, t ) = [Ĥ (0)(r) + �v(r, t ) − eE(t ) · r]ψ j (r, t ),

(3)

FIG. 1. Density in log scale of an electron in a (a) 3σ , (b) 4σ ,
(c) 5σ , and (d) 1π orbital of HCN. The Cartesian coordinates of N,
C, and H are (0, 0, −1.236a0 ), (0, 0, 0.949a0 ), and (0, 0, 2.959a0 ),
respectively.

where E is the electric field of the laser and �v is the induced
potential.

The polarization is along the z axis and

E (t ) = f (t ) sin ω0t, (4)

where ω0 is the angular frequency of the incident light and
f (t ) is the field strength

f (t ) = F sin2 ω0t

40
, 0 � t � 20T, (5)

and T = 2π/ω0 is an optical cycle.
The set of occupied spin orbitals is evolved by solving

Eq. (3) with the generalized pseudospectral method [45],
which is applied in the structural calculations with the same
spatial grid. We adopt a split operator method to propagate the
TD orbitals. An absorbing boundary is placed at 120 a0 from
the nuclear charge center and the maximum distance is 300
a0. The time step is 0.1 atomic units (2.419 attoseconds). The
Fourier transform of the induced dipole moments is converged
to the sixth decimal place at harmonics of the incident light.
The TD dipole moment is determined as

d (t ) = −e
∫∫∫

ρ(r, t )zd3r (6)

= −e
14∑

i=1

< ψi(r, t )|z|ψi(r, t ) > . (7)

We plot the TD dipole moment in Fig. 2(a). Setting the
nuclear charge center as the origin of coordinates and thus
neutralizing the nuclear contribution to the dipole moment,
we count contributions of the TD molecular orbitals with
the occupation numbers included. The total transient dipole
moment is in the solid blue line. The red and black curves
are, respectively, 1π and 5σ + 4σ contributions. The red and
black curves share similar oscillation amplitude and are spa-
tially separated. The reason to count 5σ and 4σ together is
that the dynamics of the two TD orbitals do not reflect the
pulse shape [Fig. 2(b)].
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FIG. 2. (a) The induced dipole moment of HCN in a laser with
intensity of 3 × 1014 W/cm2, calculated using the TDDFT method.
HCN is at its equilibrium geometry and the laser is linearly polarized
parallel to the molecular axis. The wavelength of the laser is λ = 800
nm and the pulse length is 20 optical cycles. (b) Contributions of the
TD 5σ and 4σ orbitals to the transient dipole moment. (c) Projec-
tions of the TD 5σ orbital onto the field-free 5σ and 4σ orbitals.
(d) Projections of the TD 4σ orbital onto the field-free 4σ and 5σ

orbitals.

The TD orbital density of 1π is mostly between C and N,
thus its dipole moment is mainly positive. While 5σ is pre-
dominantly near N, 4σ has a significant component of the 1s
orbital of H. In an intense laser field with polarization parallel
to the molecular axis, the TD orbital ψ5σ initially consists
solely of the field-free 5σ orbital. However, it periodically
transfers some population to the field-free 4σ orbital and vice
versa, as observed in Fig. 2(c) and 2(d). These figures dis-
play |〈5σ (r)|ψ5σ (r, t )〉|2 and |〈4σ (r)|ψ5σ (r, t )〉|2, as well as
|〈5σ (r)|ψ4σ (r, t )〉|2 and |〈4σ (r)|ψ4σ (r, t )〉|2, respectively. It
is important to note that this exchange of population between
occupied orbitals does not alter the density and therefore does
not affect the calculated properties. In other words, neither
the TD orbital ψ5σ nor the TD orbital ψ4σ accurately represent
the dynamics of a single electron.

IV. HHG SPECTRA AND ANALYSIS

The HHG spectral density is given by

S(ω) = 3ω4

2πc3
|d (ω)|2, (8)

where c is the speed of light and d (ω) is the Fourier transform
of the TD dipole moment

d (ω) = 1

t f − ti

∫ t f

ti

d (t )e−iωt dt . (9)

To examine the impact of bound and continuum states on
the near-threshold harmonics, we employ two state filters rep-
resented by the operator F̂ = ∑N

j=1 s j |φ j〉〈φ j |. These filters
are applied to the 14 TDKS orbitals at each time step in
solving the TDKS equations Eq. (3). The operator F̂ is unitary
when s j = 1 for j = 1 . . . , N , representing a complete set. In
our calculation, we set N = 9600.

FIG. 3. The calculated HHG spectra of HCN in (a) 800-nm and
(b) 1064-nm linearly polarized sin2 laser pulses of 20 optical cycles.
The laser polarization is parallel to the molecular axis. The laser
intensities are given in the legends in which I = 1014 W/cm2.

For the first filter F̂i, we remove the free-electron compo-
nents whose energies fall within the range of 0 to 0.4 eV,
with 0 eV corresponding to the ionization threshold. This
removal disrupts the three-step process, as these components
are crucial for the electron’s propagation and the acquisition
of higher kinetic energies.

In the case of the second filter F̂ii, we eliminate the near-
threshold boundstate components with energies ranging from
−0.4 to 0 eV.

In summary, for F̂i, s j = 0 if ε j ∈ (0, 0.4 eV) and s j = 1
otherwise. Similarly, for F̂ii, s j = 0 if ε j ∈ (−0.4, 0 eV), and
s j = 1 otherwise.

A. Results

The calculated HHG spectra of HCN are presented for
two different laser intensities at 800 nm and two intensities
at 1064 nm, as shown in Fig. 3. In the energy range below
10 eV, the intensities of odd harmonics are higher than even
harmonics in all cases. However, between 19 and 30 eV, the
trend reverses, and the even harmonics become higher than
the neighboring odd harmonics. This is particularly evident in
the 800-nm laser at an intensity of 1014 W/cm2, where H13
(20.4 eV) has a harmonic intensity one order of magnitude
lower than H12 or H14. Similarly, in the 1.5 × 1014 W/cm2

laser, the harmonic intensity of σ (26.4 eV) is 16 times lower
than H16 and H17. The plateau region extends beyond 30 eV
in the 1014 W/cm2 1064-nm laser, leading to different even-
odd patterns in different sections.

The obtained spectra are in agreement with the cutoff law
[50]. In Fig. 3(a), the black curve shows a cutoff at 34.1 eV
(H22), beyond which the harmonic intensity decays expo-
nentially. The turquoise curve indicates a cutoff at 40.5 eV
(H26). In comparison the cutoff law predicts values of 32.5
(H21) and 42.0 (H27) eV, respectively. Similarly, in Fig. 3(b),
the cutoff energies are 40.8 eV (H35) and 47.1 eV (H40) for
the two intensities, matching the predictions of the cutoff law.
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FIG. 4. Comparison of the HHG spectra with different field-free
component removals. In (i), the field-free components between 0 and
0.4 eV are removed, where 0 eV represents the ionization threshold.
In (ii) the field-free components between −0.4 eV and 0 eV are
removed. The spectra of (i) and (ii) are compared to the full spectrum
obtained with a 1064-nm laser at an intensity of 8×1013 W/cm2 in
the upper panel.

Across all four spectra, the highest peak occurs near the
ionization threshold at 14 eV. In the energy range of 10 to
17 eV, the harmonic intensity increases with the harmonic
order, reaching a maximum near the ionization potential be-
fore decreasing. There is no clear even-odd contrast between
neighboring peaks in this region.

To further investigate the influence of bound and free-
electron states, state filters F̂i and F̂ii are applied. The spectrum

labeled as (i) in Fig. 4 is obtained by removing free-electron
states above 17 eV, causing harmonics of 17 eV and above to
disappear. The intensities of H9-H11 and H13 are reduced by
about a factor of 3 below 17 eV. Spectrum (ii) in Fig. 4 shows
the result when high Rydberg states are removed. It exhibits
a plateau similar to the full spectrum, but the intensities of
H9 to H14 are reduced by a greater factor of 9 to 20 near the
ionization threshold.

Figure 5 displays the contributions of the σ (red) and
π (turquoise) orbitals, along with the full spectrum (black).
At the low-energy end, the σ contribution dominates, while
between 8 eV and 16 eV, the π part often surpasses the total
harmonic intensity, indicating some degree of cancellation
between the σ and π contributions. In the range of 19 to 26 eV,
the π contribution does not exhibit a clear even-odd contrast,
whereas the σ contribution shows higher odd harmonics. In
contrast, odd harmonics are lower or minimized in the full
spectrum.

The HHG process in HCN is a two-electron process, with
both π and σ contributions being significant around 20 eV, as
shown in Fig. 5. However, despite their significance, the emis-
sion intensity is notably lower, suggesting an out-of-phase
relationship and cancellation of the two contributions at 20 eV
in all four panels of Fig. 5.

Beyond 26 eV, the π contribution diminishes into
oscillations near the baseline, while the σ contribution

FIG. 5. The σ and π contributions to the HHG spectrum of HCN in 20 optical-cycle sin2 pulses. The σ contribution is shifted slightly
to the left and the π contribution to the right. (a) I = 1014 W/cm2, λ = 800 nm; (b) I = 8 × 1013 W/cm2, λ = 1064 nm; (c) I = 1.5 × 1014

W/cm2, λ = 800 nm; (d) I = 1014 W/cm2, λ = 1064 nm.
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dominates harmonic emissions, even though 1π is
the HOMO.

B. Discussion

HHG in the energy range of 10 to 17 eV exhibits an appar-
ent enhancement in harmonic intensity. This enhancement can
be attributed to multiphoton resonances between the ground
and Rydberg states. Previous studies observed that high inten-
sities can be achieved with moderate driving lasers, indicating
the possibility of resonance effects [25,51]. In our spectra,
we observe that the emission at 12 eV is more intense for
the weaker driving laser, suggesting resonance effects in the
weaker lasers. Enhanced recombination following both short
and long trajectories may contribute to this effect [52]. How-
ever, below-threshold harmonics such as H10 and H11, which
imply negative energy return upon recombination, are likely
initiated by over-the-barrier ionization or tunneling followed
by a long trajectory [53].

Figure 4 provides further insights into the role of reso-
nances in the enhanced harmonics between 10 and 17 eV.
It indicates that resonances involving Rydberg states play a
more significant role in these harmonics compared to the
contributions from free-electron states. On the other hand,
the generation of harmonics above 17 eV does not involve
these high Rydberg states, suggesting different underlying
mechanisms.

Interestingly, beyond 26 eV, the σ contribution becomes
dominant in harmonic emissions, despite 1π being the
HOMO. This can be explained by the favorable orientation
of the σ TD orbitals when the field polarization is parallel to
the molecular axis in the high-energy range.

The absence of a significant π contribution in this energy
range suggests that single-electron dynamics likely dominate
the near-cutoff harmonics. This is supported by the agreement
between the calculated cutoff energy and the predictions of the
cutoff law based on the single active electron approximation.

A striking feature present in all four spectra is the even-odd
contrast between 19 and 26 eV. At 20 eV, in particular, the har-
monic intensity is low despite both the σ and π contributions
being high. This suggests that the out-of-phase contributions
of σ and π result in low intensities of odd harmonics in this
energy range.

V. TIME-FREQUENCY ANALYSIS

We utilize a wavelet transform [38,54] of the TD dipole
moment d (t ) to obtain the time profile of the n thorder
harmonic

dn(t ) =
√

ω

τ

∫
d (t ′)e− ω2 (t ′−t )2

2τ2 e−iω(t ′−t )dt ′, (10)

where the wavelet window function depends on the frequency
ω = nω0, while the total number of oscillations within the
window is held constant and proportional to τ . The specific
values of dn(t ) vary slightly, but the shape and pattern of the
modulus of a time profile are consistent for τ values between
5 and 15, which is what we draw insights from. In the data
presented, we set τ = 5.

FIG. 6. Time profiles of selected harmonics generated in a
1064-nm 8×1013 W/cm2 laser.

The polarization direction of the field changes every
half-optical cycle, meaning E(t + T/2) ≈ −E(t ). The slight
difference between E(t + T/2) and −E(t ) lies in the pulse
shape f (t ). The time profile, therefore, shows how the molec-
ular orientation relative to the polarization direction affects the
harmonic emission by providing a comparison between |dn(t )|
and |dn(t + T/2)|. Moreover, we can subsequently link this
orientation dependence to molecular structure, as the external
field included in Eq. (3) is −eE(t ) · r = −ez(r) f (t ) sin ω0t ,
which lowers the electronic potential on the H side in the first
half of the optical cycle and that on the N side in the second
half.

A. Results

In Fig. 6, we present the time profiles of harmonics grouped
by their photon energy and the mechanism of HHG. In
Fig. 6(a), the curves for H3-H6 exhibit two peaks per op-
tical cycle. The emissions are more intense when the laser
field lowers the potential energy on the hydrogen side of the
molecule.

Harmonics near the ionization threshold display a single
broad peak per optical cycle, as shown in Fig. 6(b). Since
the magnitude of the electric field |E (t )| also peaks twice per
optical cycle, the bursts of a harmonic lose their correlation
with the periodicity of the field. Time profiles for the same
harmonics calculated with the two state filters applied are pre-
sented in Fig. 7. When some free-electron states are removed,
as in Fig. 7(i), the peak values are similar to those in Fig 6(b),
and there is still one broad peak per optical cycle, although
the shape may differ. The peaks shift from near (m + 0.9)T
to (m + 0.5)T , where m is an integer. On the other hand,
removing some high Rydberg states significantly reduces the
peak values in Fig. 7(ii). For H10 and H11, there are now two
peaks per optical cycle, whereas for H12 and H13, the higher
peaks further split into two, resembling plateau harmonics.

Figure 6(c) displays the time profiles of four harmonics
within the plateau region. As is typical for this region, there
are two peaks every half cycle. Unlike at the low-energy end,
the peaks are higher when the potential energy is lowered on
the nitrogen side of the molecule. The magnitude of |dn(t )|
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FIG. 7. Time profiles of H10-H13 with state filters applied. (i)
Field-free components between 0 and 0.4 eV are removed, where
0 eV corresponds to the ionization threshold. (ii) Field-free com-
ponents between −0.4 eV and 0 eV are removed. The profiles
demonstrate the effect of the field-free components on the harmonic
emissions.

decreases as the harmonic order increases. However, it is
worth noting that σ (20 eV) has lower harmonic intensity
compared to H17 and H19, despite having a higher magnitude
of the time profile, as depicted in the red curve of Fig. 5(b).
This indicates that the phase of d17(t ) plays a critical role
in reducing the intensity, as it is related to the integral of
d17(t ) over time. In other words, there is an out-of-phase
relationship among the different peaks in the time profile
of σ .

Figure 8 further analyzes the time profile of σ by separating
its σ and π contributions, i.e., d17(t ) = d17σ (t ) + d17π (t ). The
absolute values of the two contributions are plotted together
with |d17(t )|. When the potential energy on the hydrogen side
is lowered, the σ contribution is higher than the π contribu-
tion. As a result, in the first half cycle, |d17(t )| ≈ |d17σ (t )| −
|d17π (t )|, leading to d17(t ) taking the sign of d17σ (t ). In the
second half cycle, it takes the sign of the π contribution. This
pattern exists in all the harmonics in the energy range between
19 and 25 eV.

Figure 6(d) displays the time profiles of near-cutoff har-
monics. The presence of two narrow peaks per cycle agrees
with the semi-classically predicted single-electron trajectory
for this energy range. The phases at recombination, repre-
sented by ω0tr at the peaks, are 115◦ and 293◦, which differ

FIG. 8. Time profiles of the σ and π contributions to σ in a
1064-nm 8×1013 W/cm2 laser.

from the values obtained by ignoring ion-electron interactions
[41].

B. Discussion

The low-energy HHG mechanism is multiphoton in nature.
According to TD perturbation theory, the intensity of the nth
harmonic radiation of a single molecule is proportional to
the nth power of the irradiance, where the hyperpolarizability
tensor α(n)(−nω0, ω0) plays a crucial role. In particular, α(2)

describes the second-order contribution and is given by a
summation over excited states with terms involving excitation
energies, photon energies, and transition dipole moments [55].
Similarly, higher-order hyperpolarizabilities such as α(3) [55]
and α(5) [56] involve more excited states and become more
complex. These excitations associated with n-photon absorp-
tion are also present in TDDFT calculations. In Fig. 6(a), the
time profiles of H3-H6 reveal the contribution of excited states
that shift the electron density towards the hydrogen side. The
modulus of these time profiles is consistent with the lower
intensities observed for even harmonics.

The phase relationship between different harmonics is an
important factor in determining their intensities. By subtract-
ing the constant value of d (0) from the TD dipole moment
d (t ), denoted as d̃ (t ), the Fourier transform remains un-
changed. In the case of odd harmonics, d̃ (t ) and d̃ (t + T/2)
have opposite signs, resulting in in-phase time profiles. This
means that the intensity of an odd harmonic is associated with
the average of the two profiles. However, for even harmonics,
d̃ (t ) and d̃ (t + T/2) are out of phase, leading to a difference
between them and lower intensities compared to neighboring
odd harmonics.

The near-threshold harmonics exhibit a unique single-
peak-per-cycle profile. The high Rydberg states are primarily
responsible for this profile, while the unbound free-electron
states have an influence on the intensities and bursting times
of harmonics such as H10-H13.

In the plateau region, the harmonic emissions in the two
half cycles are in phase with the σ and π contributions, re-
spectively. For even harmonics, the σ and π contributions are
in phase between the two half cycles, while for odd harmonics,
they are out of phase. This leads to a cancellation effect,
resulting in lower intensities for odd harmonics compared to
adjacent even harmonics. This phenomenon is discernible in
the intensities of various harmonics in 800-nm and 1064-nm
lasers, where odd harmonics exhibit reduced intensities rel-
ative to the adjacent even harmonics. Such correlation in
two-electron dynamics is inherently beyond the scope of mod-
els based on the single active electron approximation.

VI. SUMMARY AND CONCLUSION

The study investigates the HHG spectra of HCN under
laser polarization parallel to the molecular axis. In this align-
ment, the response of a σ orbital and a π orbital involves
two electrons. TD orbitals with σ and π symmetries exhibit
distinct contributions to different energy regions of the HHG
spectrum.

When the energy of a harmonic is below the ionization
potential, the emission bursts are more pronounced during the
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period when the laser field lowers the potential energy of the
electrons on the hydrogen side. This asymmetry contributes to
a higher overall intensity of odd harmonics compared to even
harmonics at the lower energy end of the HHG spectrum.

Resonance with near-threshold Rydberg states enhances
the harmonic emissions near the ionization potential. In these
cases, there is no clear contrast between even and odd harmon-
ics. The time profiles of these resonance-enhanced harmonics
show a single broad peak per optical cycle.

A few electronvolts above the ionization potential, the σ

and π contributions to HHG are out of phase until approxi-
mately 26 eV. The π contribution dominates when the laser
field lowers the potential energy on the nitrogen side, while
the opposite occurs when the potential energy on the hydrogen
side is lowered. This leads to an opposite phase between the
two half cycles of the laser and results in lower intensities of
odd harmonics.

For harmonics with energy beyond 26 eV, the HHG pro-
cess is primarily governed by the σ contributions and the
distinction between even and odd harmonics becomes less
noticeable. The cutoff energies obtained from TDDFT cal-
culations are consistent with predictions from the three-step
model. The emissions are more intense when the potential
energy of the electrons on the nitrogen side is lowered by the
laser field.
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