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Mapping molecular potentials using pump-probe spectroscopy of vibrational wave packets’ revival
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In this study, we investigate the nuclear dynamics in nitrogen monoxide after valence ionization by a pump
pulse and subsequent probing with a time-delayed x-ray pulse. We calculate the development of the resulting
vibrational wave packet, taking into account three different ionization mechanisms: one-photon, multiphoton,
and tunneling ionization. Using a two-time propagation method, we solve the nonstationary nuclear Schrödinger
equation to obtain time-resolved x-ray absorption spectra (TRXAS), considering the finite duration of the probe
pulse. Our simulations show that the TRXAS profile accurately reflects the vibrational wave packets’ trajectory in
the cationic ground state. Additionally, we find that the TRXAS evolution is highly sensitive to small changes in
the probed potential energy curve, making it a useful tool for reconstructing molecular potentials and determining
anharmonicity and equilibrium bond length. This method can be applied to other polyatomic molecules and pump
mechanisms.

DOI: 10.1103/PhysRevA.108.013104

I. INTRODUCTION

Ultrafast pump-probe spectroscopy has a long-term history
since the first invention of the lasers in the optical range. This
is an extremely useful tool to study the dynamics, where the
first (pump) pulse is used to trigger an electronic or nuclear
process while the second (probe) pulse arriving at a delay time
tests the system response in the framework of absorption or
photoemission spectroscopy, allowing one to trace evolution
of a system in real time. Based on these ideas, the whole
new realms on femtochemistry developed by Zewail [1] were
awarded a Nobel Prize in 1999. Modern x-ray spectroscopy
[2,3], promoted by the recent advances of x-ray free electron
laser (XFEL) radiation facilities [4] and high-order harmonic
generation (HHG) sources [5,6], opens a new chapter of ul-
trafast pump-probe techniques. The main advantage of using
x rays is their high element and site selectivity due to high
localization of the core-orbitals, allowing one to address an
atomic center of interest in complex molecular systems.

Time-resolved x-ray spectroscopy for investigation of pho-
toexcited molecular processes have recently gained significant
focus [3,7]. Before the XFEL era, these experiments were
limited to a temporal resolution of 100 ps, restricting the time-
resolved studies to probing metastable states and preventing
direct insight into the fundamental dynamics occurring on
the femtosecond timescale, for example, near conical inter-
sections. With the advent of XFEL and HHG facilities, the
availability of wavelength-tunable ultrashort x-ray pulses as a
part of various pump-probe techniques makes the direct imag-
ing of nonadiabatic nuclear dynamics possible. The limited
spectral resolution of stationary x-ray spectroscopy can be
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overcome using the high time resolution in x-ray pump-probe
measurements of vibrational and rotational dynamics in real
time. This makes modern x-ray spectroscopy an important
complementary tool for mapping the intra- and intermolecular
potential energy surfaces [8–10] along with the conventional
and nonlinear vibrational spectroscopy, such as multidimen-
sional techniques based on visible, IR, THz, IR-Raman, etc.
processes [11,12]. The technique that combines the IR-pump
with x-ray probe processes has been developed theoretically
nearly two decades ago [13–15] where strong phase sensitivity
of the scheme was shown.

Here we present further development of the theoretical
framework for simulations of the ionization-induced vibra-
tional dynamics probed with short time-delayed x-ray pulses.
We consider the NO molecule as a study case since it was
carefully addressed in recent experimental [16] and theoretical
[13,17] studies. First, the molecular ensemble is irradiated by
a short pump pulse ionizing the valence electron from the
highest-occupied molecular orbital (HOMO) 2π . We consider
various mechanisms of ionization: a one-photon process trig-
gered by an ultraviolet (UV) pulse, infrared (IR) multiphoton
ionization, and tunneling ionization in the case of strong IR
radiation. All considered ionization regimes lead to the elec-
tronic ground state of the cation NO+. Since the equilibrium
internuclear distance of the cation differs sufficiently from
one of the neutral molecule, the ionization triggers vibrational
wave packet (VWP) dynamics in the cation, which is stud-
ied by time-resolved x-ray absorption spectroscopy (TRXAS)
using short time-delayed x-ray pulses. The present pump-
probe scheme explored here is theoretically based on a fully
quantum-mechanical description of the VWP and correspon-
dent TRXAS profile, utilizing the concept of forward and
backward propagation time [13–15]. We investigate the effect
of shape and duration of the x-ray probe pulse on the TRXAS
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FIG. 1. (a) Scheme of the ionization-pump x-ray probe spectroscopy of NO molecule. Ab initio PECs (Sec. II A) and ionization rate
�TI

ion(R) computed using ADK theory (Sec. II B) are shown, the snapshots of the VWP |ϕ(t, R)|2 for the TI regime are obtained from numerical
simulations (Sec. II D). (b) Vibrational excitation of the NO+ upon ionization (see text).

profile and show clearly that the VWP trajectory is accurately
reflected in TRXAS, which makes this technique a very useful
tool for extracting parameters of molecular potential energy
curves with a reasonable accuracy.

The paper is organized as follows: Our theoretical ap-
proach is presented in Sec. II, where ab initio calculations
(Sec. II A), photoionization mechanisms (Sec. II B), and
time-dependent VWP and TRXAS simulation (Sec. II D) are
described. The results are summarized in Sec. III, where
we compare the VWP trajectory and the TRXAS profile
(Sec. III A) for various probe pulse parameters (Sec. III B)
and discuss the advantages for the potential mapping with the
help of the TRXAS technique (Sec. III C). Our findings are
summarized in Sec. IV. Atomic units are used through the
paper unless otherwise stated.

II. THEORETICAL APPROACH

Here we consider a two-step process: (i) valence ionization
of the NO molecule by an IR or UV pulse followed by (ii)
TRXAS measurements at the nitrogen K-edge, which probes
the induced nuclear dynamics in the NO+ cation [Fig. 1(a)].
We assume ionization of the HOMO 2π of NO. In our
theoretical model the pump and probe pulses are not over-
lapped in time; we consider weak x-ray radiation in order
to avoid nonlinear interaction effects, which corresponds to
a recent experimental study using a HHG source [16]. Our
approach is based on the Born-Oppenheimer approximation,
decoupling the electronic and nuclear degrees of freedom. In
this framework we first compute the potential energy curve

(PEC) for the ground neutral g, ground cationic i, and core-
excited cationic c electronic states involved in the studied
process. Modeling the nuclear dynamics is done with the
help of solutions of the Schrödinger equation with the nuclear
Hamiltonian

h j = − 1

2μ

d2

d2R
+ Uj (R), j = g, i, c, (1)

where μ = 13 611.7 a.u. is the reduced mass of the NO and
NO+ and Uj (R) is the PEC of the correspondent electronic
state (see Fig. 1). The forward and backward propagation time
concept is used for simulation of the TRXAS spectra.

Here we focus on a single core-hole state in the TRXAS
spectra, as other core-ionized states in NO show well-
separated absorption bands [16]. Without loss of generality
all our conclusions can be applied to any number of nonover-
lapped core-excited states. This shows yet another important
aspect of the discussed pump-probe techniques: mapping of
the PEC gradient of the core-ionized states. Indeed, the am-
plitude of the TRXAS oscillations is directly proportional to
the gradient of the core-excited potential [see Fig. 1(a)], so
a comparison of TRXAS trajectories for several core-excited
cationic states in one experiment becomes a unique tool to
obtain the relative gradients of those states.

A. Ab initio calculations of the electronic structure
and transitions

PECs of the electronic ground states of the neutral and
ionized molecule and core-excited N 1s → 2π state of the
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cation were computed using the CASSCF method imple-
mented in ORCA software [18,19]. Scalar relativistic effects
were included in the calculations using the second-order
Douglas-Kroll-Hess (DKH2) Hamiltonian and appropriate
atomic orbitals basis set cc-pVTZ-DK [20]. The computation
time was sufficiently reduced with the help of the RI approx-
imation [21–26]. The ground state PEC of NO molecule at
every point was calculated in the framework of the CAS(7,6)
approach, when seven valence electrons, four corresponding
occupied, and two lowest unoccupied orbitals (total of six
orbitals) were chosen as an active space. NO+ cation con-
tains one electron less; therefore, the active space size was
CAS(6,6), which means that the same set of orbitals was
considered. However, as we need a core-excited state also,
this active space was used to optimize the valence orbitals.
Next, these orbitals were considered initial ones without fur-
ther optimization for CAS(8,7) case, where active space has
been extended by adding N 1s orbital into it. The PECs are
shown in Fig. 1(a) along with schematic electronic transition
for valence ionization (pump) and core-excitation of an ion
(probe). The used method was checked for convergence us-
ing the variation of the basis set and the size of the active
space. The vibrational frequency and anharmonicity of the
ground (1887.79 and 14.61 cm−1, respectively) and ionic
(2361.77 and 16.02 cm−1, respectively) states are in a good
agreement with those known from the literature (1904.204
and 14.075 cm−1 for the ground state [27] and 2376.42 and
16.262 cm−1 for the ionic [28] state), which confirms accu-
racy of the ab initio PECs. We also computed the transition
dipole moment from the ionic ground to the core-excited state,
which shows very weak dependence on the internuclear dis-
tance and thus has no sufficient effect on the TRXAS profiles.

B. Photoionization-induced nuclear dynamics

When a molecule absorbs a photon of energy higher than
the binding energy of HOMO electron (e.g., UV or x-ray
photon) one-photon ionization (OPI) occurs, also known as
linear photoionization since the ionization rate in this case is
proportional to the incoming light intensity. In the case when
photon energy is smaller than the electron binding energy
(e.g., IR photon), ionization may occur within the multipho-
ton ionization (MPI) process. When the intensity of IR light
becomes rather high the process of tunneling ionization (TI)
becomes dominant. The distinction between MPI and TI can
be done with the help of well known Keldysh parameter [29]
γ = κω/EIR, where κ = √

2Ip, Ip is ionization potential, ω is
photon frequency, and EIR is the electric-field strength. When
γ � 1 the MPI predominantly happens, and TI regime domi-
nates when γ � 1. For example, for experimental parameters
of the recent NO study by Saito et al. [16] (ω = 1.6 µm =
0.028 a.u., I ≈ 1014 W/cm2, EIR = 0.053 a.u., Ip = 9.26 eV)
estimation gives γ ≈ 0.5 providing the TI regime. The pho-
toionization process may affect sufficiently vibrational and
rotational excitation of a molecule.

In the present study we consider a fixed-in-space molecule,
more precisely we neglect the rotational degrees of free-
dom, in order to avoid complexity and to focus on the
time-dependent XAS manifestation itself, while the effects
of rotational degrees of freedom and rotational wave packets’

excitation discussed in detail elsewhere [30]. However, molec-
ular rotation deserves a short comment here. Interaction of
the molecular ensemble with a strong short IR pulse results in
formation of a coherent rotational wave packet with a typical
rotational revival period of several picoseconds, e.g., 4 ps for
N2 and CO molecules [31,32]. The fact that vibration revival
time (about 1 ps) is considerably shorter than the rotational
revival provides a possibility to perform TRXAS measure-
ment of vibrational revival within one period of the rotational
revival. In this case, all general characteristics of TRXAS
discussed below will be present in measurements with the
delay times shorter than the rotational revival time.

C. OPI, MPI, and TI regimes

Let us now discuss vibrational excitation for the three
ionization regimes (OPI, MPI, and TI) mentioned above. At
weak and moderate laser intensity, both OPI and MPI can be
described in the framework of the lowest-order perturbation
(LOP) theory of the electron-field interaction [33], which is
valid while the electric-field strength is small as compared
with atomic electric field. In this case, the “sudden transition”
approximation can be applied, implying that the vibrational
excitation of the molecular ion will follow the Franck-Condon
(FC) distribution obtained as an integral overlap between
the initial and final states vibrational wave functions. A
commonly used model for simulation of the TI rate is the so-
called Ammosov-Delone-Krainov (ADK) model [34], which
was developed for the case of a hydrogen-like atom in a
static electric field, with modifications introduced for the
real many-electron atoms. This model was further developed
for description of tunneling ionization in molecules [16,35].
Recently, the more advanced weak-field asymptotic theory
of tunneling ionization was developed [36], generalizing the
earlier theory from spherically symmetric atomic potentials
to molecular potentials without any symmetry [37,38]. All
mentioned models consider atomic or molecular interaction
with the static electric field. Both theory and experiment in
molecules [39,40] shows that TI may results in sufficient devi-
ation of the FC vibrational excitation distribution, because of
strong R dependence of the ionization probability in high laser
fields. It is worthwhile noting that, with further increase of the
field, the TI transforms to the so-called over barrier ionization:
the laser intensity is high enough to deform the electrostatic
potential so much that an electron is no longer bound and can
pass over the top of the barrier without tunneling. At such
high intensities, the ADK theory does not work very well. The
discrepancy of molecular potential ADK theory starts at laser
intensities higher than I > 1015 W/cm2, as it was shown for
a number of diatomics [35]. In the present paper we use IR
intensity below this limit.

The VWP ϕ(t, R) in cation triggered by photoionization
can be written as

ϕ(t, R) =
n∑

νi=0

aνi (t )ψνi (R)e−iενi t , (2)

where aνi (t ), ψνi (R), and ενi are the amplitude, stationary
eigenfunctions and the eigenenergies of the vibrational state
νi of the ion [see Fig. 1(b)]. The sum is taken over a num-
ber of vibrational states showing a sufficient population on
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the transition from the neutral ground state. The vibrational
amplitudes are governed by the following equations for the
closed quantum system [31,32]:

daνi

dt
= −iag(t ) 〈ψνi |Vig(t, R) |ψg〉 ei(ενi −�p)t ,

�p = Nω − (εk + Ip − ε0),

where εk is the energy of the photoelectron with the momen-
tum k, ψg, and ε0 are the lowest vibrational wave function and
energy of the ground state, ag(t ) its amplitude, and Vig(t, R) is
the operator of the N-photon ionization by the pump field with
the frequency ω. We assume a reasonable approximation that
the ionization rate of the neutral system is weak and suppose
ag(t ) ≈ 1. In this case vibrational amplitudes of the ionized
state read

aνi (t ) = −i
∫ t

−∞
〈ψνi |Vig(t1, R) |ψg〉 ei(ενi −�p)t dt1. (3)

Moreover, in our model we consider the situation when the
delay time of the probe pulse is much longer than the duration
of the pump pulse τp (half width at half maximum, HWHM).
This means that at time t � τp, when the system interacts
with the probe field, the amplitude aνi (t ) = aνi (∞) is time-
independent:

aνi (∞) = −i
∫ ∞

−∞
〈ψνi |Vig(t1, R) |ψg〉 ei(ενi −�p)t dt1,

ϕ(t, R) =
n∑

νi=0

aνi (∞)ψνi (R)e−iενi t . (4)

Let us consider the Gaussian shape of the pump pulse ampli-
tude with maximum at t = tp

P(t ) = A exp

[
−

(
t − tp

τp

)2

ln 2

]
, (5)

where A = 1/(τp
√

2π/ ln 2). In this case, Vig(t, R) =
Vig(R)P(t ) and the VWP (2) can be written as

ϕ(t, R) = e−i�ptp
∑
νi

e−iενi (t−tp)ψνi (R)〈ψνi |Vig(R)|ψg〉

× exp

(
− (ενi − �p)2τ 2

p

ln 2

8

)
. (6)

Below we put the origin of the pump pulse at time zero
(tp = 0) and neglect the dynamics of the vibrational wave
packet within the pump pulse. It is a reasonable assumption
which is valid for the pump pulse considerably shorter than
the vibration period (14 fs for NO) and it is satisfied for a
few fs pulse when ενiτp � 1. Within this “sudden transition”
approximation (τp → 0) the nuclear wave packet (6) is simply
the solution of the Schrödinger equation

ϕ(t, R) = e−ihitVig(R)ψg(R), (7)

with initial condition ϕ(t = 0, R) = Vig(R)ψg(R).
Let us now specify the ionization rates and corresponding

amplitudes for the different ionization regimes. In the case of
weak interaction, when the LOP theory is applicable (OPI and
MPI) the ionization rates for one- and N-photon ionization

processes:

�OPI
ion (t ) = |EUVdgi|2 = σ OPI

ion I/h̄ω,

�MPI
ion (t ) = |(EIRd1)(EIRd2) · · · (EIRdN )|2

= σ MPI
ion (I/h̄ω)N

are usually rather low. Here I = I (t ) is the intensity of the
pump radiation. Moreover, here we neglect rather weak R
dependence of the transition dipole moments dgi, di (i =
1, . . . , N) near the equilibrium geometry where the initial
vibrational wave function ψg is localized. In this case the
amplitudes of ionization can be found as V LOP

ig (0, R0) =
[�OPI/MPI

ion (0)]1/2 and

〈ψνi |V LOP
ig |ψg〉 ≈ V LOP

ig 〈ψνi |ψg〉 . (8)

In the case of TI by a short (few-cycle) intense IR pulse,
the time-dependence of the ion population show a step-like
behavior, as ionization happens at the local maxima of the
electric field [41,42]. The so-called ground-state polarization
effect leading to recapturing of the ionized electron due to
increased Coulomb potential may lead to the time-oscillation
in the ion population during the interaction with the laser
pulse, as it was observed in Xe atoms [42] and NO molecules
[16]. This effect however does not play any role in our study
since we probe the induced dynamics after the IR pulse left
the system (nonoverlapped pump and probe pulses) and thus
neglected. However, the R dependence of the ionization rate
cannot be neglected in the case of strong-field interaction.
Our estimations for TI rate �TI

ion(EIR, R) for the fixed-in-space
molecule with molecular axis along the electric-field polariza-
tion was performed using ADK equation [34,35,41]

�TI
ion(EIR, R) =

√
3EIR

πκ3

B(m)2

2|m||m|!κ2/κ−1

(
2κ3

EIR

)2/κ−|m|−1

× exp[−2κ3/(3EIR)],

B(m) =
∑

l

ClQ(l, m),

Q(l, m) = (−1)m

√
(2l + 1)(l + |m|)!

2(l − |m|)! , (9)

with Cl being the parameters for the π orbital of NO taken
from Ref. [35], and κ = √

2Ip. The R dependence of �TI
ion

stems from R dependence of the molecular ionization po-
tential Ip, found as a difference of the neutral and cationic
ground-state energies; its R dependence is plotted in Fig. 1(a)
for the field amplitude EIR = 0.053 a.u. (I = 1014 W/cm2)
and m = 1. (See Appendix A and Fig. 13. for varied field
intensity). We consider here the case of nonoverlapped pulses,
when the delay time of the x-ray probe tX is much longer
than the duration of the pump pulse τ . Then at the observation
time tX � τ the amplitudes of the ionic states ai(tX ) becomes
time-independent [see Eqs. (3) and (4)] and proportional to
the generalized FC amplitudes [39,43]

〈ψνi |V TI
ig |ψg〉 = 〈ψνi |

√
�TI

ion(R)|ψg〉, (10)

while the total ionic population is
∑ |ai(tX )|2 = ∫

dt �TI
ion.

We assume that the ionic population does not exceed a few
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percent of the initial molecular ensemble
∑ |ai|2 � 1 [41],

ensuring that the VWP dynamics is not affected by the satu-
ration effects. In the present study we do not pay attention to
absolute value of the ionization, but focus on the dynamics of
the induced VWP (2), (7). The wave packet ϕ(t, R) allows us
to find the trajectory of the VWP center of gravity 〈R〉:

〈R(t )〉 = 〈ϕ(t, R)|R|ϕ(t, R)〉. (11)

To summarize this section, the VWP formed by MPI is
equivalent to that formed via OPI within the sudden transition
approximation and can be described by Eqs. (2) and (7) with
ionization amplitudes (8). For the case of TI the R dependence
of the ionization must be taken into account, due to sufficient
disturbance of the molecule geometry in the strong ionizing
field, thus the induced VWP is computed using ionization
amplitudes (10). The VWP trajectory is computed according
to Eq. (11). It is also worthwhile to note, that typical IR
frequency used in TI and MPI experiments (e.g., 1.6 µm [16])
is far away from resonant vibrational transitions in NO and
NO+ and thus VWP dynamics is not affected by direct IR
excitation and IR-Raman process.

D. Time-resolved probe x-ray absorption spectra

Let us now consider probe signal–time-dependent absorp-
tion of a weak probe x-ray pulse of frequency ωX resonant
to the transition between cation ground and N 1s → 2π core-
excited states [Fig. 1(a)] that arrives at the delay time tX after
the pump pulse

EX = eX E0
X �X (t )e−iωX t ,

�X (t ) = e− ln
√

2[(t−tX )/τX ]2k

, (12)

here τX is the half width at half maximum (HWHM) of the
intensity temporal envelope IX ∝ |EX |2, eX and E0

X are the
polarization unit vector and maximum strength of the elec-
tric field, respectively. Here we describe the envelope of the
probe pulse �X (t ) using generalized Gaussian profile defined
by parameter k: k = 1 corresponds to a Gaussian Fourier
transform-limited pulse, while k � 1 corresponds to the pulse
envelope of rectangular shape. In our study we compare Gaus-
sian (k = 1) and quasirectangular (k = 3) pulse envelopes.

X-ray probe pulse promotes the N 1s electron of NO+ to
the 2π orbital, creating, along with the electronic excitation,
the core-excited vibrational packet, |�(t )〉 [13,14]

|�(t )〉 = eihctζ |ϕ(t )〉, (13)

where hc is the nuclear Hamiltonian (1) of the core-excited
electronic state and ζ = (dic · eX ), dic is the electronic tran-
sition dipole moment between the ground and core-excited
N 1s → 2π states of NO+. Within the framework of nonover-
lapped pump and probe pulses and in approximation of the
weak x-ray field the probe absorption spectrum (TRXAS pro-
file) reads [13]

P(�, tX ) =
∞∫

−∞
dεP0(� − ε, tX )�(ε, �c),

P0(�, tX ) = 〈�(�, tX )|�(�, tX )〉, (14)

where

|�(�, tX )〉 =
∫ +∞

−∞
dt �X (t ) |�(t )〉 e−i�t , (15)

and �(ε, �c) = �c/(π [ε2 + �2
c ]) is the normalized

Lorentzian, �c = 0.06 eV [44] (HWHM) is the lifetime
broadening of the core-excited state, � = ωX − ωic, ωic is
the difference between minima of the ionic core-excited
and ionic ground states PECs. According to our numerical
simulations the difference between P(�, tX ) and P0(�, tX )
is negligibly small for �c = 0.06 eV. To compute |�(t )〉 we
apply the concept of forward-backward time-propagation
following Refs. [13,15,45,46], where the wave packet in the
core-excite state is computed as |�(t )〉 = limt1→0 |�(t1, t )〉
using auxiliary two-time wave packet �(t1, t ). In this method
the VWP |ϕ(t )〉 evolves from time 0 up to t with the nuclear
Hamiltonian of the ionic state hi. The x-ray field promotes
|ϕ(t )〉 to the core-excited state at the moment t . To find
�(t1, t ) we solve Schrödinger equation

i
∂ |�(t1, t )〉

∂t1
= hc |�(t1, t )〉 , (16)

with initial condition |�(t, t )〉 = ζ |ϕ(t )〉 in the inverse di-
rection of time from moment t1 = t up to t1 = 0 in the
core-excited potential energy surface.

Equations (13) and (15) allow us to understand the de-
pendence of the TRXAS profile (14) on the duration of the
x-ray probe pulse. When the probe pulse duration tends to zero
�X (t ) ∝ δ(t − tX ), where δ is the Dirac δ function, Eq. (15)
provides that

|�(�, tX )〉 ∝ ζeihctX e−ihitX Vig(R)|ψg(R)〉,
and the TRXAS profile (14) reads

P0(�, tX ) = 〈ψg|V ∗
igeihitX |ζ |2e−ihitX Vig|ψg〉. (17)

The above equation shows an important result: the probe sig-
nal does not depend on the delay time tX when the pump and
probe pulses are ultrashort and the transition dipole moment
of x-ray absorption (ζ ∝ dic) is R independent P0(�, tX ) ∝
|ζ 2|〈ψg|Vig|2|ψg〉. This observation is in full agreement with
our previous studies [31,32] and is nicely confirmed in the
present numerical simulations, showing a decrease of the am-
plitude of temporal TRXAS modulations with the shortening
of the x-ray pulse.

We compute also the trajectory of the center of gravity of
TRXAS spectra 〈�〉 [17]

〈�(tX )〉 =
∫

�P(�, tX )d�∫
P(�, tX )d�

. (18)

III. RESULTS AND DISCUSSIONS

Using theoretical model described above we performed nu-
merical simulations for NO+ ground state VWP dynamics and
correspondent TRXAS profiles. We study the sensitivity of the
TRXAS spectroscopy varying parameters of x-ray pulse and
the accuracy of the molecular potentials. We compare VWP
dynamics induced by OPI and MPI described in LOP theory
with one triggered by TI. In all simulations we supposed that
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FIG. 2. Trajectory of the NO+ ground state VWP 〈R〉 (11) (red
solid line) vs TRXAS center of gravity 〈�〉 (18) (blue dashed line)
as functions of time for (a) TI and (b) OPI and MPI cases; τX = 0.2
fs, k = 1.

the ionization rate is small enough to avoid any saturation
effects; nonoverlapped pump and probe pulses are considered.

A. Vibrational wave packet trajectory observed by TRXAS

Let us first discuss the dynamics of the cation ground state
VWP induced by ionization of the neutral molecule and how
it is reflected in the TRXAS profile. The trajectory of the
ionic ground state VWP trajectory 〈R〉 is shown in Fig. 2 with
red lines computed for TI [Fig. 2(a)] and LOP [Fig. 2(b)]
theory. In the both cases, the trajectory profile shows the
similar main features. First, the high-frequency oscillation
period (T ≈ 14 fs) corresponds to the harmonic vibrational
frequency of the ionic ground state ωe = 2361.77 cm−1. At
the moment of ionization the VWP is highly localized near the
vertical transition point. The ionic PEC is shifted significantly
towards the shorter bond length [see Fig. 1(a)] which results in
high amplitude oscillations of the induced VWP up to ≈200
fs. Then, the VWP experiences delocalization, manifesting in
sufficient reduction of the oscillation amplitude in the time-
range ≈[400, . . . , 650] fs. This time-range corresponds to a
half of the so-called revival time — the time when VWP return
to the high degree of localization (see tX = Trev ≈ 1043 fs,
Fig. 2) and its dynamics restarted. The revival period Trev can
be used for high-accuracy determination of the anharmonicity
xeωe of the PEC, as discussed below (Sec. III C).

The VWP induced by the TI (Fig. 2(a)) and OPI and MPI
(Fig. 2(b)) show quite similar trajectories with exactly the
same values of T and Trev. This can be easily understood from
the fact that the PEC parameters ωe and xeωe are the same
in the field-free case, i.e., when the pump pulse already left
the system. The regime of the photoionization, however, may
affect the initial vibrational populations of the ionic states: in
the case of TI the lower vibrational states are more populated,
as compared with the case of LOP theory (see discussion
in Sec. III C). Due to this, the delocalization phenomenon is
slightly weaker in the TI case. Similar effect was observed
experimentally in the TI of H2 [39].

Figure 2 shows that the trajectory of TRXAS center of
gravity (blue dashed lines) follows very well the VWP trajec-
tory (red solid lines). This observation confirms applicability
of TRXAS for mapping of the ultrafast VWP dynamics. The
mechanism of the mapping can be understood considering the

FIG. 3. Time and R dependence of the modulus of the VWP
|ϕ(t, R)| for (a) the TI regime (7), (10); time and energy dependence
of TRXAS for the probe x-ray pulse duration (b) τX = 0.2, (c) 1.0,
and (d) 2.0 fs, k = 1.

so-called reflection principle [10,47–49], illustrated schemat-
ically in Fig. 1(a). Due to a sufficient shift of the core-excited
N 1s−12π state PEC, vertical transition for the VWP snap-
shots at 20.5 and 26.5 fs results in a clear distinction in
the energy domain [see the solid orange and dashed green
profiles in the middle panel of Fig. 1(a)]. A minor discrep-
ancy between the VWP trajectory and TRXAS appears at the
delocalization time-region and it is higher for OPI and MPI
as compared with TI, as degree of delocalization is higher in
the OPI and MPI case. The TRXAS profile is rather sensitive
to the duration and shape of x-ray probe pulse, so that the
balance between temporal and energy resolution has to be
found.

B. TRXAS dependence on the probe pulse shape

A fully temporal coherent laser pulse has a constant
phase across all frequency harmonics, which making up the
pulse. That type of pulse, also known as Fourier-transform-
limited (FTL) pulse, has the minimum possible duration for a
given spectral bandwidth, which is defined by time-bandwidth
product. For FTL pulse of Gaussian shape, used in our sim-
ulations, the product of pulse duration and bandwidth is
τX (HWHM, fs)�ωX(HWHM, eV) ≈ 0.456. For τX = 0.2 fs
pulse, discussed in the previous section, the broad spectral
bandwidth of �ωX = 2.28 eV creates sufficient uncertainty
in the energy domain. The effect of the probe pulse duration
is clearly illustrated in the two-dimensional (2D) maps of
Fig. 3, where (t, R) dependence of the VWP [Fig. 3(a)] is
compared against (tX ,�) dependence of TRXAS spectra for
τx = 0.2 fs [Fig. 3(b)], 1.0 fs [Fig. 3(c)], and 2.0 fs [Fig. 3(d)].
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FIG. 4. Same as Fig. 3, but with zoom on the VWP delocalization
time interval [400, . . . , 650] fs.

Apparently, much sharper mapping of the VWP by TRXAS
is observed for the longer pulse duration, which is most
important is the delocalization region [400, . . . , 650] fs, as
presented in more details in Fig. 4. It is worthwhile noting that
the amplitude of the TRXAS modulations decrease drastically
with decreasing the probe pulse duration in full agreement
with our theoretical analysis of Eq. (17) and previous studies
[31,32]. Indeed, the TRXAS amplitude decreases 2.65 times
when x-ray pulse is shortened twice (2 to 1 fs), and 56.6
times when pulse duration decreases ten times from 2 to 0.2
fs [see side color boxes for Figs. 3(b)–3(d) and 4(b)–4(d)].
Moreover, the two-dimensional (2D) map looks much more
blurred in the case of τx = 0.2 fs pulse, making the extraction
of the full (t, R) dependence of the VWP rather difficult, while
for 2.0 fs pulse the maxima positions of the VWP are well
recognizable in the TRXAS map. The reason for this is that
both high temporal and high spectral resolution are required
in this case, due to fast temporal beatings of the wave packet.
For the OPI and MPI regimes the VWP dynamics in rather
similar (with some exception in the delocalization region) and
thus omitted here. As one can see, the vibrational dynamics
of NO is on the order of femtoseconds, and 1–2 fs pulses are
well suitable for recording the VWP. However, the example of
0.2 fs pulse deserves reader’s attention because sub-fs pulses
become available from HHG sources and can be applied
for studying the ultrafast VWP dynamics (e.g., nonadiabatic
dynamics).

The trajectory of the TRXAS center of gravity (Fig. 2),
however, reproduces well the trajectory of the VWP and
does not depend drastically on the pulse duration. The
TRXAS trajectories for pulse duration τx = 0.2, 1.0, and
2.0 fs in the range of VWP delocalization show only minor

FIG. 5. Dependence of TRXAS center of gravity (18) on the
pulse duration τX = 0.2, 1.0, and 2.0 fs (HWHM) for (a) TI and
(b) OPI and MPI (b) regimes. Gaussian pulse envelope, k = 1 in (12).

differences (see Fig. 5). The effect of the probe pulse duration
is stronger in the case of OPI and MPI as compared with TI,
since the VWP experience higher degree of the delocalization.
The results for a quasirectangular x-ray pulse shape [k = 3
in (12)] with τx = 0.2, 1.0, and 2.0 fs are summarized in
Fig. 6. One can see, that the spectral profiles shows smaller
differences with varying the pulse duration, as compared with
the Gaussian-pulse case. This results from a generally broader
spectral profile of the quasirectangular pulse, having numer-
ous sidebands in the energy domain.

In a real experimental situation probe pulse may deviate
from a Gaussian Fourier-transform-limited shape, resulting in
a larger spectral and/or temporal broadening. Moreover, the
soft x-ray pulses commonly available from the present day
XFEL facilities are generated within self-amplified sponta-
neous emission (SASE) scheme and thus have rather limited
spectral coherence (�ωX /ωX ∼ 1% in the soft-x-ray range).
The coherence may be sufficiently improved by using self-
seeding XFEL schemes [50]. On the other hand, SASE
radiation can also be adapted for high-resolution pump-probe
measurements using stochastic covariance techniques [51].
HHG sources provide ultrashort sub-fs pulses, which are well
suited for studying ultrafast dynamics with high-time resolu-
tion, yet having moderate spectral resolution. One needs to
find a trade-off between temporal and spectral resolution for
a particular study case. The mail goal of the present study
is to extract the PEC parameters and thus the probe pulse
duration needs to be sufficiently smaller than the period of

FIG. 6. Same as Fig. 5, but for quasirectangular pulse shape,
k = 3 in (12).
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harmonic oscillations, T ≈ 14 fs, so τX = 1 fs pulse provides
a reasonably good accuracy and is used in the following
simulations.

C. Characterizing potential energy curve parameters
via TRXAS revivals

Knowledge of molecular PECs is important for predict-
ing physical properties as well as the chemical dynamics of
molecular systems. High-accuracy PECs for a stable (e.g.,
ground) states of diatomics can be extracted from exper-
imental rovibrational spectra using well-known Rydberg-
Klein-Rees (RKR) [52] method, which utilizes the observed
variation of the vibrational energies and rotational constants
with the vibrational quantum number. The potential curve
is generated point-wise based on evaluation of the left and
right classical turning points of the PEC. The main advan-
tage of the RKR method is that it has no assumption on the
PEC shape. However, the PEC of an isolated state can be
well approximated with a Morse (Appendix B) or general-
ized Morse [53] PEC shape. In this case, the high-resolution
measurement of the vibrational energies allows us to fit the
harmonic frequency and anharmonicity of the PEC even for
highly excited unstable states, while the equilibrium position
of the excited electronic states can be found using the Frank-
Condon analysis of the observed vibrational progression. For
example, PEC parameters for highly excited unstable cationic
electronic states far from equilibrium geometry was recently
obtained using resonant Auger scattering (RAS) [9] with a
very good agreement with ab initio simulations. Similarly,
high-resolution resonant inelastic x-ray scattering (RIXS)
[54,55] were applied to study excited neutral states.

In the present study we show that the TRXAS can be used
for accurate determination of the anharmonicity and equilib-
rium internuclear distance of PECs, as well as for detecting a
small PEC deviation far from equilibrium. The method is not
limited to the ionic ground state, presented here as a study
case, but can be extended for numerous valence and ionic
excited states when another pump mechanism is applied.

PECs along the stretching mode of an isolated electronic
state of diatomics can be approximated with rather high ac-
curacy using the Morse potential shape (B1). The Morse
fitting of ab initio PECs for the NO+ ground state results in
following fundamental parameters: ωe = 2361.773 27 cm−1,
xeωe = 16.022 79 cm−1, and Ri = 2.021 a.u. In Fig. 7 we
compare the original potential (solid red curve) with harmonic
one (xeωe = 0, dash-dotted green curve) and one with doubled
anharmonicity (xeωe ≈ 32.05 cm−1, dashed blue curve). Our
simulations of TRXAS mapping the VWP dynamics in those
three PECs are summarized in Fig. 8. First, let us pay atten-
tion to the VWP revivals reflected in the TRXAS profiles.
Measurement of the revival time allows us to compute the
anharmonicity as xeωe = π/Trev. Obviously, Trev = ∞ for the
harmonic potential. For the two anharmonic PEC (Fig. 7)
we found Trev ≈ 1045 fs (ωexe ≈ 16.02 cm−1) and 523 fs
(ωexe ≈ 32.05 cm−1). Our numerical experiment shows that
anharmonicity can be found from the vibrational revivals with
reasonable accuracy. Indeed, we get xeωe ≈ 16.1 cm−1 and
32.4 cm−1 for the solid red and dashed blue PECs (see Fig. 7),
respectively, using the above-mentioned revival times.

FIG. 7. PECs of ground state NO+: ab initio (circles), fitted
Morse (solid red line), harmonic (dash-dotted green line), and trans-
formed Morse with doubled anharmonicity (dashed blue line). The
equilibrium distance of the NO ground state is shown by the vertical
line.

The fine oscillation of the TRXAS profile clearly show
different vibrational periods for different values of anhar-
monicity. Using time interval 0–150 fs, where the VWP in the
TI case [Fig. 8(a)] for all considered PECs show a high degree
of localization, we found T = 14.12 ± 0.01, 14.48 ± 0.01,
and 14.76 ± 0.06 fs in 95% t-CI, for the harmonic PEC,
xeωe ≈ 16 cm−1, and xeωe ≈ 32 cm−1, respectively [Fig. 8(a),
see legends]. In the case of OPI and MPI [Fig. 8(b)] we
obtained, respectively, T = 14.12 ± 0.01, 14.58 ± 0.02, and
14.91 ± 0.06 fs. Small deviation in the vibrational frequency
(yet nearly fully inside the errors) between the results of
Figs. 8(a) and 8(b) can be understood from the two reasons: (i)
faster delocalization of the VWP in the OPI and MPI case; (ii)
slight change of the VWP shape in R-t space [see Fig. 3(a)],
when it approaches the delocalization time-region. Let us
pay your attention, that the vibrational period increases with
increase of the PEC anharmonicity. This behavior is in a full
qualitative agreement to the analytical equation for the Morse
potential oscillation period (B3), see Appendix B. Indeed,
as one can see from Fig. 7, increase of the anharmonicity
makes the PEC more shallow, so that the energy at the vertical
transition Uv becomes smaller and T increases (B3).

FIG. 8. TRXAS center of gravity trajectories (18) for differ-
ent Morse potentials presented in Fig. 7 (see legends). Trev = ∞,
1045 fs, and 523 fs for the TRXAS profiles correspondent to the
ωexe = 0, ωexe ≈ 16.02 cm−1, and ωexe ≈ 32.05 cm−1, respectively.
τX = 0.2 fs, k = 1. (a) TI, (b) OPI and MPI.
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Now we are in stage to define another important parameter
of the ionic PEC, namely equilibrium internuclear distance.
Using simple analytical derivation (see Appendix B) one can
show that

Ri = Rg +
√

Trev

2μπ
ln[1 −

√
1 − (T0/T )2], (19)

where Rg and Ri are equilibrium distances of the ground and
ionic states, respectively, and T0 is period correspondent to
the harmonic vibrational frequency. Let us note, that the fun-
damental (harmonic) frequency ωe for the ground ionic state
can be accurately found using, for example, IR spectroscopy.
In that case, using the values for Trev and T , obtained above for
the two anharmonic PECs of Fig. 7, one can easily compute
the equilibrium ionic distance Ri using Eq. (19). In the case of
TI we get the same value Ri ≈ 2.01 a.u. for both anharmonic
PECs, which is close to the actual value of the 2.02 a.u. used
in our simulations. In the case of OPI and MPI, when the R
dependence of the ionization cross section is absent we get
Ri ≈ 1.99 a.u. The small discrepancy in the definition of the
Ri (1%–2%) can be explained by errors in definition of the
vibrational and revival periods, resulting from deviation of
the VWP shape closer to the time region of delocalization,
as well as due to limited resolution in the TRXAS spectra.
However, this example of a numerical experiment illustrates
clearly practical approach how such important parameter as
equilibrium distance of the ionic state can be found directly
from TRXAS revival measurements with reasonable accuracy.

D. TRXAS revivals unveil subtle variations
in potential energy curves

Let us now focus on a practical example, showing advan-
tages of TRXAS scheme for detecting minor PEC deviation
far from equilibrium. Ab initio methods provide PEC through
computing system’s electronic energy at different internuclear
distances. Accuracy of the calculations varies for different
quantum chemical methods, and, what is more important,
it changes with increasing of the internuclear distance. As
a general trend, the definition of molecular orbitals is less
accurate far from the equilibrium resulting in less accurate
energy values at larger R. Due to this, one can expect sig-
nificant deviation in PEC computed with different methods
and thus experimental PEC mapping is of great importance.
Moreover, the experimental PEC for small system can be used
as a benchmark for checking accuracy of quantum chemical
methods.

Figure 9 shows ab initio PEC of the ground state of NO+

ion computed with rather small R step. It is worthwhile to
note, that the PEC in general deviates from the Morse shape
and in accurate simulations one has to apply the spline over
ab initio points, rather then fitting to the Morse potential.
In the figure we compare the spline performed with varied
accuracy restricted by a number of decimal digits of computed
energy (in Hartry) taken into account. The lower accuracy
results in a small deviation of the potential at R > 2.15 a.u.
That small discrepancy between the PECs, however, induces
an extreme change of the TRXAS trajectory, shown in Fig. 10.
Indeed, the small change of the spline accuracy from 10−3 to
4−4 a.u. results in a sharp changes in the TRXAS. This is a

FIG. 9. Ab initio PEC for the cationic ground state approximated
by spline with accuracy of 10−3 (dash-dotted green line), 10−4 (solid
red line), and 10−8 (dashed blue line) a.u. A small deviation is
observed for R > 2.15 a.u. The ground-state equilibrium R = 2.185
a.u. is shown by the vertical line.

good illustration of the TRXAS sensitivity to the PEC shape,
making it a powerful tool for PEC mapping. One can see,
that further increase of the spline accuracy up to 10−8 does
not affect sufficiently the VWP trajectory (compare solid red
and dashed blue lines in Fig. 10). For the high accuracy (10−4

and 10−8) PEC the observation of the revival periods allows
us to extract the anharmonicity, as it was discussed above.
However, for the lower accuracy (10−3) a rather complex
TRXAS trajectory is observed with no clear revival period,
which suggests presence of higher anharmonicity terms.

It is instructive to compare TRXAS method for PEC
parameters extraction with what can be done using a con-
ventional photoelectron emission spectroscopy (PES). Theo-
retical simulations of PES spectra using the PECs presented
in Fig. 7 are shown in Fig. 11. The spectra were convoluted
with Gaussian of HWHM 0.01 eV in order to mimic a typical
experimental broadening. The R dependence of the ioniza-
tion cross section is taken into account for the PES spectra
in Fig. 11(a), while the calculations in Fig. 11(b) use the
R-independent cross section. The results illustrate that such
a significant change of the PEC can be also distinguished
in PES with small shifts of vibrational resonances, which
requires rather high energy resolution, especially in the case
of Fig. 11(a). However, the minor deviation between the PECs
presented in Fig. 9 has no visible effect on the PES pro-
files (see Fig. 12). This is in a drastic contrast with TRXAS

FIG. 10. TRXAS for the VWP dynamics computed with PECs
from Fig. 9: (a) TI, (b) OPI and MPI. τX = 0.2 fs, k = 1.
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FIG. 11. Theoretical PES for PECs with different anharmonicity
values (Fig. 7). (a) R-dependent and (b) R-independent ionization
cross section; spectral broadening 0.01 eV (HWHM).

measurements of VWP revivals showing extreme trajectory
changes for a small PEC deviation [Fig. 10].

IV. CONCLUSIONS

We developed an accurate theoretical framework for pump-
probe scheme, where photoionization of a molecule with a
short pulse triggers vibrational wave packets’ and the absorp-
tion spectra of a time-delayed x-ray pulse allows us to probe
the induced nuclear dynamics. Considering a fixed-in-space
NO molecule as a showcase, we discuss the difference in
the vibrational wave packet induced in the course of tun-
neling ionization with a strong IR pulse as compared with
multiphoton IR ionization and one-photon UV ionization.
Our numerical simulations of the pump-probe scheme were
performed using fully quantum-mechanical description of the
vibrational dynamics and time-dependent x-ray absorption
profile.

Our simulations for various x-ray pulse durations (0.2–
2.0 fs) and temporal envelope (Gaussian and quasirectangular)
confirmed that the TRXAS profile reflects reasonably well
the vibrational wave packets’ trajectory, which makes this
pump-probe technique a very useful tool for extracting pa-
rameters of molecular potential energy curves (anharmonicity
and equilibrium bond length) with a high accuracy. Our nu-
merical simulations for a number of variations of the original
ab initio potential have shown the high sensitivity of TRXAS
trajectory, even in the case of a subtle potential deviation

FIG. 12. Same PES calculations as in Fig. 11 but with PECs from
Fig. 9.

not detectable by means of conventional photoemission spec-
troscopy. We also discussed a possibility to fully reconstruct
vibrational wave packet in time and coordinate space from
the TRXAS map. In the case of the ultrafast beating of the
vibrational wave packet a proper balance between temporal
and spectral resolution has to be found. The required pulse
duration and coherence are available at the present day self-
seeded XFELs and HHG x-ray light sources, giving a positive
perspective for experimental mapping of the nuclear wave
packet in real time and coordinate space. The method can
be also adapted for SASE pulses making use of the covariance
techniques. The pump-probe method studied is not limited
to the ionic ground state discussed in the present paper but
can be extended for valence neutral and ionic excited states
of polyatomic molecules when other pump mechanisms are
applied (e.g., two-photon absorption, optical Raman, etc.).
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APPENDIX A: R AND INTENSITY DEPENDENCE
OF THE TUNNELING IONIZATION RATE

Calculation for R-dependent ionization rate for the case of
TI were performed for several values of the IR field strength
and summarized in Fig. 13. One can see the critical depen-
dence of the gradient on the field strength in the range of
internuclear distances discussed in the paper.

APPENDIX B: MORSE POTENTIAL PARAMETERS

The Morse potential for an isolated electronic state can be
written as

U (R) = D(1 − e−α(R−R0 ) )2, (B1)

where D = ω2
e/4xeωe is the dissociation limit, α = √

2μxeωe,
μ is reduced mass, R0 is the equilibrium internuclear distance,
ωe is the harmonic frequency, and xeωe is the anharmonicity.
It can be shown [56] that the period of vibrations for an

FIG. 13. �TI
ion(R), computed for several values of the IR electric-

field strength, see (9).
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anharmonic oscillator can be found as

T (Uv ) =
√

2μ

∫ R+

R−

dR√
Uv − U (R)

, (B2)

where R± are the classical tuning points at energy Uv , so
that U (R±) = Uv . Substitution of (B1) in (B2) and integration
results in the following expression:

T (Uv ) = T0/
√

1 − Uv/D, (B3)

where T0 = 2π/ωe is the period correspondent to the funda-
mental (harmonic) vibrational frequency.

In the ionization process considered here (Fig. 1), the
right turning point R+ of the cationic ground state PEC Ui

corresponds to the vertical transition of the ground state vi-
bration wave function ψg localized near the equilibrium of
the ground state Rg, so that Uv = Ui(R±) = Ui(Rg). Using that
α = √

2μπ/Trev, one arrives at Eq. (19), which allows us to
define the equilibrium position of the ionic potential Ri via
the vibrational and revival times obtained from the TRXAS
experiment.
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