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Precision measurement of Mg+ ion D1 and D2 doublet transition frequencies plays a significant part in the
study of space-time variation of fundamental physical constant α. Here, we report a precision measurement
of 25Mg+ ion D1 and D2 doublet transition frequencies using the decoherence-assisted spectroscopy method
with the full use of spontaneous emission signals to improve the detection sensitivity. We obtain the D1 and D2

transition frequencies of 25Mg+ with uncertainties of 0.12 and 0.24 MHz, respectively, which are one third
of that in [A. Ozawa et al., Nat. Commun. 8, 44 (2017)]. Simultaneously, we obtain the experimental and
theoretical values of the 25Mg+ hyperfine structure constants in this work. The differences between the mea-
sured magnetic dipole constants AP1/2 = −102.87(8) MHz, AP3/2 = −18.74(9) MHz and the theoretical values
AP1/2 = −102.02(94) MHz, AP3/2 = −19.46(45) MHz are within 2σ , while the measured electric quadrupole
constant BP3/2 = 24.54(45) MHz and the theoretical value of BP3/2 = 22.67(32) MHz shows a difference of more
than 2σ , indicating that considerations of more physical effects in theoretical calculation, such as the possible
capture of electron correlations, is required.

DOI: 10.1103/PhysRevA.107.L020803

Precision spectroscopy plays an important role in the
study of space-time variation of fundamental physical con-
stants [1–11]. Based on the comparison of the absorption
spectra of quasars in the universe and those on the earth,
scientists can search for the space-time variation of fine struc-
ture constant α [1–4]. In the meantime, the atomic transitions
can also be used to study the isotope shift theory [12,13]. In
particular, nonlinear isotope shift has been introduced to find
new physics beyond the standard model [13–19].

The alkali-doublet (AD) method [1,2] was first introduced
to constrain the time variation of α in comparison of the ab-
sorption spectra of quasars, where the Mg+ ion doublet lines
were used to give the upper limit on the variation of α. Later,
the many-multiplet (MM) method [3,4] was introduced with
higher sensitivity gain compared to the AD method, in which
Mg+ ion doublet lines act as anchor lines in the Mg II/Fe II
system. This method allows one to use more quasar absorption
lines and introduce relativistic corrections. As a consequence,
precision measurement of the Mg+ doublet lines plays an
important role in the large space-time scale searching of
the α variance. The laboratory results of these lines require
the accuracy to be better than 10−4 Å [9], corresponding to
an uncertainty below 40 MHz for 280 nm transition. Var-
ious uncertainty contributions need to be evaluated, such
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as absorption system model nonuniqueness, statistical un-
certainty, absorption profile modeling uncertainty, isotopic
relative abundances, and so on [20,21]. If these uncertainties
can be improved in the future, the search for the possible
variations of α would need laboratory results with higher
precision. There are three stable isotopes of magnesium with
mass numbers of 24, 25, and 26 (natural abundances of 79%,
10%, and 11%, respectively). The isotope shift and isotopic
abundances measured on the earth are helpful to evaluate
the isotopic and hyperfine structure effects in the absorption
spectra of quasars [22,23].

The doublet transitions of Mg+ ion have been mea-
sured in Penning traps [24–26] and in hollow-cathode
lamps [27–29], with measurement uncertainties at tens of
MHz. A sympathetically cooled ions chain in a linear Paul
trap has been introduced to obtain symmetric line profiles,
and the reported uncertainty of the 24,26Mg+ transition is
0.16 MHz [30,31]. For 25Mg+, it has a hyperfine struc-
ture with a nonzero nuclear magnetic moment (I = 5

2 ).
The low-lying excited state hyperfine constants have been
theoretically calculated by several groups [32–35], and a
recent experiment has reported the value of the magnetic
dipole constant of AP1/2 = −102.16(16) MHz [36]. In this
work, we have further reduced the measurement uncertainty.
The ground-state magnetic dipole hyperfine constant has
been measured in laboratory [37–39], and the latest re-
sult is AS1/2 = −596 254 250.949(45) Hz [39]. Due to the
hyperfine structure, the 25Mg+ ion doublet lines are more
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FIG. 1. Schematic of the experiment setup. The 280-nm FHG
laser along the B-field direction is used for Doppler cooling and
fluorescence detection. The second 280-nm laser serving as the spec-
troscopy laser travels perpendicular to the B-field direction, and is
locked to a frequency comb that is referenced to a hydrogen maser.
A photomultiplier tube (PMT) is used to count the photon number.

difficult to measure directly. In a recent experiment [40],
an ultraviolet (UV) frequency comb was used to detect the
Zeeman sublevel cycling transitions of the 25Mg+ ion. With
the knowledge of the hyperfine structure constants [34,37],
the D2 transition frequency was given with an uncertainty
of 0.7 MHz.

Recently, the 25Mg+ ion doublet hyperfine transition
lines were directly measured with a decoherence-assisted
method [41] with an uncertainty of 5 MHz. It is limited by
the probe laser linewidth, frequency measurement accuracy,
and the other systematic effects.

In this paper, the 25Mg+ ion doublet transition frequen-
cies are measured with several improvements. We simulate
the interaction between the laser and the ion to understand
the main systematic error sources. The excited state hy-
perfine structure constants and the fine-structure transition
frequencies of 25Mg+ ion are measured with higher accu-
racy, in which the signal-to-noise ratio (SNR) is increased
three times by optional state preparations. Simultaneously,
we can also obtain the isotope shifts of the three isotopes of
the Mg+ ion.

The details of the 25Mg+ ion trap system have been re-
ported in Refs. [42,43], and we only give a brief description
here. A single 25Mg+ ion is trapped in a linear Paul trap with
a 24 MHz driving frequency. Three pairs of coils outside the
vacuum chamber are used to compensate for the external mag-
netic field and provide a constant bias field of B ≈ 2.24 G. The
magnetic field is measured with the transition (2S1/2 |3, 3〉 →
2S1/2 |2, 2〉) of a single 25Mg+ ion in the center of the trap,
and the magnetic field noise is suppressed to less than 100 µG
over a time period of 6000 s [44].

The schematic of our experimental setup is shown in Fig. 1.
Two 280-nm fourth harmonic generation (FHG) laser systems
(with the oscillator wavelength at 1120 nm) are used; one
of them is used for the Doppler cooling and fluorescence
detection, and the other is used as the spectroscopy laser. If we
scan the laser frequency (∼400 MHz) with an acousto-optic
modulator (AOM), it could cause large power variation, laser
beam profile distortion, and change of laser beam direction,
which would cause measurement uncertainties. Consequently,
we choose to tune the piezoelectric transducer (PZT) on the

FIG. 2. (a) The energy levels of 25Mg+. All the hyperfine transi-
tions we measured are initiated from the ground state | ↑〉 or | ↓〉. The
spectroscopy laser is set at π polarization, so the ions in the excited
states will decay to other Zeeman sublevels of the ground state,
losing coherence during the process. (b) Procedures of decoherence-
assisted laser spectroscopy. Microwave pulses are used to create a
spin echo sequence between | ↑〉 and | ↓〉 states. In between the
microwave pulses, π polarized laser probe pulses with duration τ

are introduced to create decoherence effects, from which the doublet
transition frequencies can be determined.

laser oscillator to suppress these effects. In our case, the laser
oscillator output passed through the fiber amplifier, the sec-
ond harmonic generation (SHG) cavity, and the FHG cavity,
which all serve as spatial filtering for the laser out. When the
frequency of the rf source is changed, the voltage on the PZT
will follow that change to ensure the beat signal is locked to a
fixed 20 MHz signal whose reference is a hydrogen maser. We
measure the beat-note linewidth of the laser and the optical
frequency comb, in which the linewidth of the frequency
comb is measured to be 0.19(1) MHz by beating with an
ultrastable laser with subhertz linewidth [45]. The beat-note
linewidth is evaluated to be 0.4(1) MHz at 1120 nm, which
is limited by the servo loop bandwidth of about 2 kHz. We
measure the laser beam profile with the knife-edge method
to ensure that a Gaussian distribution of the beam profile is
obtained. One part of the spectroscopy laser is split by a 50:50
beam splitter and used for laser power stabilization with a
digital locking system.

The 25Mg+ energy levels are shown in Fig. 2(a). A single
25Mg+ ion is cooled to the Doppler cooling limit and first
prepared to the state 2S1/2 |F = 3, mF = 3〉 (in the following,
it is written as 2S1/2 |3, 3〉 for simplicity). In our experi-
ment, we define the population on 2S1/2 |2, 2〉 and 2S1/2 |3, 3〉
state as the fluorescence bright and dark states. The average
detected photon numbers at dark and bright states are 0.6
and 8.5 with a gate time of 100 µs. For the spectroscopy
experiment, we further prepare the ion to either 2S1/2 |2, 0〉
or 2S1/2 |3, 0〉 (labeled as | ↑〉 and | ↓〉, respectively) us-
ing multiple microwave π pulses (2S1/2 |3, 3〉 → |2, 2〉 →
|3, 1〉 → |2, 0〉 or 2S1/2 |3, 3〉 → |2, 2〉 → |3, 1〉 → |2, 0〉 →
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FIG. 3. 25Mg+ ion D1 and D2 transition lines; solid lines are the Voigt profile fitting. The ions are prepared to different initial states
(red data points: | ↑〉, blue data points: | ↓〉) to obtain higher SNR signals. (a) The 2S1/2 |2, 0〉 → 2P1/2|3, 0〉 transition spectrum. (b) The
2S1/2 |3, 0〉 →2 P1/2|2, 0〉 transition spectrum. (c) For the red data, the SNR of the 2S1/2 |2, 0〉 → 2P3/2|3, 0〉 at the left side of the spectrum is
about three times higher than the blue data at the left side, while for the blue data 2S1/2 |2, 0〉 → 2P3/2|1, 0〉 at the right side of the spectrum,
the SNR is three times better than that in the red data. (d) For the red data 2S1/2 |3, 0〉 → 2P3/2|4, 0〉 at the left side of the spectrum is about
three times higher than the left side of the blue data, while for the right side of the blue data 2S1/2 |3, 0〉 → 2P3/2|2, 0〉, the SNR has been
improved more than three times than that in the red data.

|3, 0〉). The achieved population probabilities are 0.91(3) at
| ↑〉 and 0.88(4) at | ↓〉, respectively.

As shown in Fig. 2(b), we introduce π polarized laser
probe pulses with a duration τ = 350 µs into the microwave
spin echo sequence between the | ↑〉 and | ↓〉 states. If the
laser frequency is far detuned from the doublet line tran-
sition frequencies, the population will remain in the initial
state after the spin echo sequence. If the laser frequency is
near resonant with the doublet line transitions, it will cause
the populations to decay to other ground state energy levels,
introducing the decoherence effect. If we directly detect the
fluorescence signals during the doublet spectroscopy laser-
ion action, the emissions from the different excited states to
the same ground state would induce frequency shift due to
the quantum interference effect [46,47]. In the decoherence-
assisted spectroscopy method, after the populations decay
to 2S1/2 |F = 2〉 and 2S1/2 |F = 3〉 and the last π/2 mi-
crowave pulse, all the populations on the Zeeman sublevels
of 2S1/2 |F = 3〉 are detected as signals—an advantage of this
method where the coherent effect is largely suppressed. This
method could avoid the frequency shift caused by quantum
interference effect since all 4π solid angle spontaneous emis-
sions are accounted for.

For D2 transitions, the spectroscopy laser intensity is set
to be Iprobe = 0.13(2) W/m2, corresponding to a saturation
parameter s = 5(1) × 10−5. The measured transition lines
are shown in Fig. 3. Each point is repeated 1000 times
within about 2.5 s, in which the error bars represent the
statistical uncertainties, and the full scan of each transition
line requires about 860 s. These transition lines are fitted
with Voigt profiles, whose free-fitting parameters are the
probability offset, the transition amplitude, the center fre-
quency, the Lorentzian width �L, and the Gaussian width
�G, and we have taken the Zeeman sublevel transitions
into account. The fitted Lorentzian linewidth is �L = 2π ×
48(3) MHz, in which the natural linewidth contribution is
2π × 41.8(4) MHz [48]. The intensity of the laser and the
long probe time τ can homogeneously broaden the transition
lines, and the simulated Lorentzian linewidth is �L = 2π ×
48.6(3) MHz, which agrees with the experimental linewidth.

The fitted Gaussian linewidth is �G = 2π × 12(4) MHz. The
ion is initially cooled close to the Doppler cooling limit
T ≈ 1 mK, which corresponds to a width of �Doppler ≈
2π × 5 MHz. Further heating might afterwards broaden the
linewidth.

According to the diagram in Fig. 2(a), if the ion is initially
in state | ↑〉, for the transition between | ↑〉 and 2P3/2 |3, 0〉, it
could easily decay to other Zeeman sublevels of 2S1/2 |F = 2〉
and 2S1/2 |F = 3〉, causing a large decoherence signal. On the
other hand, for the transition between | ↑〉 and 2P3/2 |1, 0〉,
there is no spontaneous emission to 2S1/2 |F = 3〉, causing a
weak decoherence signal. The result is shown as the bottom
red curve in Fig. 3(c). If instead, we prepare the initial state
to | ↓〉, when the spectroscopy laser is far detuned from the
resonant frequency, it would remain in the initial state | ↓〉,
which will be detected as the bright signal. When the laser fre-
quency is near resonant, the signal radiated to each sublevel of
2S1/2 |F = 2〉 will be detected as a dark signal, so that we can
obtain a strong decoherence signal. The result is shown as the
top blue curve in Fig. 3(c). Similarly, the SNR of the transition
between | ↓〉 and excited state 2P3/2 |2, 0〉 can be improved
by more than three times with the initial state | ↓〉 instead of
| ↑〉, and the transition between | ↓〉 and 2P3/2 |4, 0〉 is detected
with the prepared initial state | ↑〉 to obtain a three times
higher SNR than the initial state at | ↓〉. The results are shown
in Fig. 3(d). We compare the expected signal amplitudes for
different initial prepared states through numerical simulation.
The results are presented in the Supplemental Material [49]
and agree well with our experimental results. The simulation
shows that the SNR can be improved by four times with proper
state preparation and the measured SNR has been improved by
about three times.

For D1 transitions in Figs. 3(a) and 3(b), the saturation
parameter of the spectroscopy laser is set to be s = 2(1) ×
10−4. We obtain the transition | ↑〉 → 2P1/2|3, 0〉 by preparing
the ion at initial state | ↑〉, and obtain the transition | ↓〉 →
2P1/2|2, 0〉 by preparing the ion at initial state | ↓〉. Unlike D2

transitions, there is only one mF = 0 → mF = 0 transition in
the scanning range, so the improper line shape function line
pulling effect is smaller than that of D2 transitions.
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FIG. 4. Hyperfine transition line centroids of the D1 and D2 tran-
sitions, each of which is measured multiple times in different days.
The round points are the fitted line centers and the error bars indicate
the statistical uncertainties. All measurements have their average
frequencies subtracted out, so blue lines are all centered at zero
frequency, with the thickness of each line indicating 1σ statistical
uncertainty of the total measurement data.

Each hyperfine structure line is measured multiple times
in several days, and their center frequencies are shown in
Fig. 4 with the offset frequencies subtracted out. The statis-
tical uncertainties are listed in Table I. For D1 transitions,
2S1/2 |2, 0〉 → 2P1/2|3, 0〉 and 2S1/2 |3, 0〉 → 2P1/2|2, 0〉 have
28 and 25 line scans, respectively. For D2 transitions,
2S1/2 |2, 0〉 → 2P3/2 |3, 0〉, 2S1/2 |2, 0〉 → 2P3/2 |1, 0〉 and
2S1/2 |3, 0〉 → 2P3/2 |4, 0〉 are measured with 30, 23, and 27
line scans, respectively, and the measurement number of each
transition line is N = 350.

In Table I, we list all the evaluated systematic uncertainties.
The line profiles we measured are the convolution of the
laser spectrum and the ion transition [31]. So the asymmetry
of the laser spectrum would induce a frequency shift of the
probed transitions. To evaluate the asymmetry of the spectrum

caused by the correlated amplitude and phase modulation, we
fit the beat signal spectrum of the frequency comb and the
1120-nm laser with a Gaussian function and find a 37(6)-kHz
deviation between the fitted center and the counted frequency
at 1120 nm, in which the deviation induced by the frequency
comb is much smaller than 1 kHz. Here, we take the deviation
as the upper limit of the systematic uncertainty, and obtain an
uncertainty of 0.15 MHz in UV.

The imperfect state preparation will lead to undesired
transitions, such as the transition between 2S1/2 |2, 2〉 and
2P3/2 |2, 2〉. We evaluate this effect through numerical simu-
lations [49] and obtain the correlation between the frequency
shift and the population distributions. For the imperfect state
preparation, the | ↑〉 → 2P1/2|3, 0〉 transition corresponds to
a frequency shift of 0.37(15) MHz. Due to the large fre-
quency difference between the two excited energy levels, the
uncertainties in D1 transitions are smaller than those in D2.
Line pulling effects from the other hyperfine structure levels
have been included in the simulations. And the line pulling
shifts from the other levels have been evaluated and contained
in the imperfect state preparation in Table I. The transition
2S1/2 |2, 0〉 → 2P3/2 |2, 0〉 in principle is a forbidden transi-
tion, but the impure π polarized light would induce undesired
σ transitions. The σ transitions between the Zeeman sublevels
would shift the line center. Therefore, we use a half-wave
plate and a quarter-wave plate (QWP) to optimize the laser
polarization purity [31,42,50]. We rotate the angle of the QWP
to minimize the σ transition probability with an uncertainty of
0.02, corresponding to a maximum polarization angle devia-
tion of 4◦. The polarization impurity of the spectroscopy laser
is evaluated within 2%. We evaluate the frequency shifts due
to the polarization impurity through numerical simulations in
the Supplemental Material [49], and the results are presented
in Table I.

As described before, we stabilize the laser power with a
digital locking system and achieve a relative intensity noise
below 10−2/

√
Hz during the laser frequency scanning. The

instability of the laser power is suppressed by about one
order of magnitude. The duration of each line scan is about
860 s, in which the fluctuation of the laser power at dif-
ferent frequency will cause the asymmetry of the transition
lines. We add the power fluctuations into the simulation to
obtain a transition line and fit it with a Voigt function to
obtain the fitted frequency. The remaining shift is given with
the difference between the fitted frequency and the resonant

TABLE I. Summary of the systematic frequency shifts and their uncertainties of the doublet transition frequencies.

D1 (MHz) D2 (MHz)

Effect | ↓〉 → |3, 0〉 | ↑〉 → |2, 0〉 | ↑〉 → |3, 0〉 | ↑〉 → |1, 0〉 | ↓〉 → |4, 0〉
Laser spectrum asymmetry 0.00(15) 0.00(15) 0.00(15) 0.00(15) 0.00(15)
Laser polarization impurity 0.00(3) 0.00(4) 0.00(13) 0.00(13) 0.00(15)
Imperfect state preparation 0.08(3) 0.00(3) 0.37(15) 0.76(15) −2.11(54)
Second-order Zeeman effect 0.00(1) 0.00(1) 0.00(11) 0.00(9) 0.00(6)
Laser relative intensity noise 0.00(5) 0.00(5) 0.00(5) 0.00(5) 0.00(5)
Frequency measurement 0.000(1) 0.000(1) 0.000(1) 0.000(1) 0.000(1)
Statistical 0.00(6) 0.00(6) 0.00(4) 0.00(10) 0.00(7)
Total 0.08(17) 0.00(18) 0.37(28) 0.76(29) −2.11(59)
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TABLE II. Doublet line transition frequencies of 25Mg+ in this work and their comparison with previous results.

Transitions Batteiger et al. [30] Clos et al. [41] Ozawa et al. [40] This work

D1 (MHz) 1 069 339 962(19) 1 069 339 957(5) 1 069 339 961.98(12)
D2 (MHz) 1 072 084 555(19) 1 072 084 547(5) 1 072 084 553.3(7) 1 072 084 554.77(24)

frequency. With the numerical simulation, the upper limit of
the frequency shift is 50 kHz. We measure the laser beam
profile at different laser frequencies and do not find obvious
laser mode distortion within the tuning range. The relative
laser power variation at the maximum frequency offset dif-
ference is below 4 × 10−3 [49], which corresponds to an
uncertainty of 10 kHz. In total, the uncertainty caused by the
laser relative intensity variation is 0.05 MHz. The doublet
line transitions we measured are insensitive to the magnetic
field because of the Zeeman levels mF = 0, but they still
have second-order Zeeman shifts. We evaluate the second-
order Zeeman shifts with the Breit-Rabi formula [39], and
take these shifts as systematic errors. We list the uncertain-
ties caused by the second-order Zeeman effect in Table I.
The frequency of the hydrogen maser is calibrated with a
GPS receiver, and contributes a frequency uncertainty of
1 kHz.

For 25Mg+ ion, the hyperfine splitting can be described
by Eqs. (1)–(3). AS1/2 , AP1/2 , and AP3/2 represent the magnetic
dipole constants of ground state 2S1/2 and excited states 2P1/2

and 2P3/2. BP3/2 is the electric quadrupole constant. F is the
total angular momentum quantum number of the ion, I is the
nuclear spin, J is the total angular momentum quantum num-
ber of the electron, and K = F (F + 1) − I (I + 1) − J (J +
1). With these equations and the measured hyperfine transition
frequencies, we can obtain the doublet line transition frequen-
cies and the hyperfine constants:

�ES1/2 = 1

2
hAS1/2 [F (F + 1) − I (I + 1) − J (J + 1)] (1)

�EP1/2 = 1

2
hAP1/2 [F (F + 1) − I (I + 1) − J (J + 1)] (2)

�EP3/2 = 1

2
hAP3/2 K+ BP3/2

[3K (K+ 1)− 4I (I + 1)J (J + 1)]

8I (2I − 1)J (2J − 1)
(3)

TABLE III. The hyperfine constants (in MHz) of 25Mg+ ion.
With the hyperfine transition frequencies, we calculate the hyperfine
structure constants of the low-lying excited state 2P1/2 and 2P3/2, and
compare with the results of other groups.

Group AP1/2 AP3/2 BP3/2

This work (Exp.) −102.87(8) −18.74(9) 24.54(45)
This work (Theor.) −102.02(94) −19.46(45) 22.67(32)
Nguyen [36] −102.16(16)
Safronova et al. [33] −103.4 −19.29
Sur et al. [34] −101.70a −18.89a 22.91
Mani et al. [35] −102.997 −19.546

aThe sign of the nuclear magnetic moment was not properly taken
into account in Sur et al. [34], so we add an extra minus sign to the
result.

In Table II, we list our results and compare them with the
results of other groups. The D1 and D2 transition frequen-
cies in this work are measured to be 1 069 339 961.98(12)
MHz and 1 072 084 554.77(24) MHz, respectively. The
doublet frequencies are in good agreement with the recent
experimental results [41]. We use the doublet line transition
frequencies of 24Mg+ in Ref. [30] and our results to calcu-
late the isotope shifts between 24Mg+ ion and 25Mg+ ion.
For D1 and D2 transitions, the isotope shifts are 1619.42(20)
MHz and 1620.44(29) MHz, respectively, whose uncertain-
ties are reduced by nearly one order of magnitude. We also
calculate the theoretical hyperfine structure constants with
GRASP2018 [51] using the multiconfiguration Dirac-Hartree-
Fock (MCDHF) method [52]. The results of the hyperfine
structure constants are shown in Table III, together with the
results of other groups. The maximum difference between the
measured magnetic dipole constant AP1/2 = −102.87(8) MHz
and the other groups’ results is about 1%. The maximum
difference between the measured magnetic dipole constant
AP3/2 = −18.74(9) MHz and the other groups’ results is about
4%, while the maximum difference between the measured
electric quadrupole constant BP3/2 = 24.54(45) MHz and the
theoretical results is about 8%. This indicates that more phys-
ical effects might need to be taken into account, such as the
possible capture of electron correlations in our theoretical
calculation. Detailed information is provided in the Supple-
mental Material [49].

In conclusion, we obtain the resolved hyperfine transi-
tion frequencies of 25Mg+ ion with the decoherence-assisted
method and improve the SNR by proper preparation of the
ion’s initial states. Since the ion is sensitive to the laser-
induced decoherence, we can utilize this characteristic to
enhance the weak signal in a quantum system. The uncer-
tainties of the measured frequencies are one third of that in
Ref. [40]. It can be used as a reference for the astrophysical
spectra and can be used for the study of isotope shift theory.
Simultaneously, we give the measured hyperfine structure
constants and the theoretical values. To further improve the
measurement precision, the initial state preparation and laser
polarization purity need to be optimized and the Zeeman sub-
level transitions need to be considered in the fitting function
to reduce the line pulling effects.
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Phys. Commun. 237, 184 (2019).

[52] C. F. Fischer, M. Godefroid, T. Brage, P. Jönsson, and G.
Gaigalas, J. Phys. B: At. Mol. Opt. Phys. 49, 182004 (2016).

L020803-6

https://doi.org/10.1038/178688b0
https://doi.org/10.1103/PhysRevLett.37.179
https://doi.org/10.1103/PhysRevLett.82.884
https://doi.org/10.1103/PhysRevLett.82.888
https://doi.org/10.1103/PhysRevLett.74.3511
https://doi.org/10.1088/0026-1394/43/5/R01
https://doi.org/10.1126/science.1154622
https://doi.org/10.1088/1367-2630/11/5/055048
https://doi.org/10.1007/s10751-009-0146-y
https://doi.org/10.1111/j.1365-2966.2012.20852.x
https://doi.org/10.1093/mnras/stt2204
https://doi.org/10.1103/PhysRevA.68.022502
https://doi.org/10.1103/PhysRevD.96.015011
https://doi.org/10.1103/PhysRevD.96.093001
https://doi.org/10.1103/PhysRevLett.120.091801
https://doi.org/10.1103/PhysRevLett.120.223202
https://doi.org/10.1103/PhysRevLett.125.123002
https://doi.org/10.1103/PhysRevLett.125.123003
https://doi.org/10.1103/PhysRevA.101.012502
https://doi.org/10.3390/universe8050266
https://doi.org/10.1051/0004-6361/202142257
https://doi.org/10.1046/j.1365-8711.2003.06970.x
https://doi.org/10.1103/PhysRevA.70.062108
https://doi.org/10.1007/BF00901058
https://doi.org/10.1016/0375-9601(81)90942-7
https://doi.org/10.1073/pnas.80.2.643
https://doi.org/10.1364/JOSA.60.001458
https://doi.org/10.1046/j.1365-8711.1998.01874.x
https://doi.org/10.1111/j.1365-2966.2006.10491.x
https://doi.org/10.1103/PhysRevA.80.022503
https://doi.org/10.1103/PhysRevLett.102.013006
https://doi.org/10.1088/0031-8949/31/3/003
https://doi.org/10.1103/PhysRevA.58.1016
https://doi.org/10.1140/epjd/e2004-00176-1
https://doi.org/10.1103/PhysRevA.81.042514
https://doi.org/10.1103/PhysRevA.24.1364
https://doi.org/10.1103/PhysRevA.96.052507
https://doi.org/10.1103/PhysRevA.100.013409
https://doi.org/10.1038/s41467-017-00067-9
https://doi.org/10.1103/PhysRevLett.112.113003
https://doi.org/10.1103/PhysRevA.98.052507
https://doi.org/10.1007/s00340-020-07479-4
https://doi.org/10.1088/1361-6455/ac5e7d
https://doi.org/10.1063/1.4971852
https://doi.org/10.1103/PhysRevA.82.052519
https://doi.org/10.1002/andp.201900044
https://doi.org/10.1016/0375-9601(89)90353-8
http://link.aps.org/supplemental/10.1103/PhysRevA.107.L020803
https://doi.org/10.1063/1.5121568
https://doi.org/10.1016/j.cpc.2018.10.032
https://doi.org/10.1088/0953-4075/49/18/182004

