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We investigate the ground-state properties of an ultracold-atom system consisting of many-body polarons,
quasiparticles formed by impurity atoms in optical lattices immersed in a Bose-Einstein condensate. We find
the nearest-neighbor attractive interaction between polarons can give rise to rich physics that is peculiar to this
system. In a relatively shallow optical lattice, the attractive interaction can drive the system to be in a self-bound
superfluid phase, with its particle density distribution manifesting a self-concentrated structure. However, in a
relatively deep optical lattice, the attractive interaction can drive the system, leading to the Mott-insulator phase
even though the global filling factor is not an integer. Interestingly, in the Mott-insulator regime, the system can
support a series of different Mott insulators, with their effective density manifesting a devil’s-staircase structure
with respect to the strength of the attractive interaction. A detailed estimation of the relevant experimental
parameters shows that these rich physics can be readily observed in current experimental setups.
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I. INTRODUCTION

Since the concept of polarons was first proposed by Landau
and Pekar in their study on moving electrons in dielectric crys-
tals [1], understanding the properties of impurities interacting
with quantum baths has been an important research field in
condensed-matter physics. This is mainly due to the fact that
polarons can play an important role in understanding the prop-
erties of various important condensed-matter systems such as
high-Tc superconductors [2,3] and semiconductors [4,5]; they
also naturally attract much research interest in the context of
quantum simulations with ultracold atomic gases, for which
continuous effort has been devoted to the investigation of
polaron physics over the last two decades [6–38].

In this context, single- and few-polaron systems have
largely been studied, and their rich physics has been re-
vealed [39–41]. Particularly, the high tunability of optical
lattices also motivates investigations of polarons in opti-
cal lattices, i.e., polarons formed by impurity atoms in
optical lattices immersed in a Bose-Einstein condensate
(BEC) [42–45], or coupled to another species of atoms in
optical lattices [46–48], where interesting phenomena such as
clustering, the self-trapping effect, polaronic slowing, strong
influences on polaronic properties imposed by the bath near
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its phase transition, and the formation of bipolarons have been
found.

However, despite these rich physics revealed in single-
and few-polaron systems [39–41], the physics associated with
many-polaron systems has been far less studied, although the
existence of induced effective interactions between polarons
has been revealed [42–45,49]. In fact, for polarons in optical
lattices, these induced effective interactions not only assume
an on-site part but also assume an off-site part. This reminds
one of the rich many-body physics of ultracold gases with
dipolar interactions in optical lattices (see, e.g., Ref. [50]
and references therein). For instance, the so-called devil’s
staircase, which was first identified in long-range interact-
ing lattice models of classical particles and spins [51–54]
and was later also found in other systems, such as liquid
crystals [55], quantum models of dimers [56,57], spin-valve
systems [58], and fractional quantum Hall systems [59], is
identified in ultracold gases with dipolar interactions in optical
lattices [60–63].

In these regards, one naturally expects that the induced
effective interactions in many-polaron systems could give rise
to novel physics that is absent in single- and few-polaron
systems. Particularly, in many cases, since the quantum bath
that directly interacts with impurity atoms consists of quan-
tum harmonic oscillators, these induced interactions between
polarons are usually attractive [42–45,49]. Noticing in ad-
dition that polarons in ultracold atomic systems also inherit
the repulsive contact interaction from the impurity atoms, this
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FIG. 1. Phase diagram and typical real-space distributions of the
system at the filling factor ρ = 1/36 on a 12 × 12 square lattice.
(a) Phase diagram at ρ = 1/36, which features a transition between
the self-bound superfluid phase and the Mott-insulator (MI) phase.
Inset: Real-space polaron density 〈n̂i〉 distribution of a MI [upper red
dot in main panel, 2JZ/U = 0.4,V/U = 0.5]. (b) Typical 〈n̂i〉, φi,
and �i distributions of the self-bound superfluid [lower red dot in (a),
2JZ/U = 0.4,V/U = 0.1], featuring a self-concentrated structure.
See text for more details.

thus naturally gives rise to the interesting question of physical
influences from the competition between these two types of
interactions in many-body polarons.

Motivated by recent ultracold-atom experiments, here, we
address this question by investigating a system in which one
species of bosonic atoms (impurities) trapped in an optical
lattice is immersed in a BEC formed by another species of
atoms. The interaction between the impurity atoms and the
Bogoliubov (phonon) modes of the BEC drives the formation
of polarons and gives rise to an interacting many-body polaron
system. We investigate the physical influences of the attractive
interaction between polarons by establishing the phase dia-
grams of the system at different filling factors (see Figs. 1
and 2) and find that the attractive interaction can give rise to
rich physics. More specifically, we find the following.

(i) We see self-bound superfluids and emergent Mott in-
sulators (MIs) at noninteger filling factors. In a relatively
shallow optical lattice, the attractive interaction can drive the
system to be in a self-bound superfluid phase, with its particle
density distribution manifesting a self-concentrated structure
[see Fig. 1(b)]. However, in a relatively deep optical lattice,
the attractive interaction can drive the system, forming the
Mott-insulator phase even though the global filling factor is
not an integer [see the inset of Fig. 1(a)].

(ii) We also see the reentrance to the self-bound superfluid
and a devil’s staircase induced by attractive interaction. At
intermediate filling factors and in the relatively small hop-
ping regime, increasing the attractive interaction strength can

FIG. 2. Phase diagrams and typical real-space distributions at
intermediate fillings. (a) Phase diagram at ρ = 1/12. The inset shows
the V/U dependence of the average superfluid order parameter φ ≡
N−1

lat

∑
i φi at a fixed hopping amplitude (2JZ/U = 0.13; see also the

arrow in the main plot). (b) Typical density and superfluid order pa-
rameter distributions that correspond to the red dots in (a). The values
of V/U for the red dots marked by 1 to 4 are 0.04, 0.32, 0.46, and
0.7, respectively. The 2JZ/U values for these dots are the same, with
2JZ/U = 0.13. (c) Phase diagram at ρ = 1/3. The inset shows the
V/U dependence of φ at a fixed hopping amplitude (2JZ/U = 0.04;
see also the arrow in the main plot). (d) Density distributions that
correspond to the red dots in (c). The values of V/U for the red dots
marked by 1 to 8 are 0.2, 0.32, 0.38, 0.46, 0.58, 0.78, 0.98, and 1.2,
respectively. The 2JZ/U values for these dots are the same, with
2JZ/U = 0.04. See text for more details.
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FIG. 3. Devil’s staircase induced by the attractive interaction at
fixed filling factors. (a) Devil’s staircase at a fixed filling factor
ρ = 1/12. At a hopping amplitude (2JZ/U = 0.13), the V/U de-
pendence of the effective density ρeff (blue and red dots) manifests
a series of plateaus. In particular, in the large part of these plateaus
marked in blue, the system is in the incompressible Mott-insulator
state, as shown by the red solid curve, which is the V/U dependence
of the spatially averaged local density fluctuation �̄ ≡ N−1

lat

∑
i �i.

(b) Devil’s staircase at the filling factor ρ = 1/3 (2JZ/U = 0.04).
(c) Devil’s staircase after zooming in on the yellow region in (b).
(d) Density distributions that correspond to the blue part of each
plateau in (c). See text for more details.

first drive the system from the self-bound superfluid phase
into the Mott-insulator phase, then back to the self-bound
superfluid phase again [see the vertical arrows and insets in
Figs. 2(a) and 2(c)]. In fact, a series of this type of reentrance
can be present in the system as long as the filling factor is
large enough [see, for instance, the vertical arrow and inset
in Fig. 2(c) with the corresponding filling factor ρ = 1/3].
Interestingly, the system can also support a succession of
incompressible Mott-insulator states, dense in the parameter
space (see Fig. 3), which is reminiscent of the devil’s staircase
in a long-range interacting system tuned by the filling factor,
but here, in our case, it is driven by an essentially short-range
attractive interaction with the filling factor of the system kept
fixed.

II. SYSTEM AND MODEL

Motivated by related experiments, we consider a system
where one species of bosonic atoms (impurities) trapped in a
square optical lattice is immersed in a BEC formed by another
species of atoms [42,45,64]. The system can be described by
a Hamiltonian Ĥsys consisting of three parts, i.e., Ĥsys = ĤI +
ĤB + Ĥint. Here, ĤI is the Hamiltonian of the impurity atoms
assuming the form of a conventional Bose-Hubbard model,

i.e., ĤI = −∑
〈i,j〉 J0â†

i âj − ∑
i μ0â†

i âi + ∑
i(U0/2)â†

i â†
i âiâi,

with â†
i (âi) being the impurity creation (annihilation) op-

erator at site i in the Wannier basis. The BEC is treated as
a Bogoliubov phonon bath described by ĤB = ∑

q h̄ωqβ̂
†
qβ̂q,

where ωq is the Bogoliubov phonon spectrum with mo-
menta q and β̂†

q (β̂q) is the creation (annihilation) operator
for the Bogoliubov phonons. The interaction between the
impurities and phonons are described by the Hamiltonian
Ĥint = ∑

i

∑
q h̄ωqMqeiq·ri (β̂q + β̂

†
−q)â†

i âi + H.c., where Mq
describes the impurity-phonon coupling (see the Appendix for
details).

Due to the interactions between the impurity atoms
and the Bogoliubov (phonon) modes of the BEC, the
impurities and the phonons can form quasiparticles, i.e.,
polarons [42,45,64]. Using the Lang-Firsov polaron transfor-
mation [42,45,64,65], which takes the form H̃ ≡ eŜĤsyse−Ŝ ,
with Ŝ ≡ ∑

i,q λqMqeiq·ri (β̂†
−q − β̂q)â†

i âi, where λq is the vari-
ational parameter of the Lang-Firsov polaron transformation
to be determined self-consistently (see the Appendix for de-
tails), the transformed Hamiltonian H̃ can be separated into
a coherent part 〈H̃〉 and an incoherent part. At low tempera-
tures, the physics of the system can be effectively described
by the coherent part of the Hamiltonian for the polarons
after the Lang-Firsov polaron transformation since the in-
coherent part is strongly suppressed in the low-temperature
regime [42,45,64].

Therefore, the effective Hamiltonian for the polarons reads
(see the Appendix for more derivation details)

Ĥ = − J
∑
〈i,j〉

b̂†
i b̂j + U

2

∑
i

n̂i(n̂i − 1) −
∑
〈i,j〉

V

2
n̂in̂j, (1)

where b̂†
i (b̂i) is the creation (annihilation) operator of po-

larons at site i in the Wannier representation, n̂i ≡ b̂†
i b̂i is the

particle number operator that counts the number of polarons
on site i, and 〈i, j〉 denotes nearest-neighbor lattice sites. Here,
the Hamiltonian (1) assumes the form of the extended Bose-
Hubbard model, where the first two terms are the conventional
hopping term with hopping amplitude J and the on-site in-
teraction term, whose strength is specified by U . The third
term describes the induced nearest-neighbor attractive interac-
tion [42–45,49] between polarons whose strength is specified
by V (V > 0). It originates from the coupling between impu-
rity atoms and the Bogoliubov modes of the BEC [42,45,64].

From the form of the Hamiltonian (1), we see that its first
two terms form the conventional Bose-Hubbard model [66],
which favors two homogeneous phases that respect the dis-
crete translational symmetry of the underlying lattice, i.e.,
homogeneous superfluid at large J/U and homogeneous Mott
insulators at integer filling factors at small J/U . However,
for the nearest-neighbor attractive interaction term, it can
drive the polarons to concentrate in space, making real-space
distributions of typical physical quantities, such as density
distributions, inhomogeneous. This thus breaks the discrete
translational symmetry of the system. In these regards, one
would expect that the presence of the nearest-neighbor attrac-
tive interaction could give rise to new physics beyond that
associated with a conventional superfluid-to-Mott-insulator
transition. Indeed, as we shall see in the following, the
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attractive interaction can give rise to Mott insulators at nonin-
teger fillings. Even more remarkable, it can drive the system to
form a series of incompressible ground states. This is reminis-
cent of the devil’s staircase in long-range interacting systems
tuned by the filling factor [51,52,54,61], but here, in our case,
it is driven by the attractive interaction, with the filling factor
of the system kept fixed.

III. RESULTS

In the investigations that will be presented in the following,
we use the bosonic Gutzwiller variational approach [67–69]
to investigate the ground-state properties of the system, with
the variational ground state assuming the site-factorized form
|GW〉 = |φ1〉1 ⊗ · · · ⊗ |φNlat 〉Nlat . Here, Nlat is the total number
of lattice sites, and |φi〉i = ∑∞

n=0 c(i)
n |n〉i is the local wave

function at site i, with |n〉i being the corresponding local
occupation number state and c(i)

n being the variational pa-
rameter. The ground state is determined by minimizing the
total energy of the system within this variational ansatz, i.e.,
E ({c(i)

n }) = 〈GW|Ĥ |GW〉. In the following, we investigate the
ground-state properties of the system at different fixed filling
factors ρ ≡ N/Nlat , with N being the total number of polarons
in the system. If not specified in the text, a square lattice with
the linear system size L = 12, the local occupation number
cutoff nmax = 13, and open boundary condition are chosen in
the numerical results presented in the following (the periodic
boundary condition can also be employed and gives rise to
only small differences).

A. Self-bound superfluid and emergent Mott insulators
at noninteger fillings

At low filling factor ρ ≡ 〈N̂〉/Nlat , the typical proper-
ties of the system are summarized in Fig. 1, which shows
a phase diagram of the system at the filling factor ρ =
1/36 and typical real-space distributions of polaron density
〈n̂i〉, superfluid order parameter φi ≡ 〈b̂i〉, and local density
fluctuation �i ≡ 〈n̂2

i 〉 − 〈n̂i〉2. In the large-hopping-amplitude
regime [see lower right part of Fig. 1(a)], the system breaks
the U(1) symmetry and is in a superfluid phase characterized
by the existence of the nonzero superfluid order parameter φi.
Interestingly, as one can see in Fig. 1(b), the polaron density
and superfluid order parameter distributions peak at the center
of the lattice. We remark here that no external trapping poten-
tial is present in our calculation; this real-space concentration
reflects the influences of the attractive interaction between
polarons. In the following, we thus refer to it as the self-bound
superfluid phase.

Compared to conventional homogeneous superfluid phases
in similar systems without attractive interactions, the spatial
polaron density and superfluid order parameter distributions
of the self-bound superfluid phase show that the attractive
interaction can drive the polarons to the central region of the
system. This indicates that although the filling factor of the
system in this case is well below unit filling, a strong enough
attractive interaction can still drive the emergence of a local
Mott-insulator phase by increasing the local filling factor or
density in the central region of the system. Indeed, as one can
see from Fig. 1(a), when the attractive interaction strength

is relatively strong compared with the hopping amplitude,
the system always forms a Mott insulator with a vanishing
superfluid order parameter and local density fluctuation. Fi-
nally, we remark that because the phase diagrams presented in
Figs. 1 and 2 are obtained using the bosonic Gutzwiller vari-
ational approach, possibly strong quantum fluctuations that
exist in the vicinity of the phase boundaries are not well ac-
counted for within this mean-field approach. These quantum
fluctuations are expected to impose corrections on the phase
boundaries and local density fluctuations in these quantum
critical regimes. Although they are beyond the scope of the
current work, it would be interesting to further investigate the
influences of quantum fluctuations in these quantum critical
regimes by employing methods beyond the mean field, such
as the quantum Monte Carlo method [70,71], which has been
applied to study Bose-Hubbard-type models and the quantum
Gutzwiller approach developed recently [72,73].

B. Reentrance to self-bound superfluid and devil’s staircase
induced by attractive interaction

Noticing that in the above low-filling case, the total particle
number of the system is quite small (N = 4) and strongly
restricts the number of possible configurations of density dis-
tributions, one naturally expects that at intermediate filling
factors, the system could manifest richer physics induced by
the attractive interaction. This motivates us to investigate the
properties of the system at intermediate filling factors, the
results of which are summarized in Fig. 2, where two phase
diagrams of the system at two different intermediate filling
factors (ρ = 1/12, 1/3) are shown. Compared with the phase
diagram at the low filling factor, the ones at intermediate
fillings assume a more delicate Mott-insulator to self-bound
superfluid transition boundary.

Taking the phase diagram of the system at ρ = 1/12, for
instance [see Fig. 2(a)], one can see that in the relatively
small hopping regime, by increasing the attractive interaction
strength, the system first transits from a self-bound superfluid
to a Mott insulator, similar to what happens in the above
low-filling case; however, it transits back to the self-bound
superfluid from the Mott insulator upon further increasing
the attractive interaction strength [see the vertical arrow and
inset in Fig. 2(a)]. This indicates the attractive interaction
can drive a reentrant transition to the self-bound superfluid
phase. By comparing the density and superfluid order pa-
rameter distributions of the self-bound superfluid phase at
weak attractive interaction strength [see the plots labeled 1
in Fig. 2(b)] and those of the reentered self-bound superfluid
phase [see the plots labeled 3 in Fig. 2(b)], one notices that
the density and superfluid order parameter distributions of the
reentered self-bound superfluid are much more compressed
due to the stronger attractive interaction. Moreover, further
comparing the density distribution of the reentered self-bound
superfluid with those of the Mott-insulator phases nearby in
the parameter space [see the plots labeled 2 and 4 in Fig. 2(b)],
one can see that the extent of compression of the reentered
self-bound superfluid is between those of these two Mott
insulators. This suggests the reentered self-bound superfluid
phase can be regarded as the intermediate phase between
two adjacent (in the parameter space) Mott insulators with
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different density distributions. Indeed, in the parameter regime
where two adjacent Mott insulators have similar energies, one
expects the quantum tunneling of polarons between different
sites to become much easier, hence giving rise to the reentered
self-bound superfluid.

As a matter of fact, at a larger filling factor (ρ = 1/3, for
instance), the attractive interaction can drive not only one but
a series of reentrances to the self-bound superfluid, as shown
in Fig. 2(c). This series of reentered self-bound superfluid
appears to be intermediate phases between a series of adjacent
(in the parameter space) Mott insulators with different density
distributions [see Fig. 2(d)].

To effectively characterize this series of Mott insulators
and reentrances to the self-bound superfluid in the weak-
hopping regime, we introduce the effective density ρeff ≡
N/Neff

lat , which describes the average density of the system in
the region with nonzero polaron density (Neff

lat is the number
of lattice sites with nonzero density). Figure 3 shows how
the effective density changes with respect to the attractive
interaction strength at two fixed filling factors with ρ = 1/12
and ρ = 1/3. We notice that the effective density ρeff of the
system manifests a series of plateaus with respect to the attrac-
tive interaction strength, and in the large part of these plateaus
marked in blue in Fig. 3, the system is in the incompressible
Mott-insulator state. In particular, at the relatively high filling
(ρ = 1/3, for instance) shown in Figs. 3(b) and 3(c), these
plateaus can be quite dense in the parameter space. This is
reminiscent of the devil’s staircase in systems with long-range
repulsive interactions [51–54,60–63,74,75]; therefore, we also
refer to this succession of incompressible ground states, dense
in the parameter space, as the devil’s staircase.

However, we emphasize that there are substantial differ-
ences between the devil’s staircase found here and those in
systems with long-range repulsive interactions [51–54,60–
63,74,75]. In the latter, the devil’s staircase is driven by
changing the chemical potential (or, equivalently, the number
of particles in the system); that is, different incompressible
ground states that are located on different steps of the staircase
correspond to systems with a different particle numbers (or
filling factors). However, for the many-body polaron system
investigated here, the devil’s staircase is driven by the attrac-
tive interaction with the number of particles in the system
kept fixed; that is, different incompressible ground states that
are located on different steps of the staircase correspond
to systems with different attractive interaction strengths but
with the same particle number. Note also that, for systems
with long-range repulsive interactions, the long interaction
range (i.e., the strength of the interaction assuming a power-
law decay with respect to the distance) is crucial for the
development of the chemical-potential-driven devil’s stair-
case [60–63], whereas for the many-body polaron system
investigated here, the interaction that drives the emergence of
the devil’s staircase is essentially short-range since the inter-
action range covers only nearest-neighbor sites, as shown in
Hamiltonian (1). Moreover, the incompressible ground states
associated with the devil’s staircase in these two cases also
manifest distinct spatial structures. For systems with long-
range repulsive interactions, the density distributions of these
states usually assume density-wave structures commensurate

with the underlying lattice [60–63], which is in sharp contrast
to the self-concentrated structure in the many-body polaron
system [see Fig. 3(d), for instance].

C. Experimental observability

We believe that the physics predicted in this work can
be readily observed in current experimental setups. For in-
stance, one could employ an experimental setup similar to
the one presented in Ref. [76]. Namely, one could immerse
133Cs impurities, with scattering lengths of 220a0 (a0 denotes
the Bohr radius), trapped by laser beams with wavelength
λ = 1064 nm, in a BEC with an average density n0 = 1.0 ×
1014 cm−3 formed by 87Rb atoms. By using the Feshbach
resonance between 133Cs and 87Rb [77], as shown in Fig. 4
in the Appendix, one could, indeed, tune the ratio between the
attractive interaction strength and the on-site repulsive inter-
action strength, i.e., V/U in the interval (0,1.5) (see the Ap-
pendix for estimation details). Moreover, one could also im-
merse 39K impurities (with scattering lengths of 278a0 [78]) in
a BEC with an average density n0 = 2.3 × 1014 cm−3 formed
by 87Rb atoms [28]. Similarly, by using the Feshbach reso-
nance between 39K and 87Rb [28], as shown in Fig. 4 in the
Appendix, one could thus tune the interaction ratio V/U in the
interval (0,1.5) to observe the physics predicted here.

Moreover, we believe that the physics predicted here could
be relevant for quantum gases consisting of atoms with mag-
netic dipole moments in square optical lattices, with the
attractive interaction in Hamiltonian (1) realized by imposing
a magnetic field rotating along a cone centered around the
direction perpendicular to the lattice plane [79–81]. Also,
Hamiltonian (1) is expected to be relevant for microwave-
dressed polar molecules in square optical lattices, where, in
particular, the attractive interaction in (1) can be realized by
a rotating electric field with the rotating axis perpendicular to
the lattice plane [82].

IV. CONCLUSIONS

The competition between the local repulsive interaction
and the nearest-neighbor attractive interaction in many-body
polarons in optical lattices formed by ultracold atoms can give
rise to rich physics, as its phase diagrams at different filling
factors have shown: at a relatively large hopping amplitude,
the attractive interaction can drive the system to be in a self-
bound superfluid phase, with its particle density distribution
manifesting a self-concentrated structure. In the relatively
small hopping amplitude regime, the attractive interaction
can drive the system, forming the Mott-insulator phase even
though the global filling factor is not an integer. Interestingly,
in the Mott-insulator regime, the system can support a series
of different incompressible Mott insulators whose local effec-
tive filling factors manifest a devil’s-staircase structure with
respect to the strength of attractive interaction. A detailed
estimation of the relevant experimental parameters showed
that these rich physics can be readily observed in current ex-
perimental setups [28,76]. We believe our work will stimulate
both further theoretical and experimental efforts to reveal the
rich physics of many-body polaron systems.
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APPENDIX: DERIVATION OF THE EFFECTIVE
HAMILTONIAN AND EXPERIMENTAL PARAMETER

ESTIMATION

In this Appendix, we present the detailed derivation of the
effective Hamiltonian (1) and estimate the region of relevant
experimental parameters where the physics predicted in this
work can be observed. We consider impurities with mass mI

interacting with a BEC formed by atoms with mass mB. The
impurities are trapped in a relatively deep optical lattice and
are described by the Hamiltonian ĤI presented in the main
text. In the following, we use the harmonic approximation
for the Wannier basis (at site 0 for instance) for the impurity,
which assumes the form

W (r) = 1

(πσ 2
‖ )

1
2

e
− (x2+y2 )

2σ2‖

(√
n⊥/n‖
πσ 2

‖

) 1
4

e
−

√
n⊥/n‖
2σ2‖

z2

, (A1)

with σ‖ = √
h̄/mIω‖ = d/(πn

1
4
‖ ) and oscillation frequency

h̄ω‖ ≡ 2(V ‖
I ER)1/2. The trapping strength in the transverse (z)

direction V ⊥
I is much stronger than in the parallel (x, y) di-

rections V ‖
I , with n⊥ ≡ V ⊥

I /ER and n‖ ≡ V ‖
I /ER. The on-site

interaction and hopping amplitude for the impurities can be
obtained, i.e.,

U0 = gII

2

∫
d3r|W (r)|4

≈
√

8π
aII

d
n

1
2
‖ n

1
4
⊥ER, (A2)

J0 ≈ 4√
π

ERn
3
4
‖ e−2

√
n‖ , (A3)

where d = λ/2 is the lattice constant, λ is the laser wave-
length, and ER ≡ h̄2k2/(2mI ) is the recoil energy with k =
2π/λ. The interaction between impurities is determined by
gII = 4π h̄2aII/mI , where aII is the scattering length between
impurities.

The BEC of ultracold atoms with weak repulsive contact
interactions can be described by the Bogoliubov theory and
treated as a phonon bath [42,45,64] described by the Hamilto-
nian ĤB presented in the main text. The spectrum h̄ωq for the
Bogoliubov phonons that appears in ĤB assumes the explicit
form h̄ωq = √

εq(εq + 2gBBn0), with εq ≡ h̄2|q|2/(2mB), n0

being the average BEC density, and gBB being the strength
of the repulsive contact interaction determined by the boson-
boson scattering length aBB via gBB = 4π h̄2aBB/mB.

The impurity-BEC interaction term can be written as the
Fröhlich impurity-phonon coupling [45] Ĥint presented in the

main text, where the explicit form of Mq that appears in Ĥint

reads

Mq = gIB

√
n0εq

�(h̄ωq)3
e− (q2

x +q2
y )σ2‖ +q2

z σ2⊥
4 , (A4)

with � being the system quantization volume. The inter-
species interaction gIB is determined by gIB = 2π h̄2aIB/mIB,
with mIB = mI mB/(mI + mB) being the reduced mass and aIB

being the impurity-boson scattering length.
As presented in the main text, one can use the Lang-

Firsov polaron transformation [42,45,64,65] to transform the
Hamiltonian of the whole system Ĥsys into a Hamiltonian
H̃ . This transformed Hamiltonian H̃ can be separated into
a coherent part 〈H̃〉 and an incoherent part. The incoherent
part is strongly suppressed in the low-temperature regime
kBT � g2

IB/(2ξgBB) [42], with ξ being the condensate healing
length. Therefore, to investigate the ground-state properties of
the system, one can neglect the incoherent part and focus on
the coherent one, which is decoupled from the phonon bath
and assumes the form of an extended (polaronic) Hubbard
model with phonons eliminated by thermal averaging, i.e.,

ĤP ≡ 〈H̃〉 = −
∑
〈i,j〉

Jb̂†
i b̂j −

∑
i

μn̂i

+
∑

i

U0 − Vi,i

2
n̂i(n̂i − 1) −

∑
i �=j

Vi,j

2
n̂in̂j.

(A5)

Here, J is the renormalized polaronic hopping, with J ≡
J0e− ∑

q (2Nq+1)[1−cos(q·d)]|λqMq|2 and d being d
ex or d
ey. μ

is the renormalized chemical potential, with μ ≡ μ0 +∑
q ωqλq(2 − λq)|Mq|2, and U0 − Vi,i is the on-site interac-

tion strength including the polaron energy shift. The effective
off-site interaction strength

Vi,j =
∑

q

h̄ωqM2
q

[(
2λq − λ2

q

) + H.c.
]

cos(q · Rij), (A6)
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FIG. 4. Estimation of V/U in relevant experimental systems.
Solid curve: 133Cs impurities in a BEC formed by 87Rb atoms. Dotted
curve: 39K impurities in a BEC formed by 87Rb atoms. By tuning the
scattering length between impurity atoms and BEC atoms using Fes-
hbach resonance, the parameter region of V/U in the phase diagrams
shown in Figs. 1 and 2 can be achieved in these experimental setups.
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where Rij ≡ ri − rj. Actually, the strength of Vi,j decays
very fast with respect to |Rij| [45]; therefore, we keep only
the nearest-neighbor interaction term in the final effective
Hamiltonian (1) for the polarons. Moreover, to estimate the
value of the parameters appearing in the effective Hamil-
tonian (1) of the polarons, we further employ a simple
momentum-independent ansatz for λq, i.e., λ = λq. This
momentum-independent ansatz works well in the strong-
coupling regime [42], and also there have been investigations
showing that the variation of λq with respect to q is usu-
ally small [45]; therefore, we expect this ansatz could give
a reasonably good estimation of the parameters that appear in
the effective Hamiltonian of the polarons, particularly in the
strong impurity-photon coupling regime that accommodates
more interesting physics. In practice, λ is determined by min-
imizing the ground-state energy [45], and the corresponding

self-consistent equation for λ reads

λ =
[

1 + 2|J0|
∑

q fq|Mq|2∑
q h̄ωq|Mq|2 e−λ2 ∑

q fq|Mq|2
]−1

, (A7)

where fq ≡ (2Nq + 1)[1 − cos(q · d)], with the thermally av-
eraged phonon occupation number Nq ≡ [eh̄ωq/(kBT ) − 1]−1.

According to the above expressions for the interaction pa-
rameters that appear in the effective Hamiltonian (1), we can
estimate the ratio between the attractive interaction strength
and the on-site repulsive interaction strength, i.e., V/U . The
dependence of this ratio on impurity-boson scattering length
aIB is shown in Fig. 4 for two relevant experimental setups
(see Sec. III C). One can see that the parameter region of V/U
that accommodates the physics predicted here can be achieved
by tuning aIB in experiments.
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