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Thermal Uhlmann phase in a locally driven two-spin system
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We study the geometric Uhlmann phase of mixed states at finite temperature in a system of two coupled
spin-% particles driven by a magnetic field applied to one of the spins. In the parameter space of temperature and
coupling, we show the emergence of two topological Uhlmann phase transitions when the magnetic field evolves
around the equator, where a winding number can characterize each temperature range. For small couplings, the
width of the temperature gap of the nontrivial phase is roughly the critical temperature 7. of one-dimensional
fermion systems with two-band Hamiltonians. The first phase transition in the low-temperature regime and small
values of the coupling corresponds to the peak of the Schottky anomaly of the heat capacity, typical of a two-level
system in solid-state physics involving the ground and first excited states. The second phase transition occurs
at temperatures very close to the second maximum of the heat capacity associated with a multilevel system.
We also derive analytical expressions for the thermal Uhlmann phase for both subsystems, showing that they
exhibit phase transitions. In the driven subsystem, for minimal g, a topological phase transition appears at 7,
again. However, for larger values of g, the transitions occur at lower-temperature values, and they disappear
when the coupling reaches a critical value g.. The latter is not the case for the undriven subsystem, where at low
temperatures, a single phase transition occurs at g.. Nevertheless, as the temperature rises, we demonstrate the
emergence of two phase transitions defining a coupling gap, where the phase is nontrivial and vanishes as the

temperature reaches a critical value.
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I. INTRODUCTION

Since the discovery of the quantum Hall effect, topological
phases of matter have become of great interest in condensed-
matter physics [1]. For example, the characterization of this
paradigmatic effect in terms of the Chern topological invari-
ant employs the Berry curvature as a fundamental concept
[2,3], which has also proved to be the essential ingredient in
the theoretical description of topological insulators [4,5]. The
presence of topological phases of matter beyond conventional
condensed matter systems has paved the way for exploring
geometrical phases in optical, polaritonic [6,7], and super-
conducting systems [8]. Although the Berry phase has been
essential to characterize the topological properties of various
quantum systems by studying their ground states (pure states),
systems involving finite temperatures or out-of-equilibrium
physics require a different approach since they involve sta-
tistical mixtures. Therefore, an extension of the Berry phase
concept for pure states to the point where we have the pres-
ence of mixed states is required. The Uhlmann phase [9,10],
which consists of the evolution of density matrices, is a suit-
able generalization of the Berry phase to finite-temperature
systems. The latter has acquired great relevance [11,12] in
the context of one-dimensional fermionic systems [4,13—-15],
where it defines a topological invariant that remains constant
in a finite-temperature interval after acquiring a null value
from a specific critical temperature. A system below the criti-
cal temperature is classified as topologically protected, while
the system is said to be in the topologically trivial regime
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above that temperature. The study of the Uhlmann phase and
connection in zero-temperature symmetry-protected topolog-
ical systems [16—-19] and comparisons of the interferometric
and Uhlmann geometries during dynamic and thermal phase
transitions [20,21] is also an active area of research. Geomet-
ric phases are very sensitive to thermal changes, so achieving
control of their properties and a certain degree of robustness
against dissipative effects is desirable for applications in quan-
tum computing.

We have recently investigated the Uhlmann phase in mix-
tures generated by a noisy channel applied to two coupled
spin—% systems driven by a time-dependent magnetic field
[22]. We showed how to control the phase transitions in
the subsystems by manipulating the intensity of the noisy
channel. In the latter model, we did not observe any phase
transition of the Uhlmann and interferometric phase defined
by Sjoqvist et al. in Ref. [23] for the mixed states of the
composite system. It is important to note that interferometric
phases may display phase transitions in specific systems or
conditions. A study in Ref. [24] examined the interferometric
and Uhlmann phases in two- and three-level quantum sys-
tems at finite temperatures, revealing that the interferometric
phase only underwent transitions in the latter. In contrast, the
Uhlmann phase experienced transitions in both systems. One
must be cautious when exploring these phases as topological
indicators in mixed systems. Given our previous findings,
an interesting research topic is to study the structure of the
Uhlmann phase in a bipartite system where a different mecha-
nism causes the mixing of the states. One of these mechanisms
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is due to the thermal effects in the system. Interestingly, stud-
ies of the Uhlmann topological phase for single spin-j systems
[25,26] show the emergence of an intermediate-thermal topo-
logical phase in different temperature regimes that can be
classified using the winding numbers of the system. Moreover,
recent studies [27] show the robustness of the Uhlmann phase
in a qubit under environmental and thermal effects modeled
within the Lindblad equation approach [28] in topological sys-
tems like the Su-Schrieffer-Heeger (SSH) model [13], Kitaev
chain [15], and Bernevig-Hughes-Zhang (BHZ) model [29].

In this work, we aim to study the effects of temperature
in the Uhlmann phase for a system of two interacting spin-%
particles in the presence of a magnetic field acting on one
of the particles. We study how the undriven system acquires
a phase through thermal and exchange interactions with the
driven system, known to have a specific phase. Our work
builds upon previous research by Yi et al. [30] on Berry
phases in the same model. In future research will examine the
effect of driving fields on both systems. Using analytical ex-
pressions for the Uhlmann phase, we show the emergence of
topological phase transitions in the composite system and its
corresponding subsystems. We demonstrate that the compos-
ite system exhibits two phase transitions occurring at different
temperatures, which define a gap AT where the phase is
nontrivial, and that depends on the coupling value. Interest-
ingly, we find that the first phase transition, which occurs
in the low-temperature regime and small coupling values,
corresponds to the maximum of the Schottky anomaly of the
heat capacity, typical of two-level systems, suggesting a con-
nection between the thermal Uhlmann geometric phase and a
physical observable. We also demonstrate that the Uhlmann
phase in subsystems corresponding to the driven and undriven
spin-— particles exhibit completely different phase transitions.
In partlcular the latter shows a peculiar double topological
transition for two critical values of the coupling, which appear
at a fixed temperature value in all directions of the field with
a fixed latitude at the equator of the sphere.

We organize our paper as follows: In Sec. II, we present
the model and discuss the procedure to calculate the Uhlmann
phase. In Sec. III, we explore the thermal effects and topolog-
ical transitions on the composite system, and in Sec. IV, we
study the features of their corresponding subsystems. Finally,
we present the conclusions in Sec. V.

II. MODEL

Our model involves two interacting spln- particles via
an anisotropic Heisenberg interaction, where only one of the
particles is driven by a time-dependent magnetic field. The
following Hamiltonian [22,30] determines the dynamics of
the system:

H(¢)=3B(1)-6 @1+ (J/2)(6:®6,—6,886,), (1)

where B(t) = B, is the rotating magnetic field along the di-
rection i1 = (sinf cos ¢, sin 6 sin ¢, cos ), with 6 = [0, ],
and the time dependence comes from the parameter ¢ =
¢(¢). The energy spectrum of the rescaled Hamiltonian

H = H,/(B,/2) is given by

Fi= B =1+ @12+ @2¢ + 450,
Ey= —E = / L+@/2— (g/2)/g +4sin?6, ()

where g = 2J/B, stands for the spin-spin coupling. We know
that unitary transformations leave invariant the spectrum
of a Hamiltonian [31], and since the eigenvalues (2) are
¢ independent, we may attempt to write (1) as H(¢p) =
U (¢)I-7 ()14 T(¢). The unitary transformation that satisfies
these expressions is given by

U (¢) = e~ /#/D6:01-108) 3

The latter transformation can be interpreted as performing
a rotation about the Z axis on the first spin-% parti-
cle while performing the inverse rotation on the second
spin-% particle. Hence, the eigenvectors of our system
can be expressed as |u;) =U|uj(0)), where |u;(0)) are
the eigenvectors of H(0). This set of eigenvectors are
given by |u;(0)) = J\/_l/z[u(l) @) 3 =

JU; (4)] where u;
sing, ul” = g(cos® e—Ef)/(l E}), u(3) (Ej — cose),

and u” = gsinf(cosf — E;)/(1 — EJZ), w1th/\/ =2,
We will take advantage of this unitary equivalence of eigen-
vectors in the computation of the Uhlmann holonomy below.
An approach to exploring the geometric phases in compos-
ite systems is using the Uhlmann phase [9,10]. The Uhlmann
phase @, introduced by Viyuela [11,12] for exploring thermal
effects in one-dimensional fermion systems, is given by

@ = Arg{Tr[ps, V (&, 21}, 4)

where the Uhlmann holonomy V (X, A) = Pef4®) is a A-
ordered integral, and A(}) is the Uhlmann connection. In
general A(A) does not commute for all values of the parameter
. An alternative procedure to evaluate V (i, Ao) is by solving
the differential equation for the evolution operator

dV(r, 2o) = AV (A, M), (3)

with the initial condition V (%o, A¢) = 1, where we assume
that Ay = 0. The Uhlmann connection A(}) is given by

AG) = le/fz (Vill3:.v/P, v/PIIV,))

pj+pi

(Wil dxr,  (6)

which involves the matrix elements with respect to the eigen-
basis {|1;)} of the density matrix p, which we assume to
be diagonalized, with eigenvalues {p;}. In the spectral basis,
p=> iPj [¥;) (¥;|. By explicitly computing the matrix el-
ements of the commutator in Eq. (6) we write the Uhlmann
connection as

=y Whim VP

J+

A(d) ﬂ) (Wiloaws) i) (sl da. ()

i#]
We emphasize that the Uhlmann procedure employs a spectral
decomposition and an amplitude-purification isomorphism
[12] for any general density matrix, enabling the characteriza-
tion of geometrical features via purifications in an expanded

Hilbert space. The purification process, along with the parallel
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transport condition, leads to the Uhlmann holonomy (5), the
connection (6), and the geometric phase (4). The latter entails
finding the eigenvalues and eigenvectors of the density matrix
of the composite system and the subsystems.

In the following sections we investigate the general fea-
tures of the Uhlmann phase in mixed entangled states for a
composite system (Sec. II), and its corresponding subsystems
(Sec. IV).

III. UHLMANN PHASE AND THERMAL EFFECTS
IN A COMPOSITE SYSTEM

We investigate the mixing of states due to thermal effects
of the composite system HAB = HA ® HP of two interacting
particles with spin 3, by introducing the density matrix for a
system in thermal equ111br1um

p=ePHTr[ePH, (8)

with B = 1/kgT, where kg is the Boltzmann constant (we
set kg = 1 in our numerical calculations) and T is the tem-
perature. The Hamiltonian of the system H fulfills A |u i) =
Ej |uj), with energy eigenvalues E; with corresponding eigen-
states |u;), which are also eigenfunctions of p [Eq. (8)],
i.e., plu;j) = pjlu;). Thus, the eigenvalues are simply given
by p;j =ePEi/Z, where Z =Y, e PE is the canonical
partition function. We evaluate the Uhlmann connection
A(L) [Eq. (7)], by letting the eigenstates [¥;) — |u;), and
the parameters A — ¢ and Xy — ¢y. By subst1tut1n§ in
Eq. (7), the analytical expressions (u;|0gu;) = z(u(4) %

u!! )uy ))//N; N, the Uhlmann connection yields

=Y — /P

p] +pz

uulD) ;) (uj| dg. )

The Uhlmann holonomy V (¢, ¢) can be computed either
by numerically solving the time evolution in Eq. (5) [with
the initial condition \7((150, ¢o) = 14] or by switching to the
rotating reference frame using a unitary transformation (3). In
the latter case note that ;) (u;| = U(¢) |u;(0)) (u;(0)| U (),
and that all the coefficients in Eq. (9) are constant. This allows
us to write A((b) = U(qﬁ)A(O)UT(q)), which expresses the ¢
dependence of the Uhlmann holonomy by means of a unitary
transformation. By solving Eq. (5) in the rotating frame and
transforming back to the laboratory frame, we obtain the fol-
lowing expression for the Uhlmann holonomy for a one-cycle
evolution

i#] j
X (u;4)u§4)

V= g—zin[—<6:®1—1®6;)/2+1%1. (10)

Here we have defined the Hermitian operator K = iA(0) to
clearly express the unitarity of V. Thus, the thermal Uhlmann
phase of the composite system ®*2(8, g, T') is given by

D80, g, T) = Arg{Tr[pg, V (¢, do)1}. (11)

We focus on nontrivial topological transitions in a magnetic
field that winds only once in the parameter space. Neverthe-
less, it is worth noting that higher magnetic field windings
may induce interesting structure effects in the Uhlmann phase,
as is the case of Kitaev chains [32] at finite temperatures in the
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FIG. 1. Color density maps of (a) the Uhlmann phase of the
composite system &2 [Eq. (11)] for T = 0.01, and (b) the Berry
phase y; of the ground state, as a function of the coupling parameters
g and 6. We show that for small temperature values, ®4% and y,
approximately coincide, as expected. All the phases are plotted in
radians from —1 to 1 (in 7 units).

crystal momentum representation. The specific nonperiodicity
of the Uhlmann phase contradicts the topological nature of the
transitions and therefore warrants further investigation.

We explore the Uhlmann phase for system AB as a function
of g for all directions of the field in the low-temperature
regime. In Fig. 1(a) we show that in the limit 7 — 0, the
Uhlmann phase resembles to the Berry phase [Fig. 1(b)] of
the ground state |up). The geometric phase was evaluated
by using the general expression y; = foh do (u;jliogu;) =
(27'[//\/',-){[u§.1)]2 - [u§.4)]2}, corresponding to the jth eigen-
state of the system. This result is consistent with the fact that
for low temperatures, the thermal mixture of states tends to
its ground state |uy), governed by E,. Moreover, this is in
agreement with the statements in Ref. [33] that such behavior
is a general property of quantum systems, except for partic-
ular cases such as those in a one-dimensional (1D) Hilbert
space. Figure 2 shows the Uhlmann phase for system AB
as a function of g for all directions of the field for different
values of T. In Figs. 2(a)-2(e) we show that the Uhlmann
phase ®48 [Eq. (11)] is nontrivial, with an evanescent mag-
nitude as the temperature 7T is increased. In the sequence of
cases shown in Figs. 2(a)-2(e), we note the appearance of a
vortex in the 8 = m /2 direction, with a peculiar behavior for
increasing values of temperature. Its position in g increases
as T increases until reaching a particular temperature value
from which its position begins to decrease. The position of
the vortex continues to decrease until the temperature reaches
the critical value 7. = 1/In[2 + «/3] after which the vortex
disappears. Interestingly, this value coincides with the critical
temperature reported by Viyuela [11] for two-level systems.
Our result is not a coincidence but a consequence that the
topological transition occurs at 7, when the coupling g = 0, as
discussed later. At this point, our system becomes a two-level
system driven by a magnetic field. The latter is supported by
recent work by Morachis et al. [25], which shows that the
Uhlmann topological transitions in a spin-j system exhibit
2j critical temperatures. Thus, for the case of j = % there is
only one critical temperature given by 7, = 1/ arcsech(%) =

1/In(2 + V/3). Hou et al. [24,26] derived explicit formulas
to determine critical temperatures based on winding numbers
around the circle of longitude during the Uhlmann process.
Their formula for a two-level system with a winding number
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FIG. 2. Color density maps of the Uhlmann phase of the compos-
ite system ®# [Eq. (11)], as a function of the coupling parameters g
and 6, for different values of the temperature: (a) T = 0.02, (b) T =
0.05,(¢c) T=02,(d T=04,()T=0.6,and (f) T =T,.. The
vortex disappears at a critical temperature 7T;.

of l and j = % also yields the same result for 7, as we have
observed in our study.

Next, we present in Fig. 3 the behavior of the Uhlmann
phase ®48 as a function of temperature along all direc-
tions 6 for different values of the coupling g. In this case,
we show the appearance of a double vortex in the system
along the path 6 = 7 /2. The vortices disappear after we
reach a particular critical value of the coupling. We examine
the phase transitions observed in Fig. 3 from another per-
spective, by analyzing the Argand diagram of z(g,0,T) =
Tr[ g, \7((}5, ¢0)], using the Argument Principle of complex
analysis [34]. Figure 4 shows the parametric plot z(g, 6, T)
for different temperature values at a fixed coupling value.
The zeros of Tr[pg, V (¢, ¢o)] get mapped to the origin of z
plane (solid black dot), with parametric curves that wind (or
not) around it. According to the Argument Principle, if the
parametric curves wind once around the origin in the z plane,
that tells us that the corresponding curves in the complex
plane of Tr[pg, V (¢, ¢)] must have had one zero inside it.
Likewise, if the curve does not wind around the origin, there
must have been no zeros. The change in winding numbers
corresponds to the number of times that the Uhlmann phase
®*8 [(Eq. (11)] changes from O to 7. In Fig. 3, the winding
number changes twice for a fixed value of g for increasing
temperature values. In Fig. 5, we emphasize the behavior
of the vortex, where we show a density plot of ®48 vs g
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FIG. 3. Color density maps of the Uhlmann phase of the com-
posite system ®48 [Eq. (11)], as a function of T and 6, for different
values of the coupling: (a) g = 0.02, (b) g=0.2,(c)g=0.4,(d)g=
0.6, (e) g = 0.8, and (f) g = 0.9. The vortex disappears at a critical
value of the coupling.

and T for & = /2. The vortex position corresponds to all
those sets of values (g, 7') that define the Uhlmann phase
boundary where 48 changes abruptly from 0 to . In Fig. 5,
we can see that in the limit g — 0, the temperature gap AT
of the Uhlmann phase tends to the known result for spin—%
systems in crystal momentum k space [11]. Only one critical
temperature 7T, is observed, which corresponds to a single
vortex, as shown in Fig. 3(a). The gap AT begins to narrow
for increasing values of g, revealing that there are two critical
temperatures for a single value of the coupling. To motivate
the discussion about the observed behavior of AT exhibited
by the Uhlmann phase for different values of the coupling,
let us analyze the heat capacity of the system. The latter
is defined as Cy = 9 (E) /8T = B%8*(InZ)/3 B2, where (E)
is the thermal average of the energy, which leads us to the
following expression for 6 = 7 /2:

_ g% sech?(g/2T) + (g% + 4) sech?(\/g* + 4/2T)
= 4T?

In Figs. 6(a)-6(d), we show Cr [Eq. (12)] as a function
of temperature, which exhibits a structure characterized by
a two-peak specific-heat anomaly observed in multilevel
models [35].

For a wide range of coupling values g, the first phase
transition of ®*# corresponds to the first peak of Cr. The
latter is well defined for small values of g, while it becomes
a shallow maximum for larger values of g. The second peak

Cr . (12)

062222-4



THERMAL UHLMANN PHASE IN A LOCALLY DRIVEN ...

PHYSICAL REVIEW A 107, 062222 (2023)

10

0.5

0.0

Re[z]

-05

~193 0.0 05 10

Im|[z]

FIG. 4. Argand diagram for z(g, 6, T) = Tr[pg, V (¢, $o)] of
system AB in one-cycle evolution for several values of the temper-
ature: T = 0.23 (blue dashed dotted line), T = 0.5 (orange dashed
line), T = 0.6 (red solid line), and T = 0.75 (green dotted line).
‘We have chosen g = 0.6 in the calculation corresponding to the case
of Fig. 3(d). The winding number of the parametric curves changes
twice as the temperature of the system increases.

of Cr occurs near the second phase transition of the Uhlmann
phase, but this is different for larger values of g. Since there
is a correlation between the phase transitions of ®45 and the
position of the peaks of Cr, we proceed to further investigate
the physical quantities responsible for the emergence of the
maxima in the heat capacity. We derive an alternative exact
expression for the heat capacity Cr = ), _ ; C; that involves
the contributions due to the energy gaps of the system spec-
trum, where the C;/ are the two-level type contributions to the
heat capacity given by

Cf = (B/2)e 5 A} &% = B2 p} AT P20, (13)
10

T,

= 05

0.25

0 0.5 1.0 1.5
g

FIG. 5. Color density map for the Uhlmann phase ®*% as a
function of g and T at a fixed direction 8 = /2. The position of
the vortex observed in Fig. 2 corresponds to the set of points (g, 7')
which define the Uhlmann phase boundary where the phase changes
abruptly from O to 7 (blue). There are no phase transitions for
temperatures higher than the critical value T..
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FIG. 6. (a) Heat capacity Cr [Eq. (12)] (orange solid line) at
6 = 7 /2 for the couplings (a) g = 0.1, (b) g = 0.3, (c) g = 0.5, and
(d) g =0.7. We show that the width AT of the Uhlmann phase is
roughly the separation of the Cr peaks. We include the two-level con-
tribution C2* (blue solid line) responsible for the Schottky anomaly
of Cr. For comparison we also include the Uhlmann phase ®*%
transitions (green dashed line).

and A;; = E; — E; are the energy gaps with £} = —F, =
g+ V& +4)/2and Es = —E4 = (—g+ /& + 4)/2, which
follow from Eq. (2) for 6 = 7 /2 after some algebraic manip-
ulation. Interestingly, the crossing of A3 and As4 occurs at
g = 2/+/3, which will be of relevance when we study phase
transitions in the subsystems. From Eq. (13) we emphasize
that the double-peaked structure of Cr arises as an interplay
of multiple two-level contributions. In particular, we demon-
strate that the characteristic first peak in the low-temperature
regime is governed by the two-level contribution C3* [35]
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involving the ground state E, and first excited state E4. In
Figs. 6(a)-6(d), we show that the first critical temperature of
the Uhlmann phase occurs at the maximum of C2*. Moreover,
by taking the limit of Eq. (13) in the low-temperature regime
and using Z ~ ¢ PE2(1 + ¢22*), we show that

C24 ~ (B A24)2 ePiu
r = (1 +e,3A24)2

which is the well-known formula for the Schottky anomaly of
the heat capacity. The Schottky anomaly is a unique feature
of the heat capacity of materials, appearing as a broad peak at
low temperatures [36-38]. It has been studied extensively and
used to explore Ising models [39—41], energy transfer in pho-
tosynthetic light-harvesting complexes [42], and as a possible
signature for measuring Majorana zero modes in ferroelectric
superconductors at low temperatures [43]. In the case of the
second critical temperature of the Uhlmann phase, which is
very close to the second maximum of the Cy, the situation is
more involved because the C; 17°s have different weights for the
other coupling and temperature regimes. These results show
how the topological phase transitions of an abstract quantity,
such as the Uhlmann geometric phase, can be related to a
measurable physical quantity in solid-state physics, such as
the heat capacity of the system.

We have obtained two results that we want to highlight:
the first is that the Uhlmann topological phase transition
disappears for temperature values 7 > T, where T, is the
critical temperature. The latter is a characteristic parameter
of fermionic systems, reported by Viyuela et al. [11]. Inter-
estingly, we did not observe these types of transitions in our
previous work involving a composite system with mixed states
induced by noisy channels [22], even using alternative defi-
nitions to describe geometric phases such as interferometric
phases. The second is the surprising finding that the Uhlmann
topological phase transitions induced by thermal effects are
related to the heat capacity of the system. In particular, we
show evidence of a nontrivial correspondence between the
Schottky anomaly of the heat capacity and a topological phase
transition.

From our previous results, we expect a more elaborate
structure of the Uhlmann phase in the subsystems, which we
will explore in the next section.

(14)

IV. THERMAL EFFECTS ON UHLMANN PHASE
FOR THE SUBSYSTEMS

We study the geometric phase of subsystems H* (driven
system) and H? (undriven system) derived from the compos-
ite state p, and investigate the main features of the Uhlmann
phase for different temperature values. We are particularly
interested in studying how applying a driving field in subsys-
tem A can induce a phase in B through thermal and exchange
interactions and the main features of these geometric phases.
We obtain the density matrices for the subsystems A (B) by
computing the trace of p over B (A), given by p4 = Trg[p]
and p® = Try[p], respectively. The p* are represented by gen-
eral 2 x 2 matrices

AS ds Cseii(p (15)
p= coet® 1 —a, ]’

where the real coefficients a; and ¢, (s = A, B) for each eigen-
state depend on the direction 6, the coupling parameter g, and
the temperature 7', and are independent of ¢:

4
ar®.¢.7) =Y N7[(")" + @?)] py.

J=1

4
(0,8 T) = ZA/'/_—I[M.(/_I)M.(]}) + MFZ) (4)] Pis (16)

j=1
and
ap(0, 8 T) = ZN + ()] v,
cp(0,8.T) = ZN W ul? + 1 ul M pr (a7

The eigenvalues of p® are

por = [1 = /(1 = 20,2 + 4¢3 2, (18)
poz = [14+,/(1 = 20,2 +4¢2] 2, (19)

which satisfy the conditions Psa+psao=1and psips2=
det[p°] = a,(1 — ay) — c . The corresponding eigenvectors

are
L [’3 e _lq, (20)

|Us,l> =
Ns,l

where [ =1,2, Ny = B2, + 1, with By, = c;/(pss — as).
The Uhlmann connection can be computed from
Eq. (7) by considering the variation of the parameter
¢, which leads us to A°(¢p) = —2iAp,(ns -6)de,
with ns, = (—06;cos¢, —;sin¢g, 1), where Ap;=][1—
2./det[0*]]/Ns 1N 2, and the parameter §; = (2a;, — 1)/2c¢;.
We derive an exact analytical solution for the Uhlmann phase
®° of subsystem s, by following a procedure that involves
the explicit calculation of the evolution operator in a rotating
frame [44]. The procedure yields the following Uhlmann
phase of the subsystems A and B:

N { . sin(nrs)}
%0, 8 T) = Argy —cos(wrry) — iy’ — 7] )

Ty
(21
with ry = (0, g, T) defined as

r(0,8T)=(1—y" y*2[1 —4det[p']] /2H)'?,  (22)

which is written in terms of the Berry phases y*! of the
eigenstates of the subsystem s:

2T
y(0.8.T) = / A (v lidpues) = 2 (B1/Nss). (23)
0

The result (21) involves also the composed phase y° =
S pss vl for which it is verified that $4 4 78 — 27 =
748, where p48 = Z?:l p;jvj, as defined in Ref. [30]. Al-
though the latter is not the appropriate phase for mixed states,
we note that it occurs naturally in the Uhlmann phase (21).
We explore the Uhlmann phase [Eq. (21)] for the subsys-
tems A and B to show its dependence on the coupling g in
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FIG. 7. Color density maps of the Uhlmann phase for the subsys-
tem A, &4 [Eq. (21)], as a function of the coupling parameters g and
0, for different values of the temperature: (a) 7 = 0.02, (b) T = 0.2,
©)T=05T=06,(e)T =0.7,and (f) T =T.,. In all cases,
we emphasize the presence of a vortex profile along 8 = 7 /2, oc-
curring at a critical value of g. The vortex disappears at a critical
temperature 7.

all directions of the field for increasing temperature values 7.
In Fig. 7, we present color density maps of ®* [Eq. (21)],
where we show that the Uhlmann phase exhibits a vortex at
0 = m /2. The position of the vortex observed in Figs. 7(a)
and 7(b) appears to be fixed at a particular value of g in the
regime of small-temperature values. However, in the sequence
of Figs. 7(c)-7(e), we show that as the temperature increases,
the vortex occurs for smaller values of g. In Fig. 7(f), we show
that the vortex disappears once we reach the critical tempera-
ture 7,. The latter is the same critical temperature obtained in
Sec. III, and when it is reached the vortex disappears at g = 0.
In Fig. 8, we present color density maps of ®2 [Eq. (21)],
where we show that the behavior of the vortices as a function
of temperature is more dramatic than in system A. While in the
latter, we have a single vortex whose position in g decreases
as the temperature increases, in B, we have completely differ-
ent behavior: the appearance of two vortices that define two
critical values of the coupling g for the same temperature.
In our recent study regarding the effects of a depolarizing
channel in two-coupled fermions [22], we observed no such
behavior in the subsystems. The phase change observed in
Figs. 7 and 8 can be characterized by a change of a winding
number. To perform this task, we write the Uhlmann phase
(21) in the form ®° = Arg{—U,(z°(0))} where U,(z) = 2z is

2.0 (@ 2.0 ()
@B @B
L5 - 10 L5 g0
o0 1.0 05 6910 05
0 0
0.5 05
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FIG. 8. Color density maps of the Uhlmann phase for subsystems
B, ®® [Eq. (21)], as a function of the coupling parameters g and 6,
for different values of the temperature: (a) 7 = 0.01, (b) T = 0.1,
)T =0.15,(d) T =0.2,() T =0.22, and (f) T = 0.25. In all
cases, we emphasize the presence of two vortices along 6 = /2,
occurring at two critical values of g.

the second-kind Chebyshev polynomial of order one, with ar-
gument z°(0) = {cos(mwrry) + i [(y° — m)] sin(mwry)/mrs}/2. In
Fig. 9 we plot the curve z°(0) for several values of the coupling
strength g. In Fig. 9(b), we show that in the system B, the
parametric curve crosses the zero twice, corresponding to a
double phase transition of ®&. The latter is not the case for
system A [Fig. 9(a)], where we observe only one crossing of

10
........ @ 04 )
0.5 R
0.2
= —
T 00 > 00
~ -7
05 -02
T -04
190 =05 00 05 10 -02 00 02 04 06 08 10
Im([z] Im(z]

FIG. 9. Argand diagrams for (a) z4(9) and (b) z2(9), at several
values of the coupling strength: g = 0.54 (blue dashed dotted line),
g = 0.8 (orange dashed line), g = 1.2 (red solid line), and g = 1.5
(green dotted line). We have chosen 7' = 0.2 in the calculation. In
case (b) there is a double change in the winding number occurring at
the same value of T'.
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0 0.5 g 15
g

FIG. 10. Color density map for the Uhlmann phase ®* as a
function of g and T at a fixed direction 6 = 7 /2. The position of
the vortex observed in Fig. 7, for subsystem A, corresponds to the set
of points (g, 7)) which define the Uhlmann phase boundary where the
phase changes abruptly from O to = (blue). We also include the roots
of ra(g, /2, T) — 1/2 = 0 (orange solid line) corresponding to the
zeros of 4.

the zero, which corresponds to a single phase transition in the
Uhlmann phase.

We can gain more insight into the observed behavior of the
Uhlmann phase by using the Bloch representation of the den-
sity matrices p°. The latter can be written as p° = %(]l + ny -
6), where n; = (2¢5cos ¢, 2¢g sin ¢, 2a; — 1). For the case
0 =mn/2, we have a; = %, thus ng; = 2c¢g(cos ¢, sin ¢, 0),
which describes a circumference in the n.n, plane, of radius
Ry = |2¢|. In what follows, we show that the zeros of the
Uhlmann phase (®° = 0) correspond to a critical value of
R;. By using the fact that ° = 7, the zeros are calculated
from ®°(w /2, g, T) = Arg{—cos[rry(m /2, g, T )]}, and these
correspond to ry(w/2,8,T) = % We evaluate ry(/2,8,T)
from Eq. (22) by substituting y*! = y*2? = 7, which leads
us to r((w/2, g, T) = 2det[p*]'/2. We evaluate det[p*] from
Eq. (15) to obtain the following result: ry(7 /2,2, T) = (1 —
RHV? = % That is, the condition ®* = 0 corresponds to a

critical radius R,y = V3 /2, which is the same value as re-
ported by Viyuela ef al. in a quantum simulator model based
on superconducting qubits [45]. The above allows us to calcu-
late the critical values of (g, T') in each subsystem for which
Ry, =R.;.

We analyze the critical values of temperature and coupling
for subsystems A and B, where the values that meet the critical
radius condition are given and determine the positions of the
vortices observed in Figs. 7 and 8. In Fig. 10, we show that for
subsystem A each temperature value corresponds to a single
value of g, as long as the temperature does not exceed the
critical value of T;, which occurs for minimal values of g.

Interestingly, this critical temperature 7; has been observed
by Viyuela et al. [11] in different one-dimensional fermionic
models in crystal momentum k space, where the Uhlmann
phase goes discontinuously and abruptly to zero when 7 =
T.. In our case, for temperatures 7 > T, it is impossible to
observe vortices, i.e., there are no phase transitions. We also
observe that in subsystem A, a critical value of g is given by
g = g. = 2/~/3, where for temperatures T < 0.2, the vortex
position remains almost fixed around this coupling value.

03

0 05 g 15
g

FIG. 11. Color density map for the Uhlmann phase ®% as a
function of g and T at a fixed direction 6 = 7 /2. The position of
the vortex observed in Fig. 8, for subsystem B, corresponds to the set
of points (g, 7)) which define the Uhlmann phase boundary where the
phase changes abruptly from O to 7 (blue). We also include the roots
of rg(g, /2, T) — 1/2 = 0 (orange solid line) corresponding to the
zeros of ®5. Notice that there is a double zero occurring at the same
value of T'.

In Fig. 11 we present the case of subsystem B, and we
observe a completely different behavior from A’s. In this
case, we show that each temperature value corresponds to
two values of g, as long as the temperature does not ex-
ceed the critical value given by the curve’s maximum, which
occurs at (g, T) = (0.94, 0.25). We also show that in the low-
temperature regime, one of the vortices occurs at a minimal g.
At the same time, we observe that the second vortex remains
fixed around the critical value g., consistent with the observed
behavior in Fig. 8.

In Figs. 12(a) and 12(b), we show the Bloch represen-
tation for the subsystems, for the fixed temperature 7 =
0.2 used in Figs. 7(b) and 8(d), for different values of the
coupling g.

Figures 12(a) and 12(b) show that the main effect of the
temperature is to shrink the Bloch ball of the subsystems
into an oblate spheroid about the n, axis, with a circular
cross section of radius Ry = |2¢,| in the n,n, plane. The
corresponding circular cross sections occurring at 6 = /2
are also shown in Figs. 12(c) and 12(d), for systems A and B,
respectively. For the chosen value of 7', we show in Fig. 12(a)
that the spheroids are contracted as g increases, crossing once
the critical spheroid of radius R, 4 as their radius R4 dimin-
ishes. The crossing of the critical spheroid corresponds to
the solitary vortex observed in Fig. 7(b). In Fig. 12(b), we
show that the effect is more dramatic in subsystem B since
the ellipsoids experiment a noticeable contraction along the
n, axis. The radii of the ellipsoids Rp increase with g, contrary
to the observed behavior in (a). Also, as the radii of the
ellipsoids increase, they cross the critical ellipsoid (red) with
radius R, g. The latter corresponds to the appearance of the
lower vortex in Fig. 8(d). Although the behavior observed
in the Bloch representation exhibits some aspects resem-
bling the action of depolarizing or phase-damping channels
[46,47] (or possible combinations of both), the behavior is not
trivial.
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FIG. 12. (a), (b) Bloch representation for the subsystems for the
cases with T = 0.2 shown in Figs. 7(b) and 8(d), respectively. In case
(a) for the subsystem A the ellipsoids correspond to the couplings
g=0.2 (green), g = 1.1546 =~ g, (red) (critical spheroid), and g =
1.5 (blue). The radii R4 of the ellipsoids decrease as g increases. In
case (b) for subsystem B, the ellipsoids correspond to the couplings
g = 0.4 (blue), g = 0.596 (red) (first critical spheroid), and g = 0.8
(green). The radii Rp of the ellipsoids increase with g. We also
include the circular cross sections at 6 = 7 /2 as parametric plots
for subsystems (c) A and (d) B showing in both cases the crossing of
the critical spheroids (red line).

In Figs. 13(a) and 13(b), we show the Bloch representation
for the subsystems, for the fixed temperature used in Figs. 7(b)
and 8(d), for larger values of the coupling g. In Fig. 13(a),
we demonstrate that spheroids contract along all the axes as g
increases, and in the process, no further crossings of the crit-
ical spheroid (red) occur. See also their corresponding cross
sections in Fig. 13(c). However, in Fig. 13(b), we observe a
peculiar behavior of the ellipsoids since they begin to shrink,
and in the processes, their radii cross for a second time the
critical spheroid (red) of radius R, 5. See their corresponding
cross sections in Fig. 13(d). The observed behavior is con-
sistent with the appearance of the top vortex in Fig. 8(d).
Notice also that although the critical ellipsoids in cases of
Figs. 13(b) and 12(b) have the same radius, they exhibit a
different elongation about the n, axis.

From the Bloch representations of the density matrix we
show the various crossings of the critical ellipsoid by ana-
lyzing their respective sections in the equatorial plane. Even
though all these cross sections are very alike, we must high-
light that this is not the case for their corresponding surfaces,
showing the dramatic effects of the driving field and the tem-
perature on each subsystem.

We have studied the Uhlmann geometric phase in a model
involving two interacting spin—% systems. In this model, a
rotating magnetic field drives one of the spins. Our find-
ings reveal interesting and complex phase transitions in the
composite system and its subsystems when we change the

FIG. 13. (a), (b) Bloch representation for the subsystems for the
cases with T = 0.2 shown in Figs. 7(b) and 8(d), respectively. In case
(a) for the subsystem A the ellipsoids correspond to the couplings g =
1.1546 ~ g, (red) (critical spheroid), g = 1.6 (green), and g = 2.0
(blue). The radii of the ellipsoids keeps decreasing as g increases. In
case (b) for system B we increase the coupling to g = 0.8 (green),
g=1.12 (red) (second critical spheroid), and g = 2.0 (blue). We
show that the Bloch radius crosses for a second time its critical value.
We also include the circular cross sections at 6 = /2 as parametric
plots for subsystems (c) A and (d) B showing that the latter crosses
the critical spheroid (red line) for a second time.

temperature and spin-spin coupling strength. Considering the
unique aspects of our model, one might question its prac-
ticality for experimental implementation. Our model shows
potential to be mapped in experimental settings, particularly in
cutting-edge quantum dot technologies. Recent improvements
in the design, development, and control of quantum dots have
facilitated the precise control, manipulation, and detection
of spin states in systems of spin qubits in semiconductor
quantum dots, such as silicon qubits [48-53]. Electron spin
states in a double quantum dot system are a great example of
a two-qubit setup. Electron spin resonance (ESR) techniques
accomplish spin manipulation, and the exchange interaction
is controlled by a detuning potential between the two quan-
tum dots. Researchers are working to target and manipulate
individual spin qubits for quantum computation selectively.
Adapting our model to specific techniques can be challenging
due to the difficulty of containing a magnetic field within a
small region of space. Nevertheless, Kawakami et al. [53]
and Niknam et al. [54] have provided a solution for control-
ling spin qubits using micromagnets and voltage-controlled
nanomagnets, respectively. Developing highly localized nano-
magnets is an area of ongoing research and may lead to new
designs or protocols for measuring the Uhlmann phase. In ad-
dition, one may perform simulations such as those conducted
by Viyuela [45] which can also be implemented on a quantum
simulator using superconducting qubits. The latter work high-
lights how the qubit-fermionic model correspondence may
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allow studying Hamiltonians involving more qubits in a gen-
eral setup.

V. CONCLUSIONS

In this work, we study the effects of temperature on the
Uhlmann phase in a system of two coupled spin-% fermions
where one of the fermions is driven by a magnetic field.
We derive analytical expressions involving unitary trans-
formations of the Uhlmann holonomy and show that the
corresponding phase for the composite system exhibits two
critical temperatures (vortices) that define a gap AT where
the Uhlmann phase is not trivial in all field directions with
a fixed latitude 6 = 7 /2. We show that for small couplings
AT ~ T, the critical temperature of one-dimensional fermion
systems described by two-band Hamiltonians in crystal mo-
mentum space. We also demonstrate that the first transition of
the Uhlmann phase occurring in the low-temperature regime
corresponds to the peak of the Schottky anomaly of the heat
capacity Cr characteristic of a two-level system involving the
ground and first excited states. The second phase transition
occurs at temperatures very close to the second maximum of
Cr associated with a multilevel system.

We derive exact analytical expressions for the thermal
Uhlmann phase for the subsystems A (driven system) and
B (undriven system) and show that the temperature induces
unexpected effects on the phase transitions. In the case of the
subsystem A, we demonstrate that for small coupling values g,
a topological phase transition of ®* appears at T,. For larger
values of g, the transitions occur at lower temperature values
and vanish when the coupling reaches the critical value g, =
2/+/3. We also find that the phase transition of ®* behaves
very differently from that of A and exhibits a peculiar behav-
ior. We demonstrate that at low temperatures, there is only one
phase transition at g.. However, as the temperature increases,
we show the emergence of phase transitions corresponding
to two different couplings separated by Ag, occurring at the
same value of T'. As the temperature increases, we show that
the Uhlmann phase transitions (vortices) vanish as we reach a
critical value of the temperature.

Alternatively, using the Bloch representation, we show
that oblate spheroids describe the states of the subsystems
with circular sections in the equatorial plane. These ellip-
soids are contracted along the polar axis by the effects of
the temperature. We demonstrate that the phase transitions
in the subsystems appear when the radii of these ellipsoids
(in the equatorial plane) cross the critical ellipsoid of radius
R.s= g;l, which occurs once in A and twice in B, for a fixed
value of T.

Our results show that although specific critical values of the
coupling (or critical temperatures) typical to other fermionic
systems underlie the structure of the geometric phases, the
choice of the mechanism that generates the mixed states in
the system can cause nontrivial effects on the behavior in
their topological phase transitions. For example, the behavior
observed in other systems based on the same spin-coupled
model, where the mixed states caused by noisy channels [22]
do not exhibit phase transitions in the bipartite system.

Finally, we remark that inducing a thermal mixing of the
states allows us to correlate the phase transitions of an ab-
stract quantity, such as the Uhlmann geometric phase, with
an effect observed in solid-state physics, such as the Schottky
anomaly of the heat capacity of the system. For pure states,
there are known connections between geometric quantities
like the Berry curvature or the quantum metric and associated
dipoles, and linear and nonlinear induced physical observ-
ables [55-61]. In the same spirit, here we find a similar
relation but involving thermally induced mixed states. We
hope our work will stimulate future research to explore the
fundamental aspects of geometric phases and their possible
connection with physical observables.
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