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Corner states in photonic higher-order Dirac semimetals
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The introduction of higher-order topological insulators featuring topological corner states has been an
extremely active topic for the generation of confined modes. Recent studies show that corner states are not
an exclusive feature of topological insulators but can also exist as bound states in the continuum (BIC). This
suggests that corner states may exist in different topological phases that exhibit a higher-order character, beyond
the conventional bulk-edge correspondence. In this paper, we show that corner states can appear in a higher-order
Dirac semimetal phase of a two-dimensional photonic lattice. Such a lattice displays a dispersion relationship
with a fourfold degeneracy, which serves to induce a higher-order topological phase transition, leaving a
Dirac point between two edge bands. Just as Dirac modes exist in regular lattice defects, the nonconventional
bulk-edge-corner correspondence leads to corner states in the Dirac semimetal phase. Notably, the induced
corner state exhibits an algebraic decay characteristic of long-range interactions, predicted by the massless Dirac
equation. The analysis of the field profile and quality factors indicates that the state is not a BIC, but rather
a corner-Dirac state. We show that if the photonic lattice does not present a higher-order phase transition the
existence of the corner-Dirac state does not arise. The results obtained in this paper indicate that corner states
can exist throughout the entire topological phase transition process, even in the semimetal phase, and pave the
way to generate light-matter interactions with such a photonic bath.
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I. INTRODUCTION

Since the discovery of the extraordinary electronic prop-
erties of graphene, Dirac materials have been the subject of
extensive studies. This has triggered a search to find a Dirac
energy spectrum in other systems, such as photonic crystals
(PhC), exploiting the similarities between the propagation
of electronic and electromagnetic waves [1-6]. PhCs have
played a key role in developing optical nanocavities, con-
ceiving the strongest concentration of light in all-dielectric
materials [7—13]. Such PhC cavities can achieve quality fac-
tors (Q) exceeding 1 x 10° in volumes of the order of a cubic
wavelength [13—-17]. Similarly, PhC cavity slabs, formed by
the absence of holes in a dielectric medium, confer enormous
capacities for on-chip integration. In addition, PhC cavities
facilitate the fundamental study of light-matter interaction by
integrating quantum emitters, such as quantum dots, which lie
at the core of cavity quantum electrodynamics [18].

On the other hand, in recent years, topological sys-
tems have attracted immense attention in various disciplines
[19-22]. Subsequently, the existence of higher-order topo-
logical insulators (HOTIs) was predicted [23-26] and then
observed experimentally [27-29]. In this new class of mate-
rials, their symmetries lead to the formation of topological
phases that shield localized corner states with zero dimension-
ality. More generally, HOTIs admit states with dimensionality
(D - n) with n > 2, at the boundaries of two different
topologies of a lattice with dimensionality D [30—44]. In this
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sense, HOTIs extend the earlier knowledge about topologi-
cal insulators. The robust features offered by HOTIs enable
the development of photonic crystal nanocavities and low-
threshold corner-state lasers, among many other applications
[45,46]. Furthermore, the crystal symmetries that shield the
topological phases do not necessarily require the existence
of a bulk band gap [47,48]. This conclusion quickly raised
a question regarding the existence of corner states that remain
confined despite being degenerate in the bulk band contin-
uum. Hence, addressing this question, the connection between
HOTIs and bound states in the continuum (BIC) has been
explored [47-49].

Besides BICs, the so-called Dirac modes are other types
of states that degenerate into the bulk band continuum and
remain confined to a particular volume [50-53]. In this case,
the confinement is due to the vanishing density of states
(DOS) at the Dirac points, where is found the Dirac mode
frequency. The emergence of Dirac modes in regular photonic
lattices occurs in the presence of structural defects, and when
the resonant frequency of the defect coincides with the Dirac
frequency it becomes a Dirac mode. In particular, the Dirac
modes exhibit an algebraic decay predicted by the massless
Dirac equation, where such waves are singular at a propaga-
tion distance equal to zero [50]. Thus, Dirac modes cannot
exist in infinite lattices, only in finite ones with some sort of
defect. A fascinating feature recently studied in Dirac photon-
ics is the possibility of obtaining decoherence-free, power-law
interaction between emitters [54,55].

In topological systems, Dirac points on band diagrams
indicate an imminent topological phase transition by opening
a band gap and achieving the higher-order topological (HOT)
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phase. Recently, Dirac semimetal (DSM) phases have entered
the field of HOT phases by separating the normal insulating
phase and the HOTI phase only by a Dirac point, achieving
a higher-order Dirac semimetal (HODSM) phase [56-63].
Despite all the recently gained knowledge, the physics behind
Dirac points in the DSM phase is still very rich and represents
a promising way to find new topological confined states even
if there is no band gap. For example, it was recently shown
that with a symmetry mismatch between a very well-tuned
defect mode and the Bloch modes of a typical PhC a BIC is
attainable in a point defect at the Dirac point frequency [64].

In this paper, we demonstrated the existence of a cor-
ner state in the HODSM phase of a two-dimensional (2D)
photonic crystal that mimics an extended two-dimensional
Su-Schrieffer-Heeger (SSH) model. The HODSM phase can
be induced from a fourfold degeneracy, which is then lifted,
leaving a Dirac point accompanied by two edge bands. Next,
we find a corner state at the frequency of the Dirac point
localized on the photonic band diagram and at the topological
corner of the photonic lattice. We confirm that this corner
mode is indeed a Dirac mode due to its spectral location
and exhibits a characteristic algebraic decay described by the
massless Dirac equation. Additionally, in this paper it was also
found that a defect located at the center of the topological
PhC significantly improves the confinement of the mode with-
out losing the characteristics of the Dirac mode. Hence, we
coin this state as a corner-Dirac mode existing at a HODSM
phase. Finally, we show that the corner-Dirac state disappears
if the photonic lattice loses its higher-order topology, which
we demonstrated by studding a first-order topological model
that only fulfills the conventional bulk-edge correspondence.
These results extend our knowledge about the existence of
confined corner states in topological systems that exhibit topo-
logical phase transitions and provide an alternative to generate
exotic confined light modes.

II. CHARACTERIZATION OF THE HIGHER-ORDER
DIRAC SEMIMETAL PHASE

In order to obtain a structure that displays higher-order
topological features, we rely on a simple case such as a PhC
slab with square lattice and square air holes, with the C4v
point-group symmetry. The unit cell describing the initial state
of the system is shown in Fig. 1(a), where the four holes are
separated by a distance L, and placed on a GaAs slab for
practical purposes. Here, the lattice parameter of the PhC is 4,
while the side of the holes is 0.32a. Subsequently, the process
to generate the topological phase transition consists of ex-
panding and shrinking the structural parameters of the unit cell
in a symmetrical manner. This process results in the formation
of two unit cells (UC1 and UC2), as shown in Fig. 1(b). Here
we use first-principles calculations to rigorously analyze the
system and obtain all the topological phenomena that may
arise in our topological photonic system.

Following the methodology mentioned above, we obtained
the photonic band diagrams by the finite element method,
using the COMSOL software employing the eigenfrequency
resolver. For simplicity, the band diagram was calculated
using a 2D effective model with an effective dielectric con-
stant &qr. = 8.631 of a GaAs slab with a thickness ¢ =
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FIG. 1. (a) Original unit cell that can be described by the Hamil-
tonian of Eq. (1). Each unit cell contains four identical air holes. (b)
The shrinking and expanding of the structural parameters form the
unit cells UC1 and UC2, which exhibit a topological phase transition.
Illustrated to the right is the path of the k-wave vectors through
the unit cells. (c) Photonic band diagram, corresponding to the unit
cell shown in (a), and displaying a fourfold degeneracy formed with
bands 5 to 8 at the high-symmetry point M. (d) Corresponding pho-
tonic band diagram to UCI and UC2, showing the lifted degeneracy
and the presence of a Dirac point between bands 6 and 7 at point
M. At the right is the related density of states, showing the Dirac
frequency where the density of states vanishes. (e) Parities of the
first five photonic bands below the Dirac point and the edge bands at
gamma and X for UC1 and UC2, respectively.

0.535a. We consider the harmonic TE modes of an electro-
magnetic wave, namely, those of finite out-of-plane H, and
in-plane E, and E, components with others being zero, in
a dielectric medium. The master equation for the harmonic
mode with frequency w is derived from Maxwell’s equations
[22], [V? + (@?/c?)e(r)]E = 0 where &(r) is the position-
dependent permittivity and c is the speed of light. The Faraday
relation gives the magnetic field H = —[i/uow]V x E, where
the permeability i is that of the vacuum. Next, we impose
periodic boundary conditions at the boundaries perpendicular
to the plane of the unit cell.

The photonic band diagram of the original unit cell
[Fig. 1(a)] is shown in Fig. 1(c). This band diagram was
used as a reference to find a phase transition when expanding
and shrinking the structural parameters of the unitary cell.
Importantly, this band diagram shows a fourfold degeneracy
between bands 5 through 8, thus representing a rich system
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for generating higher-order topological effects. Figure 1(d)
shows the photonic band diagram for the UC1 and UC2,
which is certainly identical for both unit cells. In this last band
diagram, the fourfold degeneracy is lifted for bands 5 to 8,
which leaves only a Dirac point between bands 6 and 7 at the
M high-symmetry point. The photonic DOS, also shown in
Fig. 1(d), is given by

keBZ

D@ =Y [ slo - w001k (M)

where w,(k) is the angular frequency eigenvalue for the mo-
ment values k within the Brillouin zone (BZ), and n is the
band index. Indeed, it is observed that the DOS vanishes
around the Dirac point until they reduce to zero. This vanish-
ing DOS implies that effective suppression of radiation losses
is achieved at the Dirac point and enables the formation of a
Dirac mode at that frequency.

To characterize the topological phase transitions, it is re-
quired to calculate the topological invariant. Here, the relevant
topological invariant is the 2D Zak phase or 2D polarization
P, defined as the integral of the Berry connection taken over
the first Brillouin zone [22,49]:

1
P:-—-/‘dhd@TdAAh,hﬂ, 2)
27 Jpz ’

where A, (ky, ky) = i(¥q|0k| V) is the Berry connection, |/, )
represents the periodic parts of the Bloch function, and o
represents the band index. Similar to Refs. [48,49,65], we de-
termine the topological properties of the system by analyzing
the bulk bands that lie below the photonic bands where occurs
the Dirac point, i.e., from band 1 to band 5. It is important
to remark that the 2D Zak phase of a system without a band
gap conventionally cannot be rigorously defined. However, as
the phase transition occurs from band 5 to band 8§, the dipole
moment P is in the fifth and eighth bands and can be well
defined since they are gapped [40,48]. This dipole moment
is accompanied by two bands (6 and 7) with edge states
spectrally isolated from the bulk bands, originating the DSM
phase. The proposed topological phase transition induced in
four bands leaving an isolated Dirac point is a different al-
ternative compared to the methodologies already studied to
generate HODSM phases [62,63].

Our system presents inversion symmetry, so P is quantized,
and the calculation is substantially simplified. Applying group
theory, one finds that the values of the quantization can only
take values of 0 and 1/2, determined only by the parity of the
bulk states at the points of high symmetry in the first Brillouin
zone, and given by [49,65]

RISy e )
Pm—2<;qmmod2>,< pE=TE 0

where the summation is taken over all occupied bands, 5
denotes the parity with 7 rotation, and m stands for x or y.
Equation (3) implies a simple rule to identify the topologi-
cal properties of the system through the number of pairs of
parities with opposite signs in I and X for the same band. In
other words, an odd number of opposite parities indicates the
nontrivial topology, while an even number indicates the trivial
topology. The corresponding profiles of the eigenmodes used

to identify the parities of the bands are shown in the Appendix
A. Figure 1(e) shows the results of the parities obtained at the
high-symmetry points I" and X for the UC1 and UC2 corre-
sponding to bands 1 to 5. Here, a minus sign represents odd
parity, while a plus sign is even parity. Then, taking the results
of Fig. 1(e) into Eq. (3), it can be determined that the UC2 is
in the nontrivial topological phase with P = (1/2, 1/2), while
the UC1 is in the trivial phase with P = (0, 0). Note that, as
the photonic lattice has Cy, symmetry, P, = P,. These results,
together with those obtained through DOS, indicate that the
system is in the HODSM phase.

Although we have shown that the proposed photonic model
has higher-order topological features, it would be illustra-
tive to describe in a general way the topological system
through a tight-binding model. In this way, we can demon-
strate that long-range interactions (LRIs) are responsible for
the shape and characteristics of the band structure in our
model. Typically, the SSH model is used to induce higher-
order topological phase transitions [24,48,49]. In photonic
systems, it has been studied that the SSH model predicts,
to some extent, the higher-order topological phase transi-
tion [48,49]. However, the conventional SSH model does not
include LRIs, which are intrinsically present in photonic sys-
tems. For this reason, the conventional SSH model does not
accurately reproduce the photonic band structure, making it
difficult to explain phenomena occurring in the LRI regime.
Therefore, we propose an extended Hamiltonian of the SSH
model, including LRI by adding next-nearest-neighbor (NNN)
couplings. The extended Hamiltonian is described by

H = Hy + Hxnn €]

where Hy represents the coupling Hamiltonian between
the nearest neighbors (NNs) and the intracellular NNNs.
Meanwhile, Hxnw is the coupling Hamiltonian between the
remaining NNNs. The matrix representation of H is given by

0 e b 1 el peiketik
1 + helt 0 etk el
Ho = —ik, —iky—iky —ik
Hh +nhe ™ e T 0 h +ne ™
l3eik*_ik~" h + lze_ik»" h+ lzeik“ 0
&)

where #; and #, are the hopping between the inter- and intra-
cellular NNs, respectively, and 73 is the hopping between the
intracellular NNNs. Then, the matrix representation of Hxnn
is

0O 0 0 nm
0 0 h O

HNNN = 0 ]’l; 0 0 (6)
K0 0 0

with the matrix elements

By = e (et g gmikiikyy

h2 — t4e—ikx—iky + fs (e_ikx"'iky + eik.x_iky)' (7)

Here, t4 and 75 are the hopping terms between the remaining
NNNSs. The proposed model is visualized in Fig. 2(a), indicat-
ing all the hopping terms. Through this tight-binding model,
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FIG. 2. (a) Schematization of the tight-binding model described
by the Hamiltonian of Eq. (4). Here, #; and t, are the hopping terms
of the coupling between NNs with values of 0.35 and 1, respectively.
t3, 14, and t5 are the hopping terms of the coupling between NNNs
with values of 0.9, 0.2, and 0.1, respectively. The middle panel shows
the band structure of the proposed tight-binding model, while the
band parities at the high-symmetry points are shown on the right.
(b) Schematization of a 2D SSH model with the absence of coupling
between NNNG. In the center is shown the band structure of the SSH
model with their respective parities at the high-symmetry points on
the right.

we obtained a band structure where an appropriate tuning of
the amplitude of the hopping terms leads to a remarkable
coincidence with the band structure of the photonic model [see
Fig. 9(a) in Appendix A]. It is important to point out that the
tight-binding model we propose only has four sites per unit
cell, so it can only be compared with the first four bands of
the photonic model. Subsequently, the calculation of the band
parities indicates an agreement with the band parities of the
photonic model, demonstrating that the topological properties
of the systems are equivalent. On the other hand, we compare
the results obtained by our Hamiltonian with a conventional
SSH Hamiltonian. We find that the absence of LRI in the SSH
model does not lead to a reasonable comparison with the band
structure of the photonic model. The results obtained from the
SSH Hamiltonian are shown in Fig. 2(b), confirming that the
presence of the LRIs manifested through couplings between
NNNSs gives rise to the band structure of the photonic model
that we proposed.

III. CORNER STATES IN THE HODSM PHASE

Unit cells UCI and UC2 constitute two topologically dis-
tinct PhCs; in view of this, we proceeded with the design of a
topological cavity formed by the intersection of the two PhCs.
The resulting structure is shown in Fig. 3(a). We point out
that the design of the proposed structure has a bowtie-type
architecture [66], which has been shown to have remarkable
confinement capabilities. By separating the nontrivial topo-
logical quadrants [right panel of Fig. 3(a)], it is possible to
tune the confinement and the frequencies of corner states
that arise within the topological bowtie cavity (TBC). This
approach gives the photonic structure a simple degree of
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FIG. 3. (a) Illustration of the formation of the TBC composed
of trivial and nontrivial lattices. A structural defect is formed by
the absence of the air holes located at the corner of each net and
highlighted in red. On the right, the values of the 2D polarization
presented by each quadrant are shown, in addition to the separa-
tion d used to optimize the frequency of the resonant mode. (b)
Solutions of the eigenfrequencies obtained near the Dirac frequency
and the location of a corner-Dirac mode. Also shown is the corner-
Dirac mode field distribution and a height plot. (c) Solutions of the
eigenfrequencies obtained near the Dirac frequency and the loca-
tion of the corner-Dirac mode in the TBC now with the structural
defect shown in (a). In addition, we show the distribution of the
corner-Dirac mode field and a height plot indicating a narrower field
profile.

freedom to alter the properties of the modes induced in the
central structural defect. Moreover, this type of configuration
presents the typical 90 ° corner that separates the two types
of topologies, so a topological corner charge based on the 2D
polarization is obtained as [22,49]

Q° =4P.P,. (8)

As a result, the corner charge on the TBC in the HODSM
phaseis Q¢ = 1.
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Figure 3(b) shows the calculated eigenfrequencies near the
Dirac point and the field distribution of the corner Dirac mode
located at the center of the TBC. Immediately, we note that the
spatial distribution of the mode, for the most part, does not lie
in the region of the nontrivial topological quadrant. This may
be counterintuitive; nevertheless, several works have reported
that the corner state may be strongly localized in the trivial
phase of the PhC topology, especially when it is a type-1I
corner state [67]. In this type of corner state, the bulk-edge-
corner correspondence is the dominant origin of corner states,
causing delocalized and spread modes. Furthermore, type-1I
corner states appear when considering interactions beyond
NNN. As Dirac modes appear due to LRI, the corner modes
found in this paper are expected to have a large modal vol-
ume, and it is not unusual to be located relatively outside the
nontrivial quadrant. However, the corner-Dirac state should
not be confused with a type-II corner state because the latter
is only found in insulating topological phases. Here, we only
point out their similarities in the nature of their field profiles
originating from LRIs. Later we confirm this hypothesis using
a lattice that does not have a higher-order topology. In Ap-
pendix B, we have verified that the corner-Dirac mode exists
in a more usual configuration, similar to that found in the
literature [22], confirming that its existence is not due to the
TBC configuration.

In order to demonstrate the versatility of the corner-Dirac
mode, we introduced a structural defect in the center of the
TBC. This approach also serves to inspect the robustness of
the corner-Dirac mode against disturbances. We point out that
a structural defect located at the topological corner of the TBC
can support corner states in the HOTI phase. This study is
also presented in Appendix C and provides a background to
analyze the Dirac-corner mode in the structural defect. Fig-
ure 3(a) shows the considered structural defect, which consists
of the absence of air holes highlighted in red. The eigenfre-
quencies found close to the Dirac frequency for the TBC with
the added defect are shown in Fig. 3(c). Here, we note that
the frequency does not present a significant change regard-
ing the case without defects, showing that the corner-Dirac
state exhibits good robustness against severe perturbations.
Moreover, the field distribution and a height plot help evaluate
the corner state confinement. The height plot shows that the
optical confinement is significantly improved, presenting a
narrower field profile. This result is quite interesting since,
intuitively, one can presume that, being topologically robust,
the corner state confinement would not be strongly affected
by the structural defect. However, conventional Dirac modes
exist inherently in structural defects of regular lattices; hence
the introduced defect in the TBC also addresses the confine-
ment of the corner-Dirac mode. This result shows that virtues
of both the corner states and the Dirac mode in the studied
system are effectively combined.

As mentioned, topological corner states result from edge-
corner correspondence in higher-order topological systems. In
this sense, we calculate the local density of states (LDOS) in
the TBC and observe the edge states close to the Dirac-corner
mode. This calculation also serves to justify the hypothesis
formulated about the edge bands that form the Dirac point
in the photonic band diagram. We calculate the LDOS us-
ing the finite difference time-dependent method (FDTD). By
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FIG. 4. Characterization of the model described by the TBC.
The lower panel shows the LDOS obtained from accumulating the
Fourier transform in the time domain of the field at a point in real
space at the center of the TBC. The top panel shows the edge states
and the corner-Dirac mode, which we label respectively with a circle,
square, and star in the LDOS. The two broad peaks that delimit
the corner-Dirac mode correspond to the edge states found in the
photonic bands 6 and 7, showing that they are the edge bands. The
sharp peak in the LDOS located at the Dirac frequency (dotted red
line) corresponds to the corner-Dirac mode.

exciting a dipole source in the FDTD simulation, the time-
domain Fourier transform of the field can be accumulated at
a real-space point to obtain the LDOS spectrum in a single
calculation [68]. Figure 4 shows the LDOS spectrum at the
center of the TBC. The dipole excitation source was placed
at a random point near the center of the structure. There
is a sharp resonance mode matching the frequency of the
corner-Dirac mode and two broad modes that represent the
edge states in the TBC. At the top of Fig. 4, we show the field
distributions corresponding to the labeled modes in the LDOS
spectrum. With this result, we confirm the existence of edge
states in the edge bands and their hierarchical correspondence
with the corner state.

IV. ANALYSIS OF THE CORNER-DIRAC MODE
AND ALGEBRAIC DECAY

Finding a resonant mode close to the Dirac frequency is not
enough to meet the requirements of a Dirac mode. In addition
to being at the Dirac frequency, the mode should present
an algebraic decay. Consequently, modes that are close to
the Dirac frequency satisfy the 2D massless Dirac equation
[50-53]

0 —iep(dy —i0y)\ (V1) _ _ (41
<—icD(8X +idy) 0 ) (wz) =2l fD)(%)

(€))

where cp represents the group velocity, fp is the Dirac fre-
quency, and ¥; and ¥, correspond to the envelope of the
amplitudes of the two degenerate Bloch states at points M
of our photonic lattice. Equation (9) yields solutions of the
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form vy » o< 1/(x £ iy)™ at frequency fp. This class of modes
has been previously studied for charge carriers in graphene,
and the situation is similar in PhCs. Through an analysis
of the general solutions of the eigenstates around the M
points and the modulation from plane waves to cylindrical
waves, the solutions for the PhC at the Dirac frequency are
H, o r "J;(Mr)eT =™ where J; is a Bessel function of
order / and r represents the propagation distance. We can
approximate J;(Mr) ~ 22aMr)~'/% cos(Mr—m J4—I7 /2) if
the argument (Mr) becomes large. In this regard, it is evi-
dent that there is a wave solution, whose envelope amplitude
decays algebraically for large values of r, with the form
1/r™+1/2, This results in the emergence of wave localization
at the Dirac frequency in the proposed PhC, confirming the
algebraic profile of the mode [50,55]. This type of wave can-
not exist in infinite PhCs because they are singular at » = 0.
However, these can exist localized in a PhC defect. Here,
we argue that the filling anomaly and the symmetries that
give rise to a HOT corner state can serve as mechanisms to
produce Dirac mode localization. This is due to the fact that
the zero-dimensional corner states are the photonic analogs of
the states responsible for the filling anomalies and fractional
charges in electronic systems [69]. Thus, the corner state
predicted through Eq. (8) implicitly suggests the presence of
the filling anomaly [40]. Therefore, due to the absence of
structural defects in the proposed photonic structure, the only
mechanism that can give rise to a Dirac mode, in our photonic
system, is the filling anomaly related to the nonzero corner
charge.

According to the solutions of Eq. (9), the corner-Dirac
mode located at the Dirac frequency must satisfy an algebraic
decay as 1/7"+1/2_In this regard, we extract the cross section
of the amplitude envelope of the corner states at the Dirac
frequency. Next, we plot the product of the modulus of the
H, field component with the factor r+!/2, where m takes the
value of 1. The results are shown in Fig. 5(a) for the corner
mode with no defect and in Fig. 5(b) for the corner mode
with the localized defect. As a result, we observe an amplitude
that remains constant in the mode tails as the propagation
distance r increases. This behavior indicates that the corner
states both with and without the defect found at the Dirac
frequency exhibit algebraic decay as 1/r3/2. Therefore, we
unambiguously confirm that the corner states found at the
Dirac frequency are corner-Dirac modes present in a HODSM
phase.

Regarding the confinement of the corner-Dirac mode, we
mention that the confinement is high and that the defect lo-
cated in the center of the TBC improves such confinement.
We prove this statement by calculating the quality factor (Q).
The Q factors for both cases are depicted in Figs. 5(c) and
5(d), plotted as a function of the separation d between the
nontrivial topological quadrants. This procedure also helps to
elucidate the availability for tuning the corner state frequency
to the Dirac frequency. As the two frequencies coincide, the
maximum confinement is achieved, highlighted by the dotted
line in Figs. 5(c) and 5(d). Notably, in both cases, the Q factor
is remarkably high even though the decay is algebraic and not
exponential like the modes confined by conventional means.
In conjunction with the algebraic decay, the behavior of the O
factor indicates that the mode is indeed a Dirac mode since a
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FIG. 5. (a) Product of |H.| and r*? along the x axis in the TBC
without the structural defect. (b) Product of |H,| and r*? along the
x axis in the TBC with the structural defect introduced. In both
figures, a red dotted line illustrates that the tail of both products re-
mains constant, which reveals that the mode decays algebraically as
1/r*/2. (c) Dependence of the Q factor with the separation d of the
nontrivial quadrants in the TBC. The dotted line indicates the Dirac
frequency, where the corner-Dirac mode with the highest Q factor
value is located. (d) Dependence of the Q factor on the separation
d of the nontrivial quadrants in the TBC, now with the structural
defect introduced. The maximum Q value for the corner-Dirac mode
is found at the Dirac frequency. The modes used in (a) and (b) have
the highest Q factors found at the Dirac frequency. For this analysis,
we use a lattice parameter of a = 0.280 um of the regular lattice
composing the nontrivial and trivial quadrants.

BIC can also arise at a Dirac point [64]. However, the behavior
of the Q factor of a BIC is sharply divergent, such that its max-
imum confinement may be difficult to achieve experimentally.
Here, the behavior of the Q factor of the corner Dirac mode
does not show this sharp divergence so that, together with
the simplicity of the structure, it can be easily implemented
experimentally.

Finally, we check that the emergence of the corner-Dirac
mode in the HODSM phases does not appear in a non-
higher-order configuration. The configuration of the TBC
initially proposed in this paper consists of a photonic lat-
tice with 2D polarization P = (0, 0) for the trivial case and
P = (1/2, 1/2) for the nontrivial case. However, if the polar-
ization of the nontrivial lattice is P = (0, 1/2), the structure
should not show corner states. Thus, we set up a cavity sim-
ilar to the original TBC, but now with a quadrant having a
2D polarization P = (0, 1/2), resulting in the structure of
Fig. 6(a). When calculating the eigenfrequencies shown in
Fig. 6(b), we find only edge states in the Dirac semimetal
phase because of the absence of the HOT character. The
result of this practice is also interesting because edge states
are present in the Dirac semimetal phase, even in the ab-
sence of a band gap. Additionally, in Fig. 6(c), we calculate
the eigenfrequencies of the new structure, now introducing
the structural defect shown in Fig. 6(a). In this case, we
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FIG. 6. Demonstration of the absence of corner-Dirac modes in
a system without higher-order topology. (a) Configuration of a TBC
with photonic lattices having a 2D polarization P = (0, 0) and (0,
1/2). On the right is the distribution of 2D polarization in the TBC.
(b) Solutions of the eigenfrequencies obtained close to the Dirac
frequency, showing only the existence of edge states. On the right
is the edge state closest to the Dirac frequency. (c) Solutions of
the eigenfrequencies close to the Dirac frequency, now with the
structural defect introduced in the new TBC. Likewise, we show on
the right the edge state closest to the Dirac frequency.

again find only edge states which are robust to the pres-
ence of the structural defect but without the presence of
confined corner states. Therefore, this paper demonstrates
that for the existence of corner-Dirac states higher-order
topological features are strictly necessary, in particular, the
higher-order filling anomaly that produces a nonzero corner
charge.

V. CONCLUSION

In summary, we have analyzed the existence of the
HODSM phase in a two-dimensional photonic structure and
found a corner state that exists at a Dirac point without a band
gap. The HODSM phase was available to induce by lifting
a fourfold degeneracy and causing a higher-order phase tran-
sition. Although the system does not display a band gap, the
vanishing density of states obtained at the Dirac point between
two edge bands enables effective radiation suppression, allow-
ing the generation of a confined corner state. The new corner
state inherits the properties of the Dirac modes, showing an
algebraic decay described by the massless Dirac equation.
Furthermore, the corner-Dirac mode is robust against aggres-
sive disturbances, as it can exist in a localized structural defect
induced in the topological corner of the photonic lattice.
This localized defect increases the confinement of the corner-
Dirac mode by an order of magnitude since conventional
Dirac modes exist intrinsically in structural defects, adding
this property to the corner state. These results demonstrate
that corner states can exist in more topological phases than
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FIG. 7. Eigenmode profiles at I" points (top panel) and X points
(bottom panel) for the first five bands of unit cell UC1 in TE modes.

(b) Eigenmode profiles at I" points (upper panel) and X points (lower
panel) for the first five bands of unit cell UC2 in TE modes.

S

p

previously thought and may inspire future studies in Dirac
light-matter interactions.
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APPENDIX A: EIGENMODE PROFILES
AT HIGH-SYMMETRY POINTS T’ AND X

The eigenmodes at the points of high symmetry I and X,
whose parities are identified and listed in Fig. 1(e) by inver-
sion operation, are shown in Fig. 7. These eigenmodes belong
to the unit cells UC1 and UC2, and through Eq. (4) they
help to determine the topological properties of the proposed
photonic crystal. The five eigenmodes in the upper part of
Fig. 7(a) belong to the I' points, while the eigenmodes in
the lower panels belong to the X points, both in the UCI.
Subsequently, we show in Fig. 7(b) the eigenmode profiles
of the first five bands, now for the case from UC2. Again, the
five eigenmodes at the top correspond to the I" points, while
those at the bottom correspond to the X points. Here, one can
find that the p modes have odd parity (—), while modes s and
d have even (+) parity. Here, one can find that the p modes
have odd parity (-), while modes s and d have even (+4) parity.
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FIG. 8. (a) Conventional PhC box-shaped design. (b) Photonic
eigenmodes of the topological box-shaped PhC found around the
Dirac point. The red dot shows the corner-Dirac mode. (c) Field dis-
tribution corresponding to the Dirac-corner mode in the box-shaped
PhC.

APPENDIX B: CORNER-DIRAC MODE
IN A CONVENTIONAL DESIGN

In the literature, it is common to find a box-shaped design
like the one shown in Fig. 8(a). In this type of structure, the
nontrivial topology forms a square region with four corners
bounded by the trivial photonic lattice. In this way, we found
four corner states on each topological corner of the box-
shaped PhC. Figure 8(b) shows the photonic eigenmodes with
frequencies near the Dirac point in the box-shaped PhC. The
frequency of the corner-Dirac mode that appears in the con-
ventional structure is located at the Dirac frequency and has
the same modal distribution as the mode found for TBC [see
Fig. 8(c)]. Furthermore, the field distribution of the corner-
Dirac mode is located at the four topological corners, which
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confirms its origin as a corner state. This result shows that
the Dirac corner mode is not a result of the TBC architecture
but rather the higher-order topology of the nontrivial photonic
lattice and the vanishing density of states.

APPENDIX C: LOCALIZED STRUCTURAL DEFECT
MODE IN THE HIGHER-ORDER TOPOLOGICAL
INSULATING PHASE

In this section, we show that a structural defect located
at the topological corner of the bowtie cavity, described in
the main paper, can support corner states in the HOTI phase.
This study was performed to support the notion that a higher-
order topological phase can support corner states in structural
defects and thus contribute to justifying the existence of the
corner-Dirac mode in the higher-order Dirac semimetal phase.
In addition, we draw a further distinction between the corner
states in the HOTI and HODSM phases, pointing out that in
the HOTI phase the Q factor decreases with the structural de-
fect while in the HODSM phase the quality factor is improved.

The structural defect considered is the same as the one
shown in Fig. 2(a) in the main paper. The photonic band
diagram of the UC1 and UC2 shown in Fig. 9(a) highlights the
band gap with a light green rectangle. Subsequently, Fig. 9(b)
shows the eigenfrequencies near the band gap and the field
distribution corresponding to the corner state. In this first case,
we made the calculations without the structural defect for
comparative purposes. Then, the calculations made for the
TBC with the addition of a structural defect are shown in
Fig 9(c). In this last case of interest, we show the presence of
the well-localized corner state in the defect region, and other
resonant modes also arise within the band gap [see Fig. 9(c)
in the eigenfrequencies panel], as expected. The corner state
does not present a significant change in the modal distribution
despite the presence of the structural defect. However, we see
that the spectral localization does experience a slight shift,
accompanied by a decrease in the quality factor Q. The QO
factor value for the case without the TBC defect is 2.6 x 10°
and drops to 3 x 10° when the defect is added, which is
still a high Q value. This last point is important to highlight
because we show in the main paper that the corner-Dirac mode
confinement is enhanced by the presence of the structural
defect without undergoing significant changes in the modal
distribution and spectral position.
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FIG. 9. Region of the photonic band structure where the HOTI phase is located. (b) Solutions of the eigenfrequencies found near the
photonic gap where the corner state of the HOTI phase is located. Also, we show the distribution of the corner state field in the middle of the
gap and its respective height plot. (c) Solutions of the eigenfrequencies found near the photonic gap, now with a structural defect located in
the center of the TBC. The field distribution and its height plot are also shown, indicating that the corner state remains strongly confined to the

topological corner of the TBC.
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