# Adiabatic theory of generation and rescattering of vortex electrons in strong-field ionization by elliptically polarized pulses 

Kirill V. Bazarov © ${ }^{1,2,{ }^{*}}$ and Oleg I. Tolstikhin $0^{1, \dagger}$<br>${ }^{1}$ Moscow Institute of Physics and Technology, Dolgoprudny 141700, Russia<br>${ }^{2}$ NRC "Kurchatov Institute", Moscow 123182, Russia<br>(Received 29 March 2023; accepted 16 May 2023; published 30 May 2023)


#### Abstract

The adiabatic theory of strong-field ionization is extended to the specific configuration in which ionization occurs from a vortex orbital in an axially symmetric target by an elliptically polarized pulse with small ellipticity and the major axis of the polarization ellipse directed along the vortex axis of the initial state. Generation of vortex electrons in the continuum, their propagation in the laser field, and subsequent rescattering on the parent ion are described. Adiabatic asymptotics of the rescattering parts of the solution to the time-dependent Schrödinger equation and the ionization amplitude are obtained. On the basis of these results, the factorization formula giving the photoelectron momentum distribution (PEMD) in the vicinity of a backward rescattering caustic is derived. Our interest in the present configuration stems from the fact that, because of the nonzero ellipticity of the field, liberated vortex electrons arrive for rescattering with a nonzero impact parameter. The corresponding scattering amplitude generalizes the recently introduced vortex scattering amplitude characterizing head-on vortex-target rescattering in the linear polarization case [O. I. Tolstikhin and T. Morishita, Phys. Rev. A 99, 063415 (2019)]. Using the factorization formula, one can extract the absolute value of this generalized scattering amplitude from the observable PEMD, which opens a new window for target structure imaging in strong-field physics. The theory is illustrated by calculations for two atomic targets, $\mathrm{He}^{+}(2 p, m=1)$ and $\mathrm{Xe}(5 p, m=1)$. We show that in the case of the initial $\pi$ orbital and nonzero ellipticity not only the absolute values of two head-on scattering amplitudes with $m=0$ and 1 , but also their phase difference as functions of the scattering angle can be extracted from the PEMD.
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## I. INTRODUCTION

An electron liberated from an atom or a molecule by a strong laser field returns to the parent ion and undergoes rescattering [1]. The rescattered electron carries information about the target structure, and this information is thus encoded in the observable photoelectron momentum distribution (PEMD) [2]. Rescattering photoelectron spectroscopy aims at extracting this information from the PEMD. In particular, a fruitful approach enabling one to extract the differential cross section (DCS) for elastic electron-parent ion collision was proposed [3] and demonstrated [4-16]. This approach is based on the observation that in the region of the photoelectron momentum space dominated by rescattered photoelectrons the PEMD factorizes into the DCS and a returning photoelectron wave packet (RWP) [3,17-20]. The factorization formula for the PEMD was derived and the explicit analytical expression for the RWP was obtained within the adiabatic theory of strong-field ionization [21] in Ref. [22], which has elevated the approach initiated in Ref. [3] to a quantitative level [23-27].

Recently, the theory of Ref. [22] has been extended to target structure imaging with vortex electrons [28]. In a vortex state an electron has a nonzero projection of its orbital

[^0]angular momentum on a given axis. Bound states in axially symmetric potentials characterized by a nonzero magnetic quantum number give an example of vortex states familiar from atomic and molecular physics. Less familiar vortex states of free electrons have attracted much attention in recent years, reviews on the theory and applications of such states can be found in Refs. [29-31]. Of particular interest in the context of rescattering are papers developing the theory of collisions of vortex electrons with atoms [32-36] and molecules [37]; see also a review article [38] and references therein. The interaction of free vortex electrons with strong electromagnetic fields was considered in Refs. [39,40]. Vortex electrons in strong-field physics, which involves their interaction with both the parent ion and a laser field, were discussed theoretically [28, $41-51]$. In experimental studies so far they were detected only indirectly by observing effects due to vorticity of the initial bound $[52,53]$ and final continuum [54-56] states.

Returning to Ref. [28], the imaging procedure using vortex electrons proposed therein is similar to that based on rescattering of plane-wave electrons [22]. The factorization formulas derived in Refs. [22,28] hold in the vicinity of a backward rescattering caustic. Given the PEMD at the caustic and knowing the RWP, one can extract the target-dependent factor describing rescattering. In the plane-wave case, this factor is the DCS given by the absolute value squared of the usual scattering amplitude known from scattering theory [57,58]. In the case of vortex rescattering, this factor is the
absolute value squared of a generalized scattering amplitude. In the configuration analyzed in Ref. [28], vortex electrons are generated in strong-field ionization from an initial vortex orbital by a laser field linearly polarized along its axis. In this case the vortex axis is conserved in time and photoelectrons undergo head-on vortex rescattering on the parent ion. The scattering amplitude characterizing this process in the adiabatic regime was introduced in Ref. [28]. The absolute value of this amplitude can be extracted from the PEMD. Note that while the DCS in principle can be measured independently in collision experiments, the head-on vortex scattering amplitude is accessible only through the imaging procedure discussed in Ref. [28].

In this paper we further extend the theory of Refs. [22,28] to the configuration in which strong-field ionization occurs from a vortex orbital by an elliptically polarized laser pulse. In contrast to the linear polarization case [28], in the case of elliptic polarization liberated vortex electrons return for rescattering with a nonzero impact parameter. The corresponding scattering amplitude generalizes the head-on vortex scattering amplitude introduced in Ref. [28]. This amplitude is encoded in the PEMD. Our goal is to show that the target structure information represented by this amplitude can be extracted from the PEMD.

The paper is organized as follows. In Sec. II, we discuss the specificity of the present configuration in the general context of the adiabatic theory [21]. To describe strong-field ionization from a vortex orbital by an ecliptically polarized field the theory should be redeveloped. Tunneling ionization, propagation, and rescattering stages of strong-field ionization dynamics should be reconsidered. This is done in Secs. IIIV, respectively. Based on the results obtained, in Sec. VI we derive the factorization formula for the present configuration. In Sec. VII, we illustrate the theory by calculations for two atomic targets, $\mathrm{He}^{+}(2 p, m=1)$ and $\mathrm{Xe}(5 p, m=1)$. Section VIII concludes the paper. A method to calculate vortex scattering amplitudes for spherically symmetric potentials is presented in the Appendix.

## II. FORMULATION OF THE PROBLEM

Consider an electron interacting with a target potential $V(\mathbf{r})$ and a strong laser field $\mathbf{F}(t)$. The time-dependent Schrödinger equation describing the system in the dipole approximation and length gauge reads (atomic units are used throughout)

$$
\begin{equation*}
i \frac{\partial \psi(\mathbf{r}, t)}{\partial t}=\left[-\frac{1}{2} \Delta+V(\mathbf{r})+\mathbf{F}(t) \mathbf{r}\right] \psi(\mathbf{r}, t) \tag{1}
\end{equation*}
$$

The field is assumed to satisfy $\mathbf{F}(t \rightarrow \pm \infty)=\mathbf{0}$. The initial condition for Eq. (1) is

$$
\begin{equation*}
\psi(\mathbf{r}, t \rightarrow-\infty)=\phi_{0}(\mathbf{r}) e^{-i E_{0} t} \tag{2}
\end{equation*}
$$

where $E_{0}<0$ and $\phi_{0}(\mathbf{r})$ are the energy and wave function of a bound state of the field-free target. The interaction with the field causes ionization of the target. The amplitude of ionization with photoelectron momentum $\mathbf{k}$ is given by

$$
\begin{equation*}
I(\mathbf{k})=\left.\int\left[\psi_{\mathbf{k}}^{(-)}(\mathbf{r}) e^{-i \mathbf{k}^{2} t / 2}\right]^{*} \psi(\mathbf{r}, t) d \mathbf{r}\right|_{t \rightarrow \infty} \tag{3}
\end{equation*}
$$

where $\psi_{\mathbf{k}}^{(-)}(\mathbf{r})$ is the out scattering state of the field-free target with asymptotic momentum $\mathbf{k}$ normalized by $\left\langle\boldsymbol{\psi}_{\mathbf{k}}^{(-)} \mid \boldsymbol{\psi}_{\mathbf{k}^{\prime}}^{(-)}\right\rangle=$ $(2 \pi)^{3} \delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right)$ [57,58]. It defines the observable PEMD

$$
\begin{equation*}
P(\mathbf{k})=|I(\mathbf{k})|^{2} \tag{4}
\end{equation*}
$$

The evaluation and analysis of this function for different target potentials and fields is one of the central problems in strongfield physics [59].

The adiabatic theory developed in Ref. [21] amounts to the asymptotic solution of this problem in the limit

$$
\begin{equation*}
\epsilon \rightarrow 0 \tag{5}
\end{equation*}
$$

where $\epsilon$ is the adiabatic parameter given by the ratio of time scales characterizing electronic motion in the target and variation of the field. For neutral targets in the ground state ( $\left|E_{0}\right| \sim 0.5$ ) and low-frequency laser pulses typically used in strong-field physics ( $\omega \sim 0.057$ ) this parameter can be estimated as $\epsilon \sim \omega /\left|E_{0}\right| \sim 0.1$, which belongs to the adiabatic regime. In the adiabatic approximation the solution to Eq. (1) can be presented in the form [21]

$$
\begin{equation*}
\psi(\mathbf{r}, t)=\psi_{a}(\mathbf{r}, t)+\psi_{r}(\mathbf{r}, t) \tag{6}
\end{equation*}
$$

The adiabatic part $\psi_{a}(\mathbf{r}, t)$ of the wave function describes the initial bound state distorted by the instantaneous laser field $\mathbf{F}(t)$ and adiabatically following its variation in time. Electrons liberated from the target by tunneling through a barrier formed by the target potential and the field are described by the outgoing wave in the asymptotic part of $\psi_{a}(\mathbf{r}, t)$. The rescattering part $\psi_{r}(\mathbf{r}, t)$ of the wave function describes liberated electrons which after propagation driven by the field return to the target for rescattering. The division of $\psi(\mathbf{r}, t)$ into the adiabatic and rescattering parts is justified in the limit (5) by the fact that the two terms in Eq. (6) have amplitudes $O\left(\epsilon^{0}\right)$ and $O\left(\epsilon^{3 / 2}\right)$ and phases $O\left(\epsilon^{-1}\right)$ and $O\left(\epsilon^{-3}\right)$, respectively. Equation (6) holds in the quasistationary zone whose radius scales as $O\left(\epsilon^{-2}\right)$. Substituting Eq. (6) into Eq. (3) gives

$$
\begin{equation*}
I(\mathbf{k})=I_{a}(\mathbf{k})+I_{r}(\mathbf{k}) \tag{7}
\end{equation*}
$$

The adiabatic part $I_{a}(\mathbf{k})$ of the ionization amplitude describes direct electrons which do not interact with the target after tunneling. The rescattering part $I_{r}(\mathbf{k})$ of the ionization amplitude describes electrons which undergo rescattering before arriving at the detector measuring the PEMD. Explicit formulas giving the asymptotics of all the terms in Eqs. (6) and (7) in the adiabatic regime (5) were obtained in Ref. [21].

The adiabatic theory applies to arbitrary potential, initial state, and polarization of the laser field. However, while the asymptotics of the adiabatic parts $\psi_{a}(\mathbf{r}, t)$ and $I_{a}(\mathbf{k})$ obtained in Ref. [21] are generally valid, the asymptotics of the rescattering parts $\psi_{r}(\mathbf{r}, t)$ and $I_{r}(\mathbf{k})$ involve an additional assumption which does not hold in certain specific situations. Namely, the derivation in Ref. [21] assumes that an electron arriving for rescattering is represented by a plane wave. But this is not the case, e.g., for rescattering of vortex electrons generated in the configuration analyzed in Ref. [28].

In this paper we consider a more general configuration. We assume that the potential in Eq. (1) is axially symmetric about the $z$ axis of the laboratory coordinate frame and the initial bound state in Eq. (2) has a nonzero projection $M>0$ of the
angular momentum on this axis,

$$
\begin{equation*}
V(\mathbf{r})=V\left(r_{\perp}, z\right), \quad \phi_{0}(\mathbf{r})=\phi_{0}\left(r_{\perp}, z\right) e^{i M \varphi} \tag{8}
\end{equation*}
$$

where $r_{\perp}=\sqrt{x^{2}+y^{2}}$. In other words, we consider an atom or a linear molecule aligned along the $z$ axis treated in the single-active-electron approximation. These two specifications are consistent with Ref. [28]. The difference is in the polarization of the laser field. In Ref. [28], the field was assumed to be linearly polarized along the $z$ axis. In this case, the projection $M$ is conserved in time and the problem admits a simplified treatment. Here, we consider an elliptically polarized pulse,

$$
\begin{equation*}
\mathbf{F}(t)=F_{0} f(t)(\varepsilon \sin \omega t, 0, \cos \omega t) \tag{9}
\end{equation*}
$$

characterized by the amplitude $F_{0}$, frequency $\omega$, ellipticity $\varepsilon$, and envelope $f(t)>0$ satisfying $\max [f(t)]=1$. We assume that the ellipticity is small, $\varepsilon \ll 1$. The relation between the ellipticity and adiabatic parameters is specified by

$$
\begin{equation*}
\varepsilon=O\left(\epsilon^{2}\right) \tag{10}
\end{equation*}
$$

As shown below, pulses with such a small ellipticity are most interesting from the experimental point of view since this is the case where valuable information on rescattering of vortex electrons is imprinted in the PEMD. The nonzero ellipticity adds flexibility and significantly enriches the scheme of target structure imaging with vortex electrons discussed in Ref. [28]. To extend the analysis of Ref. [28] to elliptically polarized pulses we need to return to the general theory [21] and rederive the asymptotics of $\psi_{r}(\mathbf{r}, t)$ and $I_{r}(\mathbf{k})$ for the case of vortex electrons. This problem is treated in Secs. III-V.

## III. IONIZATION

In the adiabatic regime, ionization in a slowly varying laser field $\mathbf{F}(t)$ proceeds as if the field were static and equal to its instantaneous value. The adiabatic part in Eq. (6) describing tunneling ionization dynamics is given by [21]

$$
\begin{equation*}
\psi_{a}(\mathbf{r}, t)=\phi(\mathbf{r} ; t) e^{-i s(t)} \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
s(t)=E_{0} t+\int_{-\infty}^{t}\left[E\left(t^{\prime}\right)-E_{0}\right] d t^{\prime} \tag{12}
\end{equation*}
$$

Here $E(t)=E(\mathbf{F}(t))$ and $\phi(\mathbf{r} ; t)=\phi(\mathbf{r} ; \mathbf{F}(t))$ are expressed in terms of the eigenvalue $E(\mathbf{F})$ and eigenfunction $\phi(\mathbf{r} ; \mathbf{F})$ of a Siegert state (SS) in a static electric field $\mathbf{F}$ satisfying the stationary Schrödinger equation

$$
\begin{equation*}
\left[-\frac{1}{2} \Delta+V(\mathbf{r})+\mathbf{F r}-E(\mathbf{F})\right] \phi(\mathbf{r} ; \mathbf{F})=0 \tag{13}
\end{equation*}
$$

supplemented by the regularity and outgoing-wave boundary conditions [60]. The SS defining $\psi_{a}(\mathbf{r}, t)$ is the solution to Eq. (13) which coincides with the initial bound state as the field is turned off,

$$
\begin{equation*}
\left.E(\mathbf{F})\right|_{F \rightarrow 0}=E_{0},\left.\quad \phi(\mathbf{r} ; \mathbf{F})\right|_{F \rightarrow 0}=\phi_{0}(\mathbf{r}) . \tag{14}
\end{equation*}
$$

According to Eq. (9), we are interested in fields of the form

$$
\begin{equation*}
\mathbf{F}=F(\sin \beta, 0, \cos \beta) \tag{15}
\end{equation*}
$$

where $\beta=O(\varepsilon)$ is a small angle. In this section we analyze the dependence of the structure of the ionization flux described by the outgoing wave in the asymptotic part of
$\phi(\mathbf{r} ; \mathbf{F})$ in the direction opposite to that of $\mathbf{F}$ on $\beta$, which is needed for the following. We do this assuming that the field $\mathbf{F}$ is sufficiently weak, so that the weak-field asymptotic theory (WFAT) of tunneling ionization [61] applies.

Let us introduce a coordinate frame ( $x^{\prime}, y^{\prime}=y, z^{\prime}$ ) rotated with respect to the laboratory frame $(x, y, z)$ by the angle $\beta$ clockwise in the $(x, z)$ plane, so that the $z^{\prime}$ axis is directed along $\mathbf{F}$. The ionization flux is described by the asymptotics of the solution to Eq. (13) given by $[60,61]$

$$
\begin{equation*}
\left.\phi(\mathbf{r} ; \mathbf{F})\right|_{z^{\prime} \rightarrow-\infty}=\int A\left(\mathbf{k}_{\perp} ; \beta\right) e^{i \mathbf{k}_{\perp} \mathbf{r}_{\perp}^{\prime}} g\left(z^{\prime}, k_{\perp}\right) \frac{d \mathbf{k}_{\perp}}{(2 \pi)^{2}} \tag{16}
\end{equation*}
$$

where $\mathbf{r}_{\perp}^{\prime}=\left(x^{\prime}, y^{\prime}\right)$ and $z^{\prime}$ are functions of $\mathbf{r}$ defined by the rotation, the function

$$
\begin{equation*}
g\left(z^{\prime}, k_{\perp}\right)=\frac{1}{\left|2 F z^{\prime}\right|^{1 / 4}} \exp \left[\frac{i F^{1 / 2}\left|2 z^{\prime}\right|^{3 / 2}}{3}-\frac{i\left(\varkappa^{2}+k_{\perp}^{2}\right)\left|z^{\prime}\right|^{1 / 2}}{(2 F)^{1 / 2}}\right] \tag{17}
\end{equation*}
$$

represents a wave going away from the target in the direction of $-\mathbf{F}$, and $A\left(\mathbf{k}_{\perp} ; \beta\right)$ is the transverse momentum distribution (TMD) amplitude defining the structure of the ionization flux in the plane $\left(x^{\prime}, y^{\prime}\right)$ perpendicular to $\mathbf{F}$. The appearance of $\varkappa=$ $\sqrt{2\left|E_{0}\right|}$ in Eq. (17) in the weak-field case results from the first of Eqs. (14). Within the WFAT, the TMD amplitude is given by [61]

$$
\begin{equation*}
A\left(\mathbf{k}_{\perp} ; \beta\right)=\frac{2 i \pi^{1 / 2}}{F^{1 / 2}} \sum_{v} f_{v}(\beta) \phi_{v}^{(0)}\left(\frac{k_{\perp}^{2}}{F}\right) e^{i m \varphi_{k}} \tag{18}
\end{equation*}
$$

Here $\mathbf{k}_{\perp}=k_{\perp}\left(\cos \varphi_{k}, \sin \varphi_{k}\right), v=\left(n_{\xi}, m\right)$ enumerates ionization channels identified by parabolic quantum numbers $n_{\xi}=$ $0,1, \ldots$ and $m=0, \pm 1, \ldots$, and

$$
\begin{equation*}
\phi_{\nu}^{(0)}(\xi)=\varkappa^{1 / 2}(\varkappa \xi)^{|m| / 2} e^{-\varkappa \xi / 2} \sqrt{\frac{n_{\xi}!}{\left(n_{\xi}+|m|\right)!}} L_{n_{\xi}}^{(|m|)}(\varkappa \xi), \tag{19}
\end{equation*}
$$

where $L_{n}^{(\alpha)}(x)$ are the generalized Laguerre polynomials [62]. The partial ionization amplitudes $f_{v}(\beta)$ in Eq. (18) are given by [61]

$$
\begin{align*}
f_{v}(\beta)= & \frac{\varkappa^{1 / 2} g_{v}(\beta)}{2^{1 / 2}}\left(\frac{4 \varkappa^{2}}{F}\right)^{\beta_{v}^{(0)} / \varkappa} \\
& \times \exp \left[\frac{i \pi}{4}+\frac{i \pi \beta_{v}^{(0)}}{\varkappa}-\varkappa \mu \cos \beta-\frac{\varkappa^{3}}{3 F}\right] \tag{20}
\end{align*}
$$

where $g_{v}(\beta)$ are the asymptotic coefficients characterizing the initial state (we discuss them below), $\beta_{v}^{(0)}=Z-\varkappa\left[n_{\xi}+\right.$ $(|m|+1) / 2], Z=-\left.r V(\mathbf{r})\right|_{r \rightarrow \infty}$ is the Coulomb charge in the asymptotic tail of the potential, and $\mu=-\left\langle\phi_{0}\right| z\left|\phi_{0}\right\rangle$ is the dipole moment in the initial state. For $\left|z^{\prime}\right| \rightarrow \infty$, the integral in Eq. (16) can be calculated using the saddle-point method. We thus obtain

$$
\begin{align*}
\left.\phi(\mathbf{r} ; \mathbf{F})\right|_{z^{\prime} \rightarrow-\infty}= & \frac{g\left(z^{\prime}, 0\right)}{\left|2 \pi z^{\prime}\right|^{1 / 2}} \exp \left[\frac{i F^{1 / 2} r_{\perp}^{\prime 2}}{2\left|2 z^{\prime}\right|^{1 / 2}}\right] \\
& \times \sum_{\nu} f_{v}(\beta) \phi_{v}^{(0)}\left(\frac{r_{\perp}^{\prime 2}}{2\left|z^{\prime}\right|}\right) e^{i m \varphi^{\prime}}, \tag{21}
\end{align*}
$$

where $\mathbf{r}_{\perp}^{\prime}=r_{\perp}^{\prime}\left(\cos \varphi^{\prime}, \sin \varphi^{\prime}\right)$. This asymptotics holds in the region $r_{\perp}^{\prime}=O\left(\left|z^{\prime}\right|^{1 / 2}\right)$. The transverse structure of the ionization flux is described by the sum factor in Eq. (21). Let us discuss it in more detail.

The relative role of the different channels in the sum is determined by the dependence of $f_{v}(\beta)$ on $F$ and $\beta$. First, we note that the exponential factor in Eq. (20) has the same absolute value for all channels, while the preexponential factor depends on $F$ as $F^{n_{\xi}+(|m|+1) / 2}$. Thus in the weak-field case channels with $n_{\xi}>0$ are suppressed compared to the one with $n_{\xi}=0$ for the same $m$, and we neglect their contributions. Consider channels $v=(0, m)$ with different $m$. On the one hand, the preexponential factor in Eq. (20) decreases as $|m|$ grows, so it is sufficient to retain only channels with the smallest $|m|$ present in the sum. On the other hand, only a few channels survive in the sum at small $\beta$. Indeed, the difference in the dependence on $\beta$ originates from the asymptotic coefficient $g_{0 m}(\beta)$. At $\beta=0$, because of the symmetry of the initial state, see Eq. (8), only one coefficient with $m=M$ differs from zero. At small $\beta$, coefficients with $m \neq M$ become nonzero, but their distribution in $m$ still peaks at $m=M$. Let us analyze this behavior by deriving $g_{0 M \pm 1}(\beta)$.

Since the asymptotic coefficients $g_{0 m}(\beta)$ are a property of the initial state and their dependence on $\beta$ is caused by the rotation of the coordinate frame $(x, y, z) \rightarrow\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, it is convenient to use the asymptotic form of $\phi_{0}(\mathbf{r})$ in spherical coordinates. In the laboratory frame we have

$$
\begin{equation*}
\left.\phi_{0}(\mathbf{r})\right|_{r \rightarrow \infty}=r^{Z / \varkappa-1} e^{-\varkappa r} \sum_{l=M}^{\infty} C_{l} Y_{l M}(\theta, \varphi) \tag{22}
\end{equation*}
$$

The coefficient $g_{0 M}(0)$ is given in terms of the coefficients $C_{l}$ by [61]

$$
\begin{equation*}
g_{0 M}(0)=\frac{2^{1-Z / \varkappa}}{\sqrt{\varkappa^{M+1} M!}} \sum_{l=M}^{\infty}(-1)^{l} C_{l} Q(l, M) \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
Q(l, m)=(-1)^{(|m|-m) / 2} \sqrt{\frac{(2 l+1)(l+|m|)!}{2(l-|m|)!}} \tag{24}
\end{equation*}
$$

The rotation of Eq. (22) by an angle $\beta$ about the $y$ axis can be performed in the standard way using Wigner rotation matrices [63]. However, being interested only in small $\beta$, it is easier to develop the expansion in $\beta$ using the explicit relation $Y_{l m}(\theta, \varphi)=e^{i \beta \hat{l}_{y}} Y_{l m}\left(\theta^{\prime}, \varphi^{\prime}\right)$. In the first order we obtain

$$
\begin{align*}
Y_{l m}(\theta, \varphi)= & Y_{l m}\left(\theta^{\prime}, \varphi^{\prime}\right)+\frac{\beta}{2} R(l, m) Y_{l m+1}\left(\theta^{\prime}, \varphi^{\prime}\right) \\
& -\frac{\beta}{2} R(l,-m) Y_{l m-1}\left(\theta^{\prime}, \varphi^{\prime}\right)+O\left(\beta^{2}\right) \tag{25}
\end{align*}
$$

where $R(l, m)=\sqrt{(l-m)(l+m+1)}$. Substituting this into Eq. (22) and proceeding as in the derivation of Eq. (23) in [61], for the leading-order channel $m=M$ we obtain

$$
\begin{equation*}
g_{0 M}(\beta)=g_{0 M}(0)+O\left(\beta^{2}\right) \tag{26}
\end{equation*}
$$

For the next to the leading-order channels $m=M \pm 1$ we find

$$
\begin{align*}
g_{0 M \pm 1}(\beta)= & \frac{ \pm 2^{-Z / \varkappa} \beta}{\sqrt{\varkappa^{M \pm 1+1}(M \pm 1)!}} \sum_{l=M}^{\infty}(-1)^{l} R(l, \pm M) \\
& \times C_{l} Q(l, M \pm 1)+O\left(\beta^{3}\right) \tag{27}
\end{align*}
$$

This shows that $g_{0 M \pm 1}(\beta)=O\left(\beta^{1}\right)$. By retaining higher-order terms in Eq. (25), it can be shown that $g_{0 m}(\beta)=O\left(\beta^{|m-M|}\right)$. Thus, indeed, $g_{0 m}(\beta)$ quickly decay as $|m-M|$ grows.

Summarizing the discussion, at small $\beta$ it is sufficient to retain in Eq. (21) only one channel $v=(0, M)$ with $f_{0 M}(\beta)$ substituted by $f_{0 M}=f_{0 M}(0)$. The result is

$$
\begin{align*}
\left.\phi(\mathbf{r} ; \mathbf{F})\right|_{z^{\prime} \rightarrow-\infty}= & \frac{-i A_{M}(F)}{2 \pi} \frac{F^{1 / 2} g\left(z^{\prime}, 0\right)}{\left|2 z^{\prime}\right|^{1 / 2}}\left(\frac{F r_{\perp}^{\prime 2}}{2\left|z^{\prime}\right|}\right)^{M / 2} \\
& \times \exp \left[\frac{i F^{1 / 2} r_{\perp}^{\prime 2}}{2\left|2 z^{\prime}\right|^{1 / 2}}-\frac{\varkappa r_{\perp}^{\prime 2}}{4\left|z^{\prime}\right|}\right] e^{i M \varphi^{\prime}} \tag{28}
\end{align*}
$$

where

$$
\begin{equation*}
A_{M}(F)=\left.\frac{e^{-i M \varphi_{k}} A\left(\mathbf{k}_{\perp} ; 0\right)}{k_{\perp}^{M}}\right|_{k_{\perp} \rightarrow 0}=\frac{2 i \pi^{1 / 2} f_{0 M}}{\sqrt{M!}}\left(\frac{\varkappa}{F}\right)^{(M+1) / 2} \tag{29}
\end{equation*}
$$

The function (28) describes a flux of electrons liberated from the target and moving in the direction $z^{\prime} \rightarrow-\infty$ opposite to that of $\mathbf{F}$. The first term in the exponent accounts for the fact that the wave front of the flux has a parabolic shape [61], which leads to the appearance of an outgoing radial flux in the plane $\left(x^{\prime}, y^{\prime}\right)$. The second term in the exponent defines the envelope of the flux in the transverse direction. The factor $r_{\perp}^{M} e^{i M \varphi^{\prime}}$ defines the transverse structure of the ionization flux and is of main interest here. One can see that for $M=0$ the liberated electrons are described by a locally plane wave near the maximum of the envelope at $r_{\perp}^{\prime}=0$. But for $M>0$ they are in a vortex state. This is obvious for $\beta=0$, which corresponds to the linear polarization case considered in Ref. [28]. The present analysis shows that this also holds for small nonzero $\beta$ in the case of elliptic polarization.

## IV. PROPAGATION

As an electron is liberated from the target, its further motion until rescattering is driven by the field. Since the pioneering paper by Keldysh [64], this propagation stage of the strong-field ionization dynamics is described by Volkov states [65]. In this section we generalize Volkov states to the case of vortex electrons and obtain the electron wave packet arriving for rescattering at the end of propagation.

## A. Vortex Volkov states

Is is helpful to preface the analysis of propagation in the present problem by a general discussion of Volkov states. In the context of nonrelativistic strong-field physics, Volkov states are defined as solutions to Eq. (1) with the potential energy term omitted,

$$
\begin{equation*}
i \frac{\partial \Phi(\mathbf{r}, t)}{\partial t}=\left[-\frac{1}{2} \Delta+\mathbf{F}(t) \mathbf{r}\right] \Phi(\mathbf{r}, t) \tag{30}
\end{equation*}
$$

In this section we consider an arbitrary field not restricted by Eq. (9). The different solutions to Eq. (30) are specified by the initial condition at $t=t_{i}$. We are interested in a class of the solutions representing vortex electrons.

The quantum dynamics of an electron in a homogeneous arbitrarily time-dependent electric field can be exactly described in purely classical terms [66]. Let us introduce a
reference classical trajectory with the velocity $\mathbf{v}(t)$ and coordinate $\mathbf{r}(t)$ defined by

$$
\begin{gather*}
\dot{\mathbf{v}}(t)=-\mathbf{F}(t), \quad \dot{\mathbf{r}}(t)=\mathbf{v}(t)  \tag{31a}\\
\mathbf{v}(t \rightarrow-\infty)=\mathbf{0}, \quad \mathbf{r}(t \rightarrow-\infty)=\mathbf{0} \tag{31b}
\end{gather*}
$$

All the classical quantities needed for solving Eq. (30) can be expressed in terms of this trajectory. Indeed, the evolution operator $\hat{U}\left(t, t_{i}\right)$ which propagates the solutions from $t_{i}$ to $t$ is given by

$$
\begin{equation*}
\hat{U}\left(t, t_{i}\right)=e^{i \mathcal{S}(\mathbf{r}, t)} e^{-i \hat{\mathbf{p}} \mathbf{q}(t)-i \hat{\mathbf{p}}^{2}\left(t-t_{i}\right) / 2} \tag{32}
\end{equation*}
$$

Here $\hat{\mathbf{p}}=-i \nabla, \mathbf{q}(t)$ is the trajectory satisfying Eq. (31a) with the initial conditions $\dot{\mathbf{q}}\left(t_{i}\right)=\mathbf{q}\left(t_{i}\right)=\mathbf{0}$ given explicitly by

$$
\begin{equation*}
\mathbf{q}(t)=\mathbf{r}(t)-\mathbf{r}\left(t_{i}\right)-\mathbf{v}\left(t_{i}\right)\left(t-t_{i}\right) \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{S}(\mathbf{r}, t)=\left[\mathbf{v}(t)-\mathbf{v}\left(t_{i}\right)\right] \mathbf{r}-\frac{1}{2} \int_{t_{i}}^{t}\left[\mathbf{v}\left(t^{\prime}\right)-\mathbf{v}\left(t_{i}\right)\right]^{2} d t^{\prime} \tag{34}
\end{equation*}
$$

is the classical action accumulated along a trajectory shifted with respect to $\mathbf{q}(t)$ in such a way that at time $t$ it passes through the point $\mathbf{r}$. It can be easily checked that the operator (32) satisfies Eq. (30) with the initial condition $\hat{U}\left(t_{i}, t_{i}\right)=1$.

One class of Volkov states is specified by $\Phi\left(\mathbf{r}, t_{i}\right)=e^{i \mathbf{u r}}$. Using Eq. (32), we obtain

$$
\begin{equation*}
\Phi_{\mathbf{u}}(\mathbf{r}, t)=\exp \left[i \mathbf{u}_{f}\left(t, t_{i}, \mathbf{u}\right) \mathbf{r}-\frac{i}{2} \int_{t_{i}}^{t} \mathbf{u}_{f}^{2}\left(t^{\prime}, t_{i}, \mathbf{u}\right) d t^{\prime}\right] \tag{35}
\end{equation*}
$$

where $\mathbf{u}_{f}\left(t, t_{i}, \mathbf{u}\right)=\mathbf{v}(t)-\mathbf{v}\left(t_{i}\right)+\mathbf{u}$ is the final velocity at time $t$ for the trajectory that begins at time $t_{i}$ with velocity $\mathbf{u}$. At each $t>t_{i}$, function (35) is a plane wave whose momentum varies with time and the phase varies accordingly. Such Volkov states are commonly used in strong-field physics.

Consider another class of Volkov states satisfying

$$
\begin{equation*}
\Phi\left(\mathbf{r}, t_{i}\right)=J_{m}\left(u_{\perp} r_{\perp}\right) e^{i m \varphi} e^{i u_{z} z} \tag{36}
\end{equation*}
$$

This function describes a vortex state of a free electron, with the vortex axis coinciding with the $z$ axis. The vortex is characterized by the projection of the angular momentum on its axis $m$, transverse momentum $u_{\perp}$, and longitudinal momentum $u_{z}$. Applying the operator (32) and taking into account that $\hat{\mathbf{p}}^{2} \Phi\left(\mathbf{r}, t_{i}\right)=\mathbf{u}^{2} \Phi\left(\mathbf{r}, t_{i}\right)$, where $\mathbf{u}^{2}=u_{\perp}^{2}+u_{z}^{2}$, we obtain

$$
\begin{equation*}
\Phi_{m u_{\perp} u_{z}}(\mathbf{r}, t)=e^{i S(\mathbf{r}, t)-i \mathbf{u}^{2}\left(t-t_{i}\right) / 2} J_{m}\left(u_{\perp} R_{\perp}\right) e^{i m \Phi} e^{i u_{z} Z} \tag{37}
\end{equation*}
$$

Here

$$
\begin{equation*}
\mathbf{R}=\mathbf{r}-\mathbf{q}(t) \tag{38}
\end{equation*}
$$

is the electron coordinate measured relative to $\mathbf{q}(t)$ decomposed in the form $\mathbf{R}=\mathbf{R}_{\perp}+Z \mathbf{e}_{z}$, where $\mathbf{R}_{\perp}=$ $R_{\perp}(\cos \Phi, \sin \Phi)$ and $Z$ are its components perpendicular and parallel to the $z$ axis, respectively. At each $t>t_{i}$, function (37) presents a vortex. The quantum number $m$ of the vortex is conserved in time. The vortex axis defined by $R_{\perp}=0$ remains parallel to the $z$ axis, but is shifted in the transverse direction by $\mathbf{q}_{\perp}(t)$, that is, it crosses the $(x, y)$ plane at $\mathbf{r}_{\perp}=\mathbf{q}_{\perp}(t)$. We find it remarkable that the axis is not deformed or tilted, only shifted, which is not evident a priori. The shift originates from
the transverse component of the field $\mathbf{F}(t)$ and does not appear if the field is linearly polarized along the vortex axis. We call the solutions to Eq. (30) given by Eq. (37) vortex Volkov states. Near the vortex axis, the initial state (36) behaves as $r_{\perp}^{|m|} e^{i m \varphi}$, which complies with the vortex factor in Eq. (28). In Eq. (37), the vortex axis is shifted by $\mathbf{q}_{\perp}(t)$ and the vortex factor becomes $R_{\perp}^{|m|} e^{i m \Phi}$. This shows what happens with a vortex as it propagates in a laser field. Vortex Volkov states of a relativistic electron obtained by solving the Dirac equation were constructed in Ref. [40].

## B. From ionization to rescattering

We now turn to the discussion of propagation between the ionization and rescattering events in the present problem. As a result of tunneling, the target continuously emits a flux of electrons described by Eq. (28) in the direction opposite to that of the instantaneous field $\mathbf{F}(t)$. A part of this flux returns to the target and undergoes rescattering. The goal of this section is to derive the wave packet arriving for rescattering.

This can be done using Green's formula

$$
\begin{align*}
\psi(\mathbf{r}, t)= & \frac{1}{2} \int_{-\infty}^{t} d t^{\prime} \int_{\Sigma^{\prime}}\left[G\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right) \nabla^{\prime} \psi\left(t^{\prime}, \mathbf{r}^{\prime}\right)\right. \\
& \left.-\psi\left(t^{\prime}, \mathbf{r}^{\prime}\right) \nabla^{\prime} G\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)\right] d \mathbf{\Sigma}^{\prime} \tag{39}
\end{align*}
$$

where $\psi(t, \mathbf{r})$ is the solution to Eq. (1) and $G\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)$ is the retarded Green's function for Eq. (30) given by [66]

$$
\begin{equation*}
G\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)=\frac{e^{3 i \pi / 4} \theta\left(t-t^{\prime}\right)}{\left[2 \pi\left(t-t^{\prime}\right)\right]^{3 / 2}} e^{i \mathcal{S}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)} \tag{40}
\end{equation*}
$$

where [21]

$$
\begin{align*}
\mathcal{S}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)= & \mathbf{v}(t) \mathbf{r}-\mathbf{v}\left(t^{\prime}\right) \mathbf{r}^{\prime}+\frac{\left[\mathbf{r}(t)-\mathbf{r}\left(t^{\prime}\right)-\Delta \mathbf{r}\right]^{2}}{2\left(t-t^{\prime}\right)} \\
& -\frac{1}{2} \int_{t^{\prime}}^{t} \mathbf{v}^{2}\left(t^{\prime \prime}\right) d t^{\prime \prime} \tag{41}
\end{align*}
$$

is the classical action accumulated along a trajectory connecting space-time points $\left(\mathbf{r}^{\prime}, t^{\prime}\right)$ and $(\mathbf{r}, t)$ and $\Delta \mathbf{r}=\mathbf{r}-\mathbf{r}^{\prime}$. The spatial integration in Eq. (39) goes over $\mathbf{r}^{\prime} \in \Sigma^{\prime}$, where $\Sigma^{\prime}$ is a surface enclosing the region beyond which the target potential can be neglected, $d \boldsymbol{\Sigma}^{\prime}=\mathbf{n}^{\prime} d \Sigma^{\prime}, \mathbf{n}^{\prime}$ is the external unit normal vector to $\Sigma^{\prime}$, and $\mathbf{r}$ lies outside $\Sigma^{\prime}$. Equation (39) is obtained by subtracting the equation for $\psi\left(\mathbf{r}^{\prime}, t^{\prime}\right)$ multiplied by $G\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)$ from the equation for $G\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)$ as a function of $\mathbf{r}^{\prime}$ and $t^{\prime}$ multiplied by $\psi\left(\mathbf{r}^{\prime}, t^{\prime}\right)$ and integrating over $t^{\prime}$ and $\mathbf{r}^{\prime}$ lying outside $\Sigma^{\prime}$. It expresses the wave function $\psi(\mathbf{r}, t)$ at time $t$ outside the surface $\Sigma^{\prime}$ in terms of its values at all previous times $t^{\prime}<t$ on the surface $\Sigma^{\prime}$.

We substitute the adiabatic part of the wave function (11) for $\psi\left(t^{\prime}, \mathbf{r}^{\prime}\right)$ into the right-hand side of Eq. (39). Following Ref. [21], the result on the left-hand side is denoted by $\psi_{r}^{(a)}(\mathbf{r}, t)$; in the next section we show that this function gives an incident wave packet from which the rescattering part in Eq. (6) emerges. The derivation is similar to that of Eq. (94) in Ref. [21], so we only outline its main steps omitting the details. We begin by calculating the surface integral in Eq. (39). At a given $t^{\prime}$, we introduce a rotated coordinate frame ( $x^{\prime}, y^{\prime}=y, z^{\prime}$ ) with the $z^{\prime}$ axis directed along $\mathbf{F}\left(t^{\prime}\right)$, as discussed in Sec. III. Then the asymptotics of the SS in Eq. (11)
is given by Eq. (28). The surface integral is accumulated near the direction $z^{\prime} \rightarrow-\infty$, where $\Sigma^{\prime}$ crosses the outgoing flux in Eq. (28). We choose $\Sigma^{\prime}$ in this region to coincide with a plane $z^{\prime}=$ const perpendicular to $\mathbf{F}\left(t^{\prime}\right)$ and such that $\left|z^{\prime}\right| \gg a$, where $a$ is the range of the potential; the latter condition is needed for the applicability of Eq. (28). Then $d \boldsymbol{\Sigma}^{\prime}=-\mathbf{e}_{z^{\prime}} d \mathbf{r}_{\perp}^{\prime}$ and the surface integral over $\mathbf{r}_{\perp}^{\prime}=\left(x^{\prime}, y^{\prime}\right)$ can be calculated analytically. The remaining integral over $t^{\prime}$ is calculated using the saddle-point method. The phase of the integrand is a sum of the classical action $\mathcal{S}\left(\mathbf{r}, t ; z^{\prime} \mathbf{e}_{z^{\prime}}, t^{\prime}\right)$ remaining in Eq. (40) after integration over $\mathbf{r}_{\perp}^{\prime}$ and the quantum action $-s(t)$ from Eq. (11). We recall that in the adiabatic regime (5) all classical quantities scale as some powers of $\epsilon$ [21]. In particular, the velocity and coordinate for the reference trajectory scale as $v(t)=O\left(\epsilon^{-1}\right)$ and $r(t)=O\left(\epsilon^{-2}\right)$. The action (41) scales as $O\left(\epsilon^{-3}\right)$; this justifies the application of the saddle-point method to the time integral in Eq. (39) and determines the order of the phase of the rescattering part in Eq. (6). The result of the integration over $t^{\prime}$ depends on the value of $r$. The requirement that $\mathbf{r}$ must be located outside $\Sigma^{\prime}$ leads to the condition $r \gg a=O\left(\epsilon^{0}\right)$. At the same time, being interested in the form of the wave packet returning for rescattering, we want to obtain $\psi_{r}^{(a)}(\mathbf{r}, t)$ near the target. To fulfill both conditions we consider the region $r=O\left(\epsilon^{0}\right)$. Note that this region belongs to the quasistationary zone where Eq. (6) holds. Let us present the field in the form $\mathbf{F}(t)=F(t) \mathbf{e}(t)$, where $F(t)>0$ is the field strength and $\mathbf{e}(t)$ denotes a unit polarization vector. Then in the leading order in $\epsilon$ the result of the integration is determined by the behavior of the phase of the integrand near a reference point defined by

$$
\begin{gather*}
\mathbf{e}\left(t^{\prime}\right) \mathbf{u}_{i}\left(t, t^{\prime}\right)=0 \rightarrow t^{\prime}=t_{i}(t)  \tag{42a}\\
u_{i \perp}\left(t, t_{i}(t)\right)=O\left(\epsilon^{1}\right) \tag{42b}
\end{gather*}
$$

where

$$
\begin{equation*}
\mathbf{u}_{i}\left(t, t^{\prime}\right)=\mathbf{v}\left(t^{\prime}\right)-\frac{\mathbf{r}(t)-\mathbf{r}\left(t^{\prime}\right)}{t-t^{\prime}} \tag{43}
\end{equation*}
$$

is the initial velocity for a closed rescattering trajectory beginning at time $t^{\prime}$ and returning to the initial point at time $t$ [21]. Equation (42a) may have several solutions, depending on the shape of the pulse. The solutions are times at which ionization should occur for the rescattering to occur at a given time $t$. In the adiabatic regime the propagation time $t-t_{i}(t)$ as well as the intervals between the different ionization times $t_{i}(t)$ scale as $O\left(\epsilon^{-1}\right)$. Near each $t_{i}(t)$, there exist two saddle points lying at a distance $O\left(\epsilon^{0}\right)$ from $t_{i}(t)$, but only one of them contributes to the integral. After evaluating its contribution and calculating the derivatives in Eq. (39) using $\mathbf{e}_{z^{\prime}} \boldsymbol{\nabla}^{\prime}=\partial / \partial z^{\prime}$ the dependence on $z^{\prime}$ disappears. The result is

$$
\begin{equation*}
\psi_{r}^{(a)}(\mathbf{r}, t)=\frac{-i}{2 \pi} \sum_{i} \frac{A_{M}\left(t_{i}\right) R_{\perp}^{M} e^{i M \Phi^{\prime}} e^{i \mathcal{S}(\mathbf{r}, t)-i s\left(t_{i}\right)}}{\left(t-t_{i}\right)^{3 / 2+M} F^{1 / 2}\left(t_{i}\right)} \tag{44}
\end{equation*}
$$

Here $A_{M}(t)=A_{M}(F(t))$, see Eq. (29), $\mathbf{R}$ is the shifted electron coordinate (38), $\mathbf{R}_{\perp}^{\prime}=R_{\perp}^{\prime}\left(\cos \Phi^{\prime}, \sin \Phi^{\prime}\right)$ is its component perpendicular to $\mathbf{e}\left(t_{i}\right)$, one should substitute $t_{i}=t_{i}(t)$ throughout, including Eqs. (33) and (34), which makes $R_{\perp}^{\prime}$, $\Phi^{\prime}$, and $\mathcal{S}(\mathbf{r}, t)$ implicitly dependent on $i$, and the summation runs over the different solutions to Eq. (42a). Each term in the sum has the form of a vortex Volkov state, Eq. (37), with the
vortex factor $R_{\perp}^{M} e^{i M \Phi^{\prime}}$, the action $\mathcal{S}(\mathbf{r}, t)$, and the other factors defining the amplitude of the state. From Eq. (42a) we have $\mathbf{e}\left(t_{i}\right) \mathbf{q}(t)=0$, which means that, for a given $i$, the vector $\mathbf{q}(t)$ lies in the plane passing through the origin and perpendicular to $\mathbf{e}\left(t_{i}\right)$. The vortex axis is parallel to $\mathbf{e}\left(t_{i}\right)$ and crosses this plane at $\mathbf{q}(t)$. The longitudinal momentum $u_{z}$ in Eq. (37) is zero in the present case, because of Eq. (42a). According to Eq. (42b), the transverse momentum $u_{\perp}$ is $O\left(\epsilon^{1}\right)$. The condition (42b) ensures that the vortex axis is shifted from the origin by $q(t)=O\left(\epsilon^{0}\right)$, and hence $R_{\perp}^{\prime}=O\left(\epsilon^{0}\right)$. In this case the argument of the Bessel function in Eq. (37) is $O\left(\epsilon^{1}\right)$ and this function can be replaced by the first term of its expansion near zero, as in Eq. (44).

We are interested in the situation where the vortex axis passes through the region occupied by the target potential, that is, where rescattering of a vortex electron by the target occurs. For this to be the case, the vortex axis should be shifted not too far from the origin, namely, we should have $q(t)=O\left(\epsilon^{0}\right)$. As seen from the above discussion, this holds under the condition (42b). In the general case of elliptically polarized pulses with arbitrary ellipticity this condition can be satisfied only at isolated values of $t$. The significance of the requirement (10) in the present analysis is explained by the fact that for pulses with such a small ellipticity the condition (42b) is satisfied at all times $t$, and therefore vortex rescattering is occurring continuously. In this case Eq. (44) can be further simplified. First, we neglect the difference between the directions of $\mathbf{e}\left(t_{i}\right)$ and the laboratory $z$ axis and replace $R_{\perp}^{\prime}$ and $\Phi^{\prime}$ by $R_{\perp}$ and $\Phi$ defined by the component $\mathbf{R}_{\perp}=R_{\perp}(\cos \Phi, \sin \Phi)$ of $\mathbf{R}$ perpendicular to the laboratory $z$ axis, which incurs an error $O\left(\epsilon^{2}\right)$ in the vortex factor. Second, we neglect the transverse with respect to the $z$ axis component of the reference velocity in Eq. (34), whose contribution to the action is $O\left(\epsilon^{1}\right)$. Then Eq. (44) takes the form

$$
\begin{equation*}
\psi_{r}^{(a)}(\mathbf{r}, t)=\frac{-i}{2 \pi} \sum_{i} \frac{A_{M}\left(t_{i}\right) R_{\perp}^{M} e^{i M \Phi} e^{i u_{f}(t) z+i \mathcal{S}(t)-i s\left(t_{i}\right)}}{\left(t-t_{i}\right)^{3 / 2+M}\left|F_{z}\left(t_{i}\right)\right|^{1 / 2}} \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{f}(t)=v_{z}(t)-v_{z}\left(t_{i}(t)\right) \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{S}(t)=-\frac{1}{2} \int_{t_{i}(t)}^{t}\left[v_{z}\left(t^{\prime}\right)-v_{z}\left(t_{i}(t)\right)\right]^{2} d t^{\prime} \tag{47}
\end{equation*}
$$

Equation (45) describes the electron wave packet returning for rescattering. Each term in the sum is a vortex moving with velocity $u_{f}(t)$ along the $z$ axis. The vortex axis is parallel to the $z$ axis and crosses the $(x, y)$ plane at $\mathbf{r}_{\perp}=\mathbf{q}_{\perp}(t)$, which plays the role of the impact parameter for the vortex-target collision. The appearance of a nonzero impact parameter is a feature that differs the present analysis from the case of linear polarization considered in Ref. [28]. The impact parameter $q_{\perp}(t)=O\left(\epsilon^{0}\right)$ varies with time and is controlled by the transverse component of the laser field (9). If $q_{\perp}(t)$ turns to zero, then $\mathbf{R}_{\perp}=\mathbf{r}_{\perp}$ and the corresponding term in Eq. (45) presents an incident vortex wave for a head-on collision, as in Ref. [28]. If $q_{\perp}(t)$ becomes much larger than the range of the target potential, then $\mathbf{R}_{\perp} \approx \mathbf{q}_{\perp}(t)$ and the corresponding term reduces to an incident plane wave, as in Ref. [21].

## V. RESCATTERING

As a liberated electron returns to the target, it undergoes rescattering. Equation (45) gives an incident vortex wave packet arriving for rescattering. In this section we introduce vortex scattering states needed to describe the rescattering process and obtain the rescattering parts of the wave function in Eq. (6) and ionization amplitude in Eq. (7).

## A. Vortex scattering states

Scattering states in the present axially symmetric potential are defined by the stationary Schrödinger equation

$$
\begin{equation*}
\left[-\frac{1}{2} \Delta+V\left(r_{\perp}, z\right)-\frac{1}{2} k^{2}\right] \phi(\mathbf{r})=0 \tag{48}
\end{equation*}
$$

supplemented by appropriate asymptotic boundary conditions. Standard textbooks on scattering theory [58] treat only states which take the form of an incident plane wave in the asymptotic region. In recent years, due to the growing interest in vortex electrons and their behavior in various physical processes, a great progress in extending scattering theory to incident vortex waves of different forms has occurred, see a review [38] and references therein. In particular, in Ref. [28] vortex scattering states with the vortex axis coinciding with the symmetry axis of the potential, which corresponds to a head-on vortex-target collision, and zero transverse momentum, which is specific to rescattering in strong-field physics, were introduced. These states satisfy Eq. (48) with the boundary condition

$$
\begin{align*}
& \left.\phi_{m}(\mathbf{r} ; k)\right|_{r \rightarrow \infty} \\
& \quad=\left[\left(k r_{\perp}\right)^{|m|} e^{i k z-i \gamma \ln k(r-z)}+f_{m}(k, \theta) \frac{e^{i k r+i \gamma \ln 2 k r}}{r}\right] e^{i m \varphi} \tag{49}
\end{align*}
$$

where $\gamma=Z / k$ and $f_{m}(k, \theta)$ is the head-on vortex scattering amplitude. For $m=0$, the first term in Eq. (49) reduces to an incident plane wave, so $f_{0}(k, \theta)$ coincides with the usual scattering amplitude $f(k, \theta)[57,58]$. We show in the Appendix that for spherically symmetric potentials $f_{m}(k, \theta)$ can be expressed in terms of $f(k, \theta)$. Here we generalize these states to the case of a nonzero impact parameter, which is needed for the present problem.

Let $\mathbf{b}=\left(b_{x}, b_{y}\right)=b\left(\cos \varphi_{b}, \sin \varphi_{b}\right)$ be a vector lying in the $(x, y)$ plane. We introduce scattering states satisfying

$$
\begin{align*}
\left.\phi_{m}(\mathbf{r} ; k, \mathbf{b})\right|_{r \rightarrow \infty}= & \left(k R_{\perp}\right)^{|m|} e^{i m \Phi} e^{i k z-i \gamma \ln k(r-z)} \\
& +f_{m}(k, \Omega, \mathbf{b}) \frac{e^{i k r+i \gamma \ln 2 k r}}{r} \tag{50}
\end{align*}
$$

where $k>0, \mathbf{R}_{\perp}=\mathbf{r}_{\perp}-\mathbf{b}=R_{\perp}(\cos \Phi, \sin \Phi), f_{m}(k, \Omega, \mathbf{b})$ is the corresponding scattering amplitude, and $\Omega=(\theta, \varphi)$ are scattering angles, that is, spherical angles defining the direction of $\mathbf{r}$. The vortex axis in Eq. (50) is shifted by $\mathbf{b}$ perpendicularly to the symmetry axis of the potential, so $\mathbf{b}$ plays the role of the impact parameter. While $\phi_{m}(\mathbf{r} ; k)$ can be constructed relatively easy by separating out the azimuthal angle $\varphi$ in Eq. (48), in the case of $\phi_{m}(\mathbf{r} ; k, \mathbf{b})$ such separation of variables is not possible. It turns out that $f_{m}(k, \Omega, \mathbf{b})$ can be expressed in terms of $f_{m}(k, \theta)$, and hence there is no need to solve Eq. (48) with the boundary condition (50) numerically.

In the general case, the scattering amplitude for a vortex state with a given projection $m$ and nonzero impact parameter can be expressed using Gegenbauer's addition theorem for the Bessel functions [67] as an infinite sum of terms involving scattering amplitudes for vortices with the different projections $m^{\prime}$ and zero impact parameter $[33,35]$. The relation we need here could be obtained from the general formula in the limit of zero transverse momentum. However, this relation can be derived in a much simpler way, which is worth documenting. We can represent the vortex factor in Eq. (50) in the form

$$
\begin{align*}
R_{\perp}^{|m|} e^{i m \Phi} & =\left[\left(x-b_{x}\right)+i \sigma\left(y-b_{y}\right)\right]^{|m|} \\
& =\sum_{m^{\prime}=0}^{|m|}\binom{|m|}{m^{\prime}}\left(-b_{x}-i \sigma b_{y}\right)^{|m|-m^{\prime}}(x+i \sigma y)^{m^{\prime}} \\
& =\sum_{m^{\prime}=0}^{|m|}\binom{|m|}{m^{\prime}}\left(-b e^{i \sigma \varphi_{b}}\right)^{|m|-m^{\prime}} \times r_{\perp}^{m^{\prime}} e^{i \sigma m^{\prime} \varphi}, \tag{51}
\end{align*}
$$

where $\sigma=\operatorname{sgn}(m)$ and $\binom{n}{k}$ are the binomial coefficients [62]. The last factor in Eq. (51) is the vortex factor with respect to the $z$ axis, as in Eq. (49). Thus, we can construct $\phi_{m}(\mathbf{r} ; k, \mathbf{b})$ as a linear combination of $\phi_{m^{\prime}}(\mathbf{r} ; k)$ with the coefficients from Eq. (51). This leads to

$$
\begin{equation*}
f_{m}(k, \Omega, \mathbf{b})=\sum_{m^{\prime}=0}^{|m|}\binom{|m|}{m^{\prime}}\left(-k b e^{i \sigma \varphi_{b}}\right)^{|m|-m^{\prime}} f_{m^{\prime}}(k, \theta) e^{i \sigma m^{\prime} \varphi} . \tag{52}
\end{equation*}
$$

In contrast to the general case [33,35], the sum here includes a finite number of terms. In the limit $b \rightarrow 0$ only the term with $m^{\prime}=|m|$ survives in the sum, thus

$$
\begin{equation*}
f_{m}(k, \Omega, \mathbf{0})=f_{m}(k, \theta) e^{i m \varphi} \tag{53}
\end{equation*}
$$

in agreement with Eq. (49). Equation (52) can be simplified for scattering in the backward direction. At $\theta \rightarrow \pi$, amplitudes $f_{m^{\prime}}(k, \theta)$ turn to zero as $(\pi-\theta)^{m^{\prime}}$, so only one term with $m^{\prime}=0$ survives in the sum, and we obtain

$$
\begin{equation*}
\left.f_{m}(k, \Omega, \mathbf{b})\right|_{\theta=\pi}=\left(-k b e^{i \sigma \varphi_{b}}\right)^{|m|} f(k, \pi) \tag{54}
\end{equation*}
$$

We note that although vortex scattering states defined by Eq. (50) are a particular case of more general states considered in Ref. [38], only these states are needed to describe rescattering in the adiabatic regime.

In the case of a purely Coulomb potential, $V\left(r_{\perp}, z\right)=$ $-Z / r$, Eqs. (48) and (49) can be solved analytically by separating variables in parabolic coordinates, which gives [28]

$$
\begin{equation*}
f_{m}^{(C)}(k, \theta)=\frac{\Gamma(1+|m|-i \gamma)}{\Gamma(1-i \gamma)}[-i \cot (\theta / 2)]^{|m|} f^{(C)}(k, \theta), \tag{55}
\end{equation*}
$$

where $f^{(C)}(k, \theta)$ is the usual Coulomb scattering amplitude for $m=0[57,58]$. This formula also follows from the general expression for $f_{m}(k, \theta)$ in terms of $f(k, \theta)$ for spherically symmetric potentials obtained in the Appendix. It turns out that the sum in Eq. (52) in this case can be presented in the closed form

$$
\begin{align*}
f_{m}^{(C)}(k, \Omega, \mathbf{b})= & M\left(-|m|,-|m|+i \gamma,-i k b \tan (\theta / 2) e^{i \sigma\left(\varphi_{b}-\varphi\right)}\right) \\
& \times f_{m}^{(C)}(k, \theta) e^{i m \varphi}, \tag{56}
\end{align*}
$$

where $M(a, b, x)$ is a confluent hypergeometric function [62]. Thus, in the case of a Coulomb potential, the scattering amplitude for vortex-target collision with a nonzero impact parameter differs from that with zero impact parameter by the $M$-function factor in Eq. (56). Note that this function is a polynomial of degree $|m|$ of its third argument. The argument diverges at $\theta=\pi$, but this divergence is canceled by the factor $\cot ^{|m|}(\theta / 2)$ in Eq. (55), so the result is finite and given by Eq. (54).

## B. Rescattering part of the wave function

The rescattering part of the wave function in Eq. (6) satisfies the inhomogeneous integral equation [21]

$$
\begin{align*}
\boldsymbol{\psi}_{r}(\mathbf{r}, t)= & \psi_{r}^{(a)}(\mathbf{r}, t)+\int_{-\infty}^{t} d t^{\prime} \int G\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right) \\
& \times V\left(\mathbf{r}^{\prime}\right) \boldsymbol{\psi}_{r}\left(\mathbf{r}^{\prime}, t^{\prime}\right) d \mathbf{r}^{\prime} \tag{57}
\end{align*}
$$

where the incident wave packet (45) plays the role of the source term. We solve this equation following Ref. [21]. Note that the action (47) is $O\left(\epsilon^{-3}\right)$, while the other terms in the exponent in Eq. (45) are $O\left(\epsilon^{-1}\right)$. Thus the factor $e^{i \mathcal{S}(t)}$ describes the fastest dependence of $\psi_{r}^{(a)}(\mathbf{r}, t)$ on $t$, and $\psi_{r}(\mathbf{r}, t)$ must contain the same factor. Knowing this, it can be seen that the integral over $t^{\prime}$ in Eq. (57) is accumulated in the zone $\left|t^{\prime}-t\right|=O\left(\epsilon^{2}\right)$. Indeed, in this zone

$$
\begin{array}{r}
\mathcal{S}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)=\frac{\left(\mathbf{r}-\mathbf{r}^{\prime}\right)^{2}}{2\left(t-t^{\prime}\right)}+O\left(\epsilon^{2}\right), \\
\mathcal{S}\left(t^{\prime}\right)=\mathcal{S}(t)+\frac{1}{2} u_{f}^{2}(t)\left(t-t^{\prime}\right)+O\left(\epsilon^{2}\right), \tag{58b}
\end{array}
$$

where $u_{f}(t)$ is the incident velocity of the wave packet given by Eq. (46). The fact that $u_{f}(t)=O\left(\epsilon^{-1}\right)$ confirms the above statement. Equation (58a) means that the function (40) reduces to the retarded Green's function for a free electron. Equation (58b) shows that the integral term in Eq. (57) is proportional to $e^{i \mathcal{S}(t)}$, so this factor can be canceled from the equation. Upon substituting Eqs. (58) into Eq. (57) the integration over $t^{\prime}$ Fourier transforms $G$ into the outgoingwave Green's function for a free electron at the collision energy $u_{f}^{2}(t) / 2$. Thus Eq. (57) reduces to the integral equation for a stationary vortex scattering state satisfying Eq. (48) with the asymptotic boundary condition (50), where $m=M$, $k=u_{f}(t)$, and $\mathbf{b}=\mathbf{q}_{\perp}(t)$. Omitting further details [21], the solution to Eq. (57) is

$$
\begin{equation*}
\psi_{r}(\mathbf{r}, t)=\frac{-i}{2 \pi} \sum_{i} \frac{A_{M}\left(t_{i}\right) \phi_{M}\left(\mathbf{r} ; u_{f}(t), \mathbf{q}_{\perp}(t)\right) e^{i \mathcal{S}(t)-i s\left(t_{i}\right)}}{\left[u_{f}(t)\left(t-t_{i}\right)\right]^{M}\left|\left(t-t_{i}\right)^{3} F_{z}\left(t_{i}\right)\right|^{1 / 2}}, \tag{59}
\end{equation*}
$$

where $t_{i}=t_{i}(t)$ and for simplicity we assumed that $u_{f}(t)>0$. This formula gives the adiabatic asymptotics of the rescattering part of the wave function in Eq. (6) for the case of rescattering of vortex electrons generated by elliptically polarized pulses characterized by Eq. (10). Note that in the present case the phase of $\psi_{r}(\mathbf{r}, t)$ is $O\left(\epsilon^{-3}\right)$, as in the general case [21], but its amplitude is $O\left(\epsilon^{3 / 2+2 M}\right)$, which is suppressed by a factor of $O\left(\epsilon^{2 M}\right)$ compared to the general case.

## C. Rescattering part of the ionization amplitude

The rescattering part of the ionization amplitude in Eq. (7) is given by [21]

$$
\begin{align*}
I_{r}(\mathbf{k})= & \frac{-i}{2} \int_{-\infty}^{\infty} d t \int_{\Sigma}\left[e^{-i \mathcal{S}(\mathbf{r}, t ; \mathbf{k})} \nabla \psi_{r}(\mathbf{r}, t)\right. \\
& \left.-\boldsymbol{\psi}_{r}(\mathbf{r}, t) \nabla e^{-i \mathcal{S}(\mathbf{r}, t ; \mathbf{k})}\right] d \mathbf{\Sigma} \tag{60}
\end{align*}
$$

where the spatial integration goes over a surface $\Sigma$ enclosing the region occupied by the target potential, $d \boldsymbol{\Sigma}=\mathbf{n} d \Sigma$, and $\mathbf{n}$ is the external unit normal vector to $\Sigma$. The action in Eq. (60) is given by

$$
\begin{equation*}
\mathcal{S}(\mathbf{r}, t ; \mathbf{k})=\mathbf{u}_{i}(t, \mathbf{k}) \mathbf{r}-\frac{1}{2} \int_{0}^{t} \mathbf{u}_{i}^{2}\left(t^{\prime}, \mathbf{k}\right) d t^{\prime} \tag{61}
\end{equation*}
$$

where $\mathbf{u}_{i}(t, \mathbf{k})=\mathbf{k}-\mathbf{v}_{\infty}+\mathbf{v}(t)$ is the initial velocity with which an electron should begin its classical motion at time $t$ to end with a given asymptotic velocity $\mathbf{k}$ and $\mathbf{v}_{\infty}=\mathbf{v}(t \rightarrow \infty)$. We choose $\Sigma$ to be a sphere of sufficiently large radius $r$, so that upon substituting Eq. (59) into Eq. (60) the scattering state can be replaced by its asymptotic form given by Eq. (50). The first term in Eq. (50) does not contribute to Eq. (60), so the vorticity of the incident wave does not reveal itself and the integrals can be calculated in the same way as in Ref. [21]. The surface integral is calculated using Eq. (137) from Ref. [21]. The time integral is evaluated using the saddle-point method, the corresponding action is

$$
\begin{equation*}
S_{r}(t, \mathbf{k})=\frac{1}{2} \int_{0}^{t} \mathbf{u}_{i}^{2}\left(t^{\prime}, \mathbf{k}\right) d t^{\prime}-\mathcal{S}(t)-s\left(t_{i}\right) \tag{62}
\end{equation*}
$$

In the leading order in $\epsilon$ the result of the integration is determined by the behavior of this function near a reference point defined by

$$
\begin{equation*}
\mathbf{u}_{i}^{2}(t, \mathbf{k})=u_{f}^{2}(t) \quad \rightarrow \quad t=t_{r}(\mathbf{k}) \tag{63}
\end{equation*}
$$

The incident velocity of rescattering is $u_{f}(t) \mathbf{e}_{z}$, the final velocity after rescattering for a given $\mathbf{k}$ should be $\mathbf{u}_{i}(t, \mathbf{k})$, thus Eq. (63) ensures the conservation of energy in the rescattering event and this defines the rescattering time $t_{r}(\mathbf{k})$. Omitting further details, the result is

$$
\begin{align*}
I_{r}(\mathbf{k})= & \sum_{i r} \frac{e^{i \pi / 4}(2 \pi)^{1 / 2} A_{M}\left(t_{i}\right) e^{i S_{r}\left(t_{r}, \mathbf{k}\right)}}{\left[u_{f}\left(t_{r}\right)\left(t_{r}-t_{i}\right)\right]^{M}\left|\left(t_{r}-t_{i}\right)^{3} F_{z}\left(t_{i}\right) S_{r}^{\prime \prime}\right|^{1 / 2}} \\
& \times f_{M}\left(u_{f}\left(t_{r}\right), \Omega_{i}, \mathbf{q}_{\perp}\left(t_{r}\right)\right) \tag{64}
\end{align*}
$$

where

$$
\begin{equation*}
S_{r}^{\prime \prime}=F_{z}\left(t_{r}\right)\left[u_{f}\left(t_{r}\right)-u_{i z}\left(t_{r}, \mathbf{k}\right)\right]+\frac{u_{f}^{2}\left(t_{r}\right)}{t_{r}-t_{i}} \tag{65}
\end{equation*}
$$

Here $t_{i}=t_{i}\left(t_{r}(\mathbf{k})\right)$ and $t_{r}=t_{r}(\mathbf{k})$ are the ionization and rescattering times for a given $\mathbf{k}, \Omega_{i}=\left(\theta_{i}, \varphi_{i}\right)$ are spherical angles defining the direction of $\mathbf{u}_{i}\left(t_{r}, \mathbf{k}\right)$, and the summation runs over the different solutions to Eqs. (42) and (63). Equation (64) generalizes the adiabatic asymptotics of $I_{r}(\mathbf{k})$ obtained in Ref. [21] to the specific configuration of the present problem. This completes the derivation indicated in the end of Sec. II.

## VI. IMAGING

The problem of imaging, that is, extracting target structure information from the observable PEMD, attracts much attention in strong-field physics. A fruitful approach to imaging was proposed in Ref. [3]. It was recognized that in a certain region of the photoelectron momentum space the PEMD is proportional to the DCS for elastic scattering of a photoelectron on the parent ion. The DCS given by the absolute value squared of the corresponding scattering amplitude is the information that can be extracted. The uniform treatment of rescattering developed on the basis of the adiabatic theory [21] in Ref. [22] turned the idea of Ref. [3] into a powerful quantitative method [23-27]. In Ref. [28] this method was generalized to rescattering of vortex electrons generated by linearly polarized pulses. In this case it yields the absolute value squared of the head-on vortex scattering amplitude $f_{m}(k, \theta)$ defined by Eq. (49). Here we further generalize the method by showing that imaging with vortex electrons generated by elliptically polarized pulses enables one to extract the absolute value squared of the vortex scattering amplitude $f_{m}(k, \Omega, \mathbf{b})$ with a nonzero impact parameter defined by Eq. (50).

Having constructed the rescattering part of the wave function, Eq. (59), we can extend the theory developed in Ref. [22] to the present configuration. Two main objects appearing in the theory are a backward rescattering caustic and the factorization formula. We begin with the discussion of the caustic. The classical caustic is a surface in the space of photoelectron momenta $\mathbf{k}$ where a pair of long and short backward rescattering trajectories originating from the same half-cycle of the laser field coalesce [68]. It can be defined for the general case of elliptic polarization. However, we restrict our treatment here to small ellipticities satisfying Eq. (10). In this case the caustic approximately coincides with that for a linearly polarized field with the same $F_{z}(t)$, the difference scales as $O\left(\epsilon^{2}\right)$ and can be neglected in the adiabatic regime (5). We adopt this approximation below. It is convenient to parametrize the caustic by scattering angles $\Omega=(\theta, \varphi)$ characterizing the coalesced trajectories. The ionization $t_{i}$ and rescattering $t_{r}$ times at the caustic satisfy [22]

$$
\begin{gather*}
u_{i z}\left(t_{r}, t_{i}\right)=0  \tag{66a}\\
2 F_{z}\left(t_{r}\right) \sin ^{2}(\theta / 2)+\frac{u_{f}\left(t_{r}\right)}{t_{r}-t_{i}}=0 \tag{66b}
\end{gather*}
$$

These equations define functions $t_{i}(\theta)$ and $t_{r}(\theta)$, and hence the incident velocity $u_{f}(\theta)=u_{f}\left(t_{r}(\theta)\right)$ and impact parameter $\mathbf{q}_{\perp}(\theta)=\mathbf{q}_{\perp}\left(t_{r}(\theta)\right)$ for rescattering at the caustic. In the rest of this section we omit the argument $\theta$ of these functions, implying that all the kinematic characteristics of rescattering are taken at the caustic. The classical caustic is a surface of revolution about the $k_{z}$ axis having the form [22]

$$
\begin{equation*}
\mathbf{k}_{c}(\Omega)=\left(k_{\perp}(\theta) \cos \varphi, k_{\perp}(\theta) \sin \varphi, k_{z}(\theta)\right), \tag{67}
\end{equation*}
$$

where

$$
\begin{gather*}
k_{\perp}(\theta)=\left|u_{f}\right| \sin \theta  \tag{68a}\\
k_{z}(\theta)=u_{f} \cos \theta+v_{\infty}-v_{z}\left(t_{r}\right) \tag{68b}
\end{gather*}
$$

In arriving at Eq. (64) the integral over time in Eq. (60) was calculated using the saddle-point method. Each saddle point is associated with a rescattering trajectory satisfying Eqs. (42) and (63). The coalescence of two such trajectories at a classical caustic results in the coalescence of two saddle points at the corresponding quantum caustic. The difference between the two caustics is caused by a quantum term $s\left(t_{i}\right)$ in the action (62). The quantum caustic is given by

$$
\begin{equation*}
\mathbf{k}_{q}(\Omega)=\mathbf{k}_{c}(\Omega)+q(\theta) \boldsymbol{v}(\Omega) \tag{69}
\end{equation*}
$$

where

$$
\begin{equation*}
q(\theta)=\frac{-E\left(t_{i}\right)}{\left(t_{r}-t_{i}\right)\left|F_{z}\left(t_{i}\right)\right|} \tag{70}
\end{equation*}
$$

and $\boldsymbol{v}(\Omega)$ is the external unit normal vector to the surface $\mathbf{k}_{c}(\Omega)$. The quantum shift (70) between the caustics was observed experimentally [26]. Note that it is generally complex, since the SS energy eigenvalue $E(t)$ is complex. Also note that $q(\theta)=O\left(\epsilon^{1}\right)$, so the caustics merge in the limit (5).

We now turn to the factorization formula. The asymptotics (64) is obtained by calculating individual contributions from each saddle point to the time integral in Eq. (60). However, in the region of the photoelectron momentum space near a caustic the two coalescing saddle points cannot be treated separately. The uniform asymptotics of their collective contribution $I_{c}(\mathbf{k})$ to $I_{r}(\mathbf{k})$ in this region can be calculated using Eq. (59) and following Ref. [22]. Consider the outermost caustic either in the positive or negative direction of the $k_{z}$ axis. In the vicinity of the caustic photoelectron momenta can be presented in the form

$$
\begin{equation*}
\mathbf{k}=\mathbf{k}_{c}(\Omega)+\Delta k \boldsymbol{v}(\Omega) \tag{71}
\end{equation*}
$$

Thus the set $(\Omega, \Delta k)$ can be used as curvilinear coordinates near the caustic, with $\Omega$ defining the position at the caustic and $\Delta k$ giving the distance from the caustic along the normal $\boldsymbol{v}(\Omega)$ to it. The corresponding $I_{c}(\mathbf{k})$ is the only contribution to the total ionization amplitude (7) in this region, so the PEMD is given by $P_{c}(\mathbf{k})=\left|I_{c}(\mathbf{k})\right|^{2}$. Omitting further details, we obtain

$$
\begin{equation*}
P_{c}(\mathbf{k})=\left|f_{M}\left(u_{f}, \Omega, \mathbf{q}_{\perp}\right)\right|^{2} W_{M}(\theta, \Delta k) \tag{72}
\end{equation*}
$$

where

$$
\begin{align*}
W_{M}(\theta, \Delta k)= & |\operatorname{Ai}(\alpha[\Delta k-q(\theta)])|^{2}\left|\frac{2}{S_{r}^{\prime \prime \prime}}\right|^{2 / 3} \\
& \times \frac{4 \pi^{2}\left|A_{M}\left(t_{i}\right)\right|^{2}}{u_{f}^{2 M}\left(t_{r}-t_{i}\right)^{3+2 M}\left|F_{z}\left(t_{i}\right)\right|} \exp \left[-\int_{-\infty}^{t_{i}} \Gamma(t) d t\right] . \tag{73}
\end{align*}
$$

Here $\operatorname{Ai}(x)$ is the Airy function [62], $\alpha=\left(2 / S_{r}^{\prime \prime \prime}\right)^{1 / 3}\left|u_{f}\right|$, where the explicit form of $S_{r}^{\prime \prime \prime}$ is given in Ref. [22], $\Gamma(t)=$ $-2 \operatorname{Im}[E(t)]$ is the instantaneous ionization rate, and we recall that $t_{i}, t_{r}, u_{f}$, and $\mathbf{q}_{\perp}$ are functions of $\theta$ taken at the classical caustic. Equation (72) is the factorization formula. It holds in the vicinity of the classical caustic of width $\Delta k=o\left(\epsilon^{-1}\right)$ [22] including the quantum caustic. Note that at the quantum caustic $\Delta k=q(\theta)$, so the argument of the Airy function in Eq. (73) turns to zero. The factor (73) is called the RWP. Knowing this factor, one can find the first factor in Eq. (72) from a given PEMD, which establishes a method of target
structure imaging. The factorization formula (72) differs from that for vortex electrons in the linear polarization case derived in Ref. [22] only by the scattering amplitude, the RWP (73) remains the same because of the small ellipticity. This difference, however, is essential since it opens a new window for imaging providing a view on the target structure information contained in the amplitude $f_{M}\left(u_{f}, \Omega, \mathbf{q}_{\perp}\right)$.

## VII. ILLUSTRATIVE RESULTS AND DISCUSSION

To illustrate the theory, we consider ionization from an active $\pi$ orbital in two atomic systems: a one-electron ion $\mathrm{He}^{+}(2 p, m=1)$ and a many-electron neutral atom $\mathrm{Xe}(5 p, m=1)$ treated in the single-active-electron approximation. PEMDs for these systems generated by ionization from initial orbitals with $m=0$ and 1 in the linear polarization case were compared in Ref. [28]. We recall that the present theory is an asymptotics which applies under the conditions (5) and (10). This means that its predictions converge to the exact results as the adiabatic parameter $\epsilon$ tends to zero. The calculations discussed below are done for pulses (9) with frequency $\omega=0.057$ (wavelength $\lambda=800 \mathrm{~nm}$ ), which corresponds to $\epsilon \sim 0.1$. The good quantitative performance of the adiabatic theory in this case was demonstrated, e.g., in Refs. [21,22,28]. From Eq. (10) we obtain $\varepsilon \sim 0.01$, which determines the range of ellipticities to be treated. We consider pulses with a Gaussian envelope

$$
\begin{equation*}
f(t)=-\exp \left[-(2 t / T)^{2}\right] \tag{74}
\end{equation*}
$$

The duration of the pulse $T$ is specified by $\omega T=2 \pi n_{\mathrm{oc}}$, where $n_{\text {oc }}$ is the number of optical cycles in the pulse. In all the calculations we set $n_{\text {oc }}=2$. In this case the outermost caustic in the region $k_{z}<0$ is well separated from other caustics as well as from the region where the adiabatic part of the ionization amplitude (7) dominates, and hence Eq. (72) gives the total PEMD in the vicinity of the caustic [22,28]. The goal of the calculations is to illustrate novel features in the structure of the PEMD near the caustic resulting from vortex rescattering with a nonzero impact parameter. Since these features manifest themselves in the dependence of the PEMD on the scattering angles $\Omega=(\theta, \varphi)$, that is, in its behavior at the caustic, while the dependence on the coordinate $\Delta k$ normal to the caustic is described by the same universal Airy-function factor in the RWP (73) as in Refs. [22,28], we consider only the behavior of $P_{c}(\mathbf{k})$ at the quantum caustic.

$$
\text { A. } \mathrm{He}^{+}(2 p, m=1)
$$

We first discuss ionization from the $2 p 1$ state of $\mathrm{He}^{+}$. In this case $Z=2, M=1, E_{0}=-0.5$, and $g_{01}=1$. The scattering amplitudes are calculated using Eqs. (A7), (55), and (56). We begin with a pulse with $F_{0}=0.1$ and $\omega=0.057$. The sections of the classical and quantum caustics by a half-plane ( $k_{\perp}, k_{z}$ ) calculated for this pulse are shown in Fig. 1. We consider caustics in the interval $90^{\circ} \leqslant \theta \leqslant 180^{\circ}$; at smaller $\theta$ they enter the region in the photoelectron momentum space where other contributions to the PEMD cannot be neglected [22,28]. The top panel in Fig. 2 shows the incident velocity $u_{f}(\theta)$ of rescattering at the classical caustic. The sign in Eq. (74) is chosen such that $u_{f}(\theta)>0$. For pulses polarized in the $(x, z)$ plane, as in Eq. (9), we have $\mathbf{q}_{\perp}(\theta)=q_{\perp}(\theta) \mathbf{e}_{x}$. The


FIG. 1. Solid (blue) and dashed (red) lines show sections of the classical [Eq. (67)] and quantum [Eq. (69)] caustics, respectively, by a half-plane ( $k_{\perp}, k_{z}$ ). The caustics are calculated for a two-cycle pulse with $F_{0}=0.1$ and $\omega=0.057$. The target-dependent quantum shift (70) between them is calculated for $\mathrm{He}^{+}(2 p 1)$. The sections of the caustics are parameterized by the scattering angle $\theta$, see Eq. (68).
middle panel shows the impact parameter $q_{\perp}(\theta)$ calculated with $\varepsilon=0.0015$. For the present choice of the sign of $F_{x}(t)$ in Eq. (9) the impact parameter is positive, which corresponds to $\varphi_{b}=0$ in Eq. (52). The value of $q_{\perp}(\theta)$ scales as $\varepsilon / \omega^{2}=$ $O\left(\epsilon^{0}\right)$, so even for such a small ellipticity it is of the order of one atomic unit at the frequency considered. Note that both $u_{f}(\theta)$ and $q_{\perp}(\theta)$ only slightly vary along the caustic. These


FIG. 2. The incident velocity $u_{f}(\theta)$ (top) and impact parameter $q_{\perp}(\theta)$ (middle) for rescattering at the classical caustic and the RWP (73) at the quantum caustic (bottom) as functions of the scattering angle $\theta$ calculated for $\mathrm{He}^{+}(2 p 1)$ interacting with a pulse with $F_{0}=$ 0.1 and $\omega=0.057$, as in Fig. 1. The impact parameter is calculated with $\varepsilon=0.0015$.


FIG. 3. PEMDs for $\mathrm{He}^{+}(2 p 1)$ as functions of the scattering angles $\theta$ and $\varphi$ at the quantum caustic calculated using Eq. (72) for three pulses with $F_{0}=0.1$ and $\omega=0.057$, as in Figs. 1 and 2, and different ellipticities. The radial coordinate in the plots is $\theta$ varying from $180^{\circ}$ at the center of the circular region to $90^{\circ}$ at its boundary. Dashed circles indicate intermediate values $\theta=150^{\circ}$ and $120^{\circ}$, as shown in (a). The polar angle is $\varphi$; radial dashed lines indicate its values in degrees. The solid black circles indicate the zero of the PEMD.
kinematic quantities are fully determined by the field. The bottom panel in Fig. 2 shows the target-dependent RWP (73) at the quantum caustic. It is a smooth structureless function, which means that all peculiarities in the behavior of the PEMD at the caustic, if any, are caused by the first factor in Eq. (72).

Figure 3 shows PEMDs as functions of the scattering angles $\theta$ and $\varphi$ at the quantum caustic calculated using Eq. (72) for three pulses with the same $F_{0}=0.1$ and $\omega=0.057$ as in Figs. 1 and 2 and different ellipticities. The plots show the azimuthal equidistant projection (like on the emblem of the United Nations) of the caustic centered at $\theta=180^{\circ}$, with the radial coordinate giving the value of $180^{\circ}-\theta$ (in degrees) and the polar angle equal to $\varphi$. For $\varepsilon=0$, the PEMD is axially symmetric about the $k_{z}$ axis and does not depend on $\varphi$. For $\varepsilon>0$, it becomes dependent on $\varphi$. For the present case of a purely Coulomb potential the behavior of the PEMD at the caustic is rather smooth and simple. The only feature attracting attention is a zero indicated in Fig. 3 by solid black circles. The zero is located at $\theta=180^{\circ}$ for $\varepsilon=0$ and moves to smaller $\theta$ in the direction of $\varphi \approx 132^{\circ}$ as $\varepsilon$ grows. Let us discuss this feature in more detail.

The Coulomb scattering amplitude (56) turns to zero at the zeros of the $M$-function factor. This factor is a polynomial of degree $|m|$, so in the present case it has one zero. The scattering amplitude in Eq. (72) turns to zero under the condition

$$
\begin{equation*}
Z+i u_{f}(\theta)+e^{-i \varphi} \tan (\theta / 2) q_{\perp}(\theta) u_{f}^{2}(\theta)=0 \tag{75}
\end{equation*}
$$

The solution of this complex equation with respect to two real variables $\theta$ and $\varphi$ defines scattering angles $\theta_{0}$ and $\varphi_{0}$ giving the position of the zero of the PEMD at the caustic. Solid (navy) lines in Fig. 4 show the dependence of $\theta_{0}$ and $\varphi_{0}$ on $\varepsilon$ varying continuously for pulses with the same $F_{0}=0.1$ and $\omega=0.057$ as in Fig. 3. In the interval of $\varepsilon$ considered, $\theta_{0}$ decreases from $180^{\circ}-90^{\circ}$, while $\varphi_{0}$ varies very little staying near $132^{\circ}$. To understand this behavior, we recall that $u_{f}(\theta)$ and $q_{\perp}(\theta)$ remain almost constant along the caustic, see Fig. 2. Therefore these functions can be replaced in Eq. (75) by their values at $\theta=\pi$, which leads to the approximate solution

$$
\begin{gather*}
\theta_{0} \approx 2 \arctan \frac{\sqrt{Z^{2}+u_{f}^{2}(\pi)}}{q_{\perp}(\pi) u_{f}^{2}(\pi)}  \tag{76a}\\
\varphi_{0} \approx \pi-\arctan \frac{u_{f}(\pi)}{Z} \tag{76b}
\end{gather*}
$$

We call this the $\theta=\pi$ approximation. Its results are shown by dashed (red) lines in Fig. 4. Taking into account that $q_{\perp}(\pi) \propto$ $\varepsilon$ while the other quantities in Eq. (76) are independent of $\varepsilon$, these equations explain the behavior seen in Fig. 4.

We next discuss the dependence of $\theta_{0}$ and $\varphi_{0}$ on the frequency and amplitude of the pulse. Figure 5 illustrates the dependence on $\omega$ for three values of $F_{0}$ at a fixed ellipticity $\varepsilon=0.0015$. Both angles are seen to strongly depend on the pulse parameters. They vary in wide ranges in the intervals of $\omega$ and $F_{0}$ considered which are typical for strong-field physics. This can be used for extracting the pulse parameters, particularly the pulse amplitude $F_{0}$, which is usually not known exactly in experiments [26], from the position of the zero of the PEMD. Note that the approximation given by Eq. (76) works very well.

However, of main interest for us is the target structure information that can be extracted from the PEMD. This information is represented by the first factor in Eq. (72). In the case of a purely Coulomb potential the corresponding scattering


FIG. 4. Scattering angles $\theta_{0}$ and $\varphi_{0}$ giving the position of the zero of the PEMD for $\mathrm{He}^{+}(2 p 1)$ as functions of the ellipticity $\varepsilon$ for pulses with $F_{0}=0.1$ and $\omega=0.057$, as in Fig. 3. Solid (navy) lines show the exact results obtained by solving Eq. (75). Dashed (red) lines denoted by $\theta=\pi$ show approximate results from Eq. (76).


FIG. 5. Similar to Fig. 4, but now $\theta_{0}$ and $\varphi_{0}$ are shown as functions of pulse frequency $\omega$ (the top axis shows the corresponding wavelength $\lambda$ ) calculated for three amplitudes $F_{0}$ indicated in the figure at a fixed ellipticity $\varepsilon=0.0015$. The dashed (red) lines obtained in the $\theta=\pi$ approximation lie on the top of the solid (navy) lines showing the exact results.
amplitude is known analytically, see Eq. (56). We emphasize that this amplitude cannot be measured in the usual collision experiment with a plane-wave front of the incident electron beam. The only parameter characterizing the Coulomb potential is the nuclear charge $Z$, and in the present model $Z=2$. As can be seen from Eq. (76), both angles $\theta_{0}$ and $\varphi_{0}$ strongly depend on $Z$. This gives an example of how a specific
property of the target is encoded in and can be extracted from the PEMD.

## B. $\operatorname{Xe}(5 p, m=1)$

To illustrate the sensitivity of the behavior of the PEMD at the caustic on the target, we discuss ionization from the $5 p 1$ orbital in Xe. It should be noted that in the present configuration tunneling ionization from the $5 p 0$ orbital in Xe dominates. A more realistic target for which predictions of our theory could be observed experimentally is a linear molecule with an active $\pi$ orbital (like NO) aligned along the major axis of polarization of the laser field. We consider $\mathrm{Xe}(5 p 1)$ as a simple model for such a molecule. The ionizing $5 p 1$ orbital in Xe is calculated using a one-electron potential defined in Ref. [69]; the same potential was used in previous calculations [22,28] and in the analysis of experiments [23,26]. In this case $Z=1, M=1, E_{0}=-0.446$, and $g_{01}=3.6$. The scattering amplitudes are calculated using Eqs. (A9), (A10), and (52).

Figure 6 shows PEMDs at the quantum caustic calculated using Eq. (72) for six pulses with $F_{0}=0.1$ and $\omega=0.057$ and different ellipticities. In the present case the PEMD exhibits a much richer structure. It has a zero similar to the one discussed in the previous subsection. This zero is located in the center of Fig. 6(a) at $\theta=180^{\circ}$ for $\varepsilon=0$ and moves to smaller $\theta$ in the direction of $\varphi \approx 270^{\circ}$ as the ellipticity grows. We note that regions near zeros of the PEMD are shown in Fig. 6 by white color; this color is located below the blue color in color bar scales, but is not seen there. In addition, there exist other zeros, local minima, and maxima and all these structures rapidly vary with the elipticity. The structure of the PEMD can be understood by considering the behavior of


FIG. 6. PEMDs for $\operatorname{Xe}(5 p 1)$ at the quantum caustic calculated using Eq. (72) for six pulses with $F_{0}=0.1$ and $\omega=0.057$ and different ellipticities. The coordinates in the plots are related to the scattering angles $\theta$ and $\varphi$ as explained in the caption to Fig. 3. The white and black lines in (e) show angles $\varphi_{\min }$ and $\varphi_{\max }$, see Eq. (78), giving the positions of the minimum and maximum, respectively, of the PEMD as a function of $\varphi$ at a fixed $\theta$. The imaging procedure applies at these lines.


FIG. 7. Absolute values (top) and phases (bottom) of the headon vortex scattering amplitudes $f_{m}\left(u_{f}(\theta), \theta\right)=\left|f_{m}\right| e^{i \alpha_{m}}$ with $m=0$ (solid green lines) and 1 (dashed orange lines) for the potential modeling $\mathrm{Xe}(5 p 1)$ in the single-active-electron approximation as functions of the scattering angle $\theta$ at the caustic. The dash-dotted (magenta) line in the bottom panel shows the phase difference $\Delta \alpha=$ $\alpha_{1}-\alpha_{0}$. The imaging procedure discussed in the text yields the values of $\left|f_{0}\right|,\left|f_{1}\right|$, and $\Delta \alpha$.
the head-on vortex scattering amplitudes with $m=0$ and 1 as functions of $\theta$ shown in Fig. 7. For $\varepsilon=0$, the scattering amplitude in Eq. (72) coincides with the head-on vortex amplitude $f_{1}\left(u_{f}(\theta), \theta\right)$. The absolute value of this amplitude turns to zero at $\theta=180^{\circ}$ and has a pronounced minimum at $\theta \approx 124^{\circ}$. This minimum is seen as a circular blue ravine in Fig. 6(a). For $\varepsilon>0$, a nonzero contribution from the plane-wave amplitude $f_{0}\left(u_{f}(\theta), \theta\right)$ appears in Eq. (52). The interference of the two amplitudes produces the structures seen Fig. 6. As $\varepsilon$ grows, the ravine becomes asymmetric and acquires a minimum at $\varphi \approx 158^{\circ}$, see Fig. 6(b). Then the value of the PEMD at the minimum turns to zero and the zero splits into two zeros, which quickly depart from each other in the $\varphi$ direction, see Fig. 6(c). Further increase of $\varepsilon$ results in the relative motion of these two zeros also in the $\theta$ direction and appearance of one more zero at $\varphi \approx 173^{\circ}$, see Fig. 6(d). In Figs. 6(e) and $6(f)$ two of the zeros coalesce. The rapid dependence on $\varepsilon$ is explained by the fact that in the expression for the scattering amplitude in Eq. (72) following from Eq. (52) the plane-wave amplitude $f_{0}\left(u_{f}(\theta), \theta\right)$ appears multiplied by the impact parameter $q_{\perp}(\theta)$ which is proportional to $\varepsilon$. Thus the behavior of the first factor in Eq. (72) at the caustic can be controlled by varying $\varepsilon$.

Let us analyze the interference of the two amplitudes discussed above more quantitatively. Using Eq. (52), the first factor in Eq. (72) at the caustic takes the form

$$
\begin{align*}
& \left|u_{f}(\theta) q_{\perp}(\theta) f_{0}\left(u_{f}(\theta), \theta\right)-f_{1}\left(u_{f}(\theta), \theta\right) e^{i \varphi}\right|^{2} \\
& \quad=\left|u_{f} q_{\perp} f_{0}\right|^{2}+\left|f_{1}\right|^{2}-2\left|u_{f} q_{\perp} f_{0} f_{1}\right| \cos (\Delta \alpha+\varphi) \tag{77}
\end{align*}
$$

In the second line scattering amplitudes are presented in the form $f_{m}=\left|f_{m}\right| e^{i \alpha_{m}}$, were $\alpha_{m}$ is the phase of $f_{m}, \Delta \alpha=\alpha_{1}-$ $\alpha_{0}$ is their phase difference, and for brevity we omit arguments of the functions. Equation (77) suggests the following
imaging procedure. Given a calculated or measured PEMD at the caustic for a nonzero ellipticity, it should be considered as a function of $\varphi$ at a fixed $\theta$. One should find the minimum and maximum of this function. The white and black lines in Fig. 6(e) show their positions $\varphi_{\min }$ and $\varphi_{\max }$, respectively, as functions of $\theta$ for the present model. From Eq. (77) we obtain

$$
\begin{equation*}
\varphi_{\min }=-\Delta \alpha, \quad \varphi_{\max }=\varphi_{\min }+\pi \tag{78}
\end{equation*}
$$

where both angles are defined modulo $2 \pi$. Thus knowing any one of these angles one can find $\Delta \alpha$. Simultaneously with $\varphi_{\text {min }}$ and $\varphi_{\max }$ one finds the values of the PEMD at the minimum and maximum According to Eqs. (72) and (77), they are given by

$$
\begin{align*}
& P_{\min }=\left(\left|u_{f} q_{\perp} f_{0}\right|-\left|f_{1}\right|\right)^{2} W_{1} \\
& P_{\max }=\left(\left|u_{f} q_{\perp} f_{0}\right|+\left|f_{1}\right|\right)^{2} W_{1} \tag{79}
\end{align*}
$$

where $W_{1}$ is the RWP (73). Following Refs. [22,28], we assume that the values of $u_{f}$ and $q_{\perp}$ determined by the field as well as of $W_{1}$, which depends on the target only through the SS energy eigenvalue $E(t)$, are known. Then knowing $P_{\text {min }}$ and $P_{\max }$ one can find the combinations $\left|\left|u_{f} q_{\perp} f_{0}\right|-\left|f_{1}\right|\right|$ and $\left|u_{f} q_{\perp} f_{0}\right|+\left|f_{1}\right|$. From them, taking into account that $f_{1}$ turns to zero at $\theta=\pi$, one can find $\left|f_{0}\right|$ and $\left|f_{1}\right|$. Summarizing, the procedure yields a rich set of target structure information consisting of the absolute values of two head-on vortex scattering amplitudes, $f_{0}\left(u_{f}(\theta), \theta\right)$ and $f_{1}\left(u_{f}(\theta), \theta\right)$, and their phase difference $\Delta \alpha(\theta)$ as functions of the scattering angle $\theta$ in the interval covered by the PEMD. This is a remarkable result. For comparison, we mention that a similar imaging procedure with plane-wave electrons yields only $\left|f_{0}\left(u_{f}(\theta), \theta\right)\right|$ [22] and that with vortex electrons in the linear polarization case yields $\left|f_{m}\left(u_{f}(\theta), \theta\right)\right|$ for a single $m$ determined by the initial state [28]. The nonzero ellipticity activates the dependence of the PEMD on $\varphi$, and through this dependence more information becomes accessible.

We mention that similar reasoning can be applied to imaging using vortex electrons with $M>1$. Consider $f_{M}\left(u_{f}, \Omega, \mathbf{q}_{\perp}\right)$ as a function of $\varphi$ at a fixed $\theta$. Equation (52) gives the Fourier expansion of this function containing exponents $e^{i m^{\prime} \varphi}$ with $m^{\prime}=0, \ldots, M$. Substituting Eq. (52) into Eq. (72), one obtains the Fourier expansion of the PEMD containing exponents with $m^{\prime}=-M, \ldots, M$. On the one hand, the $2 M+1$ coefficients in this expansion can be extracted from the PEMD. On the other hand, these coefficients are determined by $M+1$ absolute values of the head-on amplitudes $f_{m^{\prime}}$ with $m^{\prime}=0, \ldots, M$ and $M$ values of their relative phases. This suggests a great potential for imaging.

## VIII. CONCLUSION

We have extended the adiabatic theory [21] to the specific configuration defined by Eqs. (8)-(10) in which strong-field ionization occurs from a vortex orbital by an elliptically polarized pulse with small ellipticity and the major axis of the polarization ellipse directed along the vortex axis of the initial state. Generation, propagation, and rescattering of vortex electrons in this configuration are described. To this end we have introduced vortex Volkov states in an arbitrary time-dependent homogeneous electric field, Eq. (37), and vortex scattering
states with zero transverse momentum and nonzero impact parameter, Eq. (50), generalizing similar states with zero impact parameter, Eq. (49), introduced in Ref. [28]. Adiabatic asymptotics of the rescattering parts of the wave function, Eq. (59), and the ionization amplitude, Eq. (64), for the present configuration are obtained and the factorization formula, Eq. (72), giving the PEMD in the vicinity of a backward rescattering caustic is derived. The factorization formula generalizes similar formulas derived in Refs. [22,28] to rescattering of vortex electrons with a nonzero impact parameter. It enables one to extract the absolute value of the generalized vortex scattering amplitude defined by Eq. (50) from the observable PEMD, thus extending the approach to target structure imaging initiated in Ref. [3] to yet another target property. The generalized scattering amplitude appearing in the factorization formula (72) is expressed in terms of the head-on vortex scattering amplitudes, Eq. (52). We have shown that in the case of elliptic polarization and the initial $\pi$ orbital a rich set of information consisting of the absolute values of two head-on amplitudes with $m=0$ and 1 and their phase difference as functions of the scattering angle $\theta$ can be extracted from the PEMD, while in configurations considered previously [22,28] only the absolute value of one scattering amplitude is accessible. We thus conclude that the theory developed in this paper opens a new window for target structure imaging and is expected to find applications in strong-field physics.
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## APPENDIX: HEAD-ON VORTEX SCATTERING AMPLITUDE FOR SPHERICALLY SYMMETRIC POTENTIALS

For spherically symmetric potentials the head-on vortex scattering amplitude $f_{m}(k, \theta)$ defined by Eqs. (48) and (49) can be expressed in terms of the usual scattering amplitude $f(k, \theta) \equiv f_{0}(k, \theta)$ known from scattering theory $[57,58]$. Here we discuss the relation.

Consider a spherically symmetric potential $V(r)$ which may have a Coulomb tail, $\left.V(r)\right|_{r \rightarrow \infty}=-Z / r$. The usual scattering states for an arbitrary direction of the momentum $\mathbf{k}$ of the incident plane wave are the solutions of the stationary Schrödinger equation

$$
\begin{equation*}
\left[-\frac{1}{2} \Delta+V(r)-\frac{1}{2} k^{2}\right] \phi(\mathbf{r} ; \mathbf{k})=0 \tag{A1}
\end{equation*}
$$

satisfying the boundary condition

$$
\begin{equation*}
\left.\phi(\mathbf{r} ; \mathbf{k})\right|_{r \rightarrow \infty}=e^{i \mathbf{k r}-i \gamma \ln (k r-\mathbf{k r})}+f\left(k, \theta^{\prime}\right) \frac{e^{i k r+i \gamma \ln 2 k r}}{r} \tag{A2}
\end{equation*}
$$

where $\gamma=Z / k$ and $\theta^{\prime}$ is the angle between vectors $\mathbf{r}$ and $\mathbf{k}$. Similarly to the first line in Eq. (51), we have $r_{\perp}^{|m|} e^{i m \varphi}=(x+$ $i \sigma y)^{|m|}$, where $\sigma=\operatorname{sgn}(m)$. Thus

$$
\begin{equation*}
\left(k r_{\perp}\right)^{|m|} e^{i m \varphi} e^{i k z}=\left.(-i k)^{|m|}\left(\frac{\partial}{\partial k_{x}}+i \sigma \frac{\partial}{\partial k_{y}}\right)^{|m|} e^{i \mathbf{k r}}\right|_{\mathbf{k}=k \mathbf{e}_{z}} \tag{A3}
\end{equation*}
$$

Using this and comparing Eqs. (49) and (A2), we find

$$
\begin{equation*}
f_{m}(k, \theta) e^{i m \varphi}=\left.(-i k)^{|m|}\left(\frac{\partial}{\partial k_{x}}+i \sigma \frac{\partial}{\partial k_{y}}\right)^{|m|} f\left(k, \theta^{\prime}\right)\right|_{\theta^{\prime}=\theta} \tag{A4}
\end{equation*}
$$

We recall that $\theta$ is the angle between $\mathbf{r}$ and the $z$ axis. In calculating the derivatives in Eq. (A4) $k$ can be treated as a constant. Then $f\left(k, \theta^{\prime}\right)$ can be considered as a function of a single variable $\cos \theta^{\prime}=\mathbf{n n}_{k}$, where $\mathbf{n}=\mathbf{r} / r$ and $\mathbf{n}_{k}=\mathbf{k} / k$. Note that the following operators are equal from the point of view of their action on this function:

$$
\begin{align*}
\frac{\partial}{\partial k_{x}}+i \sigma \frac{\partial}{\partial k_{y}} & =\left[\frac{\partial\left(\mathbf{n} \mathbf{n}_{k}\right)}{\partial k_{x}}+i \sigma \frac{\partial\left(\mathbf{n} \mathbf{n}_{k}\right)}{\partial k_{y}}\right] \frac{\partial}{\partial\left(\mathbf{n \mathbf { n } _ { k } )}\right.} \\
& =\frac{1}{k} \sin \theta e^{i \sigma \varphi} \frac{\partial}{\partial \cos \theta^{\prime}} \tag{A5}
\end{align*}
$$

We thus obtain

$$
\begin{equation*}
f_{m}(k, \theta)=(-i \sin \theta)^{|m|} \frac{\partial^{|m|}}{(\partial \cos \theta)^{|m|}} f(k, \theta) \tag{A6}
\end{equation*}
$$

This formula enables one to calculate $f_{m}(k, \theta)$ by differentiating the usual amplitude $f(k, \theta)$. For a purely Coulomb potential, $V(r)=-Z / r$, the usual amplitude is given by $[57,58]$

$$
\begin{equation*}
f^{(C)}(k, \theta)=\frac{Z e^{2 i \gamma \ln \sin (\theta / 2)+2 i \eta_{0}}}{2 k^{2} \sin ^{2}(\theta / 2)} \tag{A7}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{l}=\arg \Gamma(l+1-i \gamma) \tag{A8}
\end{equation*}
$$

Substituting this into Eq. (A6) leads to Eq. (55), which was obtained in Ref. [28] by explicitly solving Eq. (A1) with the boundary condition (49). For a general potential with a Coulomb tail Eqs. (A1) and (A2) can be solved using the partial-wave expansion [70]. The scattering amplitude in this case can be presented in the form $[57,58]$

$$
\begin{align*}
f(k, \theta)= & f^{(C)}(k, \theta)+\frac{1}{2 i k} \sum_{l=0}^{\infty}(2 l+1) \\
& \times e^{2 i \eta_{l}}\left(e^{2 i \delta_{l}}-1\right) P_{l}(\cos \theta) \tag{A9}
\end{align*}
$$

where $\delta_{l}$ are phases appearing in the asymptotics $\propto r^{-1} \sin \left(k r+\gamma \ln 2 k r-\frac{1}{2} \pi l+\eta_{l}+\delta_{l}\right)$ of radial functions and $P_{l}(x)$ are the Legendre polynomials [62]. Substituting Eq. (A9) into Eq. (A6) gives

$$
\begin{align*}
f_{m}(k, \theta)= & f_{m}^{(C)}(k, \theta)+\frac{i^{|m|}}{2 i k} \sum_{l=0}^{\infty}(2 l+1) \\
& \times e^{2 i \eta_{l}}\left(e^{2 i \delta_{l}}-1\right) P_{l}^{|m|}(\cos \theta) \tag{A10}
\end{align*}
$$

where $P_{l}^{m}(x)$ are the associated Legendre polynomials [62]. This formula generalizes the partial-wave expansion (A9) of the usual scattering amplitude [70] to the head-on vortex scattering amplitude. It is the working formula suitable for practical calculations of $f_{m}(k, \theta)$.
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