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The ionization of atoms and molecules by strong laser fields has been studied extensively, both theoretically
and experimentally. The strong-field approximation (SFA) allows for the analytical solution of the Schrödinger
equation and accurately predicts the behavior of ionization processes in intense laser fields. Over the past decade,
there has been a growing interest in the study of nondipole effects in these processes. However, such predictions
have so far been limited to monochromatic driving laser fields, while experiments often employ quite short
pulses. In this paper, we therefore present an extension of the SFA that also allows incorporating the more
complicated temporal structure of a few-cycle pulse. By this extension, the prediction of so-called peak shifts is
significantly improved, and the ability to control the laser pulse inducing above-threshold ionization is greatly
enhanced. The enhanced control over the characteristics of the laser pulse results in more accurate predictions of
peak shifts. Our results show better agreement with experimental investigations compared to previous theoretical
studies.
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I. INTRODUCTION

The interaction of atoms and molecules with a high-
intensity laser field has gained huge interest over the past
few decades. When atoms are exposed to high-intensity laser
fields, they exhibit complex behavior. These interactions are
studied to better understand the fundamental properties of
atoms, as well as to explore potential applications in fields
such as spectroscopy and laser-based technologies. The dy-
namics of an electron in such an intense laser field have been
characterized by several processes, including above-threshold
ionization [1–3], high harmonic generation [4–6], and nonse-
quential double ionization [7–10].

The time-dependent Schrödinger equation (TDSE) is the
fundamental equation describing such strong-field (ioniza-
tion) processes. There are different techniques for solving
the TDSE, including numerical, classical, and semiclassical
methods. One particularly intuitive method is the strong-field
approximation (SFA), which provides insight into the ioniza-
tion rates in strong laser fields [11,12]. The SFA is a useful
tool for studying the interactions between intense lasers and
atoms as it allows for a simplified treatment of the interaction
by assuming a classical description of the electromagnetic
field, as opposed to utilizing a fully quantized treatment of
the light-matter interaction. In comparison to other models
[13–18], the SFA is often favored for the calculation of an-
gular and energy-resolved spectra. In this approximation, the
Coulomb potential of the parent ion is disregarded in the
electron continuum and only the electric field of the driving
laser beam is considered. The transition amplitude can then be
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calculated by summing the direct and rescattering amplitudes,
with the assumption that the continuum wave function, in-
cluding the laser field, is already known. This approximation
has been utilized to determine both above-threshold ionization
(ATI) and high-harmonic spectra for a range of laser beams in
the near-infrared region [19–23].

The maxima in the ATI spectra can typically be observed
by placing a detector in the polarization plane perpendicular
to the optical axis, as shown in Fig. 1. In the dipole ap-
proximation, the magnetic part of the laser field is neglected,
which means that the Lorentz force on the ionizing electron
is not taken into account. Ignoring the Lorentz force is a valid
assumption in low wavelength and low-intensity limit, where
it has a negligible effect. However, in the case of long wave-
length and more intense laser fields, the Lorentz force has
a significant impact on the observed spectra and momentum
distributions [24,25]. Therefore, to measure the peak spectra
accurately, the detector must be placed slightly away from the
polar axis (θp ± δθp).

Recent measurements [26–30] of nondipole-induced peak
shifts have sparked interest in the field. These experiments
were conducted using femtosecond pulsed lasers. The focus
of these experiments was on the overall shift of the mo-
mentum distribution along the laser’s propagation direction.
The SFA has traditionally been used with laser fields in
dipole approximation and has only recently been extended
to nondipole scenarios [31–33]. However, such formalism is
limited to plane-wave beams and the experiments mentioned
above used lasers with durations of a few femtoseconds to
measure the shift in the momentum distribution. Therefore,
a theory is needed that allows for more flexibility in the
laser field and provides a better comparison with experimental
measurements.
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FIG. 1. A typical setup for ATI measurement considered in our
theory. A laser pulse with specified properties [wavelength λ, in-
tensity I, pulse duration τp, carrier envelope phase (CEP), and
ellipticity (ε)] ionizes the atom A. The ionized electron with certain
velocity [v(t ) = (vx, vy, 0)] is then accelerated by an electric field
[E (r, t )] with asymptotic momentum [p = (p, θp, ϕp)] and experi-
ences a Lorentz force (F = q[v(t ) × B(r, t )]) due to a magnetic
field [B(r, t )], leading to a shift in its momentum (�pz ). This force
causes the electron to be detected at a different location (D2) in the
nondipole case, with a slight change in its polar angle (θp) and a
corresponding polar shift (±δθp), assuming an azimuthal angle (ϕp)
of 0.

This paper presents an extension of the previously intro-
duced SFA (Refs. [31,34]) to incorporate not only the complex
spatial structure but also the laser field envelope. The paper
is organized as follows: In Sec. II, we discuss the theoretical
formalism for the nondipole SFA, including an introduction
to the SFA in Sec. II A, followed by Sec. II B, in which
we discuss the continuum state derived for a monochromatic
beam. The construction of the nondipole Volkov state with a
vector potential containing both a complex spatial structure
and a pulse envelope is discussed in Sec. II C. In Sec. II D,
we introduce the ionization amplitude that includes the for-
mulated nondipole Volkov states. In Sec. III, we discuss our
work by showing how the introduction of the pulse envelope
can provide a better comparison with experiments. We also
show the nondipole effects on the polar angular distribution
of photoelectrons for different pulse durations. Finally, in
Sec. IV, we summarize our work.

Note that atomic units (me = h̄ = e2

4πε0
= 1) are considered

throughout the paper, unless stated otherwise.

II. THEORETICAL FORMALISM

A. Strong-field approximation

The theoretical formalism for the nondipole description of
the strong-field approximation is derived from the TDSE and
describes the behavior of an electron in a strong electromag-
netic field. The TDSE is derived using the Hamiltonian which

includes the kinetic energy of the photoelectron, classical
representation of the electromagnetic field that includes the
effects of the field, including the magnetic part, on the elec-
tron’s motion and the atomic binding potential. The solution
of this equation describes the electron’s wave function and its
dynamics in the presence of a strong field. This semiclassical
method provides an accurate description of the strong-field
ionization processes and allows for the calculation of vari-
ous physical observables, such as the ionization probability
and the electron momentum distribution. To generalize this
method, let us consider the transition of a bound electron
described by state |
0(t )〉 evolved within a laser field at time t,
with asymptotic momentum p, into a continuum state |
p(t )〉.
Then the Schrödinger equation can be written as

Ĥ |
(t )〉 = ι̇
∂

∂t
|
(t )〉 , (1)

with the total Hamiltonian given by

Ĥ = p̂2

2
+ V̂le(r, t ) + V̂ (r). (2)

Here, V̂ (r) is the atomic binding potential and V̂le(r, t ) denotes
the laser-electron interaction.

The differential ionization probability for such an electron
emitted with energy Ep = p2

2 into the solid angle dp is given
by

P(p) = |Tp|2d3 p
dpdEp

= p|Tp|2, (3)

where the bound-free transition amplitude Tp, describing the
transition of the electron from the ground state to a continuum,
can be written as

Tp = lim
t→∞,t ′→−∞

〈
p(t )|Û (t, t ′)|
0(t ′)〉, (4)

where Û (t, t ′) represents the time-evolution operator of the
Hamiltonian (2) that incorporates the contributions of the
binding potential and the laser field. To simplify the above
equation, we make use of the Dyson expansion. Thus, we can
write the transition amplitude (4) as

Tp = (−ι̇) lim
t→∞,t ′→−∞

∫ t

t ′
dτ 〈
p(t )|Ûle(t, τ )V̂le(r, τ )|
0(τ )〉

+ (−ι̇)2 lim
t→∞,t ′→−∞

∫ t

t ′
dτ

∫ t

τ

dτ ′〈
p(t )|Û (t, τ ′)

× V̂ (r)Ûle(τ ′, τ )V̂le(r, τ )|
0(τ )〉. (5)

To further simplify Eq. (5), we finally use the SFA with the
assumption as follows:

(1) The time evolution operator for the full Hamiltonian
Û (t, t ′) approximately equals Ûle(t, t ′) as the atomic potential

is disregarded. The Hamiltonian Ĥle = p̂2

2 + V̂le(r, t ) is asso-
ciated with the time evolution operator Ûle(t, t ′).

(2) The final state |
p(t )〉 is assumed as plane wave |p〉
with 〈r|p(t )〉 = (2π )−

3
2 eι̇p·re−ι̇Ept

(3) We consider initial state |
0(t )〉 to be an eigenstate of

the atomic Hamiltonian Ĥ0 = p̂2

2 + V̂ (r). This implies that the
impact of the laser field on the bound state structure can be
disregarded.
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Considering the assumption (1), the time evolution of the
electron-laser interaction Hamiltonian can be expanded in the
complete basis of continuum states |χk(t )〉, characterized by
the momenta k,

Ûle(t, t ′) =
∫

d3k|χk(t )〉 〈χk(t ′)|. (6)

These assumptions enable us to write the transition amplitude
as

Tp = T (0)
p + T (1)

p , (7a)

T (0)
p = (−ι̇)

∫ ∞

−∞
dτ 〈χp(τ )|V̂le(r, τ )|
0(τ )〉, (7b)

T (1)
p = (−ι̇)2

∫ ∞

−∞
dτ

∫ ∞

τ

dτ ′〈χp(τ ′)|V̂ (r)Ûle(τ ′, τ )

× V̂le(r, τ )|
0(τ )〉. (7c)

T (0)
p and T (1)

p refer to the direct and rescattering transition
amplitudes, respectively.

B. Nondipole continuum state

To account for the nondipole description of SFA to ATI, it
is indispensable to write the vector potential of the driving
laser field with a r dependence. In other words, the vector
potential varies with both space and time, giving rise to both
an electric and a magnetic field. This complex dependence is

necessary to accurately describe the behavior of the field and
its effects on the electron dynamics in the strong-field approx-
imation. For a laser field propagating with angular frequency
ω in the direction of wave vector k = ω

c k̂, the vector potential
can be written as the superposition of plane-wave modes

A(r, t ) =
∫

d3kA(k, t ),

A(k, t ) = Re{a(k)eι̇(k·r−ωkt )}. (8)

This form of vector potential, with a(k) as the complex
Fourier coefficient, allows us to write the solution of the
continuum state [31] as

χp(r, t ) = 1

(2π )
3
2

e−ι̇(Ept−p·r)e−ι̇�(r,t ), (9)

which is also called a modified Volkov state. It includes the
particle’s momentum p and the electromagnetic field, which
is included in the modified Volkov phase �(r, t ), with the
interaction between the two described by the classical Lorentz
force equation. It is expressed as a superposition of plane-
wave solutions, each with a different momentum and energy.
The Volkov state incorporates the effect of the electromag-
netic field on the particle’s motion through the phase factors of
the plane waves and allows for the calculation of the particle’s
motion and energy in the presence of the electromagnetic
field. The modified Volkov phase [31] is given by

�(r, t ) =
∫

d3kρk sin(uk + θk) +
∫

d3k
∫

d3k′[α+
k,k′ sin(uk + uk′ + θ+

k,k′ ) + α−
k,k′ sin(uk − uk′ + θ−

k,k′ )]

+ 1

2

∫
d3k

∫
d3k′σk,k′ρk

(
sin(uk + uk′ + θk + ξk,k′ )

ηk + ηk′
+ sin(uk − uk′ + θk − ξk,k′ )

ηk − ηk′

)
. (10)

Here, ρk, θk, σk,k′ and ξk,k′ , used in Eq. (10), are the projection
operators. These operators are dependent on the form of the
Fourier coefficients a(k) of the vector potential (8), as well as
the photoelectron momentum (p). These operators represent
the projection of p and the wave vector k onto the k-space
vector potential A(k′, t ). Additionally, the functions α±

k,k′ rep-
resent the ponderomotive terms for each mode, which are
based on the product of the Fourier coefficients, [a(k) · a(k′)].
The definition of these operators can be found in Appendix B,
and we also introduced ηk = p · k − ωk.

C. Modified Volkov states for a laser pulse

Using laser pulses in above-threshold ionization experi-
ments offers several benefits that make them an attractive
choice for researchers. One of the key advantages is the high
temporal and spatial resolution that can be achieved using
laser pulses. With duration on the order of femtoseconds
or even attoseconds, laser pulses can provide precise time-
resolved measurements of the ionization process. To derive
the continuum wave function for a plane-wave pulse propagat-
ing in the ẑ direction, we start with the vector potential given

by

A(r, t ) = A0√
1 + ε2

f (r, t )[cos(u + φcep)ex

+ ε� sin(u + φcep)ey]. (11)

Here, we introduce the variable u = k0 · r − ω0t , representing
the phase of the vector potential. The envelope function f (r, t )
describes the shape of the pulse. ε, �, and φcep are the
corresponding ellipticity, helicity, and carrier envelope phase,
respectively. Here, we will focus on the sin-squared envelope,
given by

f (r, t ) =
{

sin2
(

u
2np

)
, 0 � t � τp

0, otherwise.
(12)

The parameter np represents the number of optical cycles
contained within the pulse duration of τp. Now substituting
Eq. (12) into Eq. (11) and expanding the trigonometric prod-
ucts, we obtain the vector potential

A(r, t ) =
1∑

j=−1

Aj√
1 + ε2

[cos(u j + φcep)ex

+ ε� sin(u j + φcep)ey] (13)
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The vector potential Eq. (13) is expressed as the superposition of of three monochromatic plane-wave beams with different
frequencies that are labeled by j. For example, when j = −1 then ω = (1 − 1/np)ω0. Similarly, for j = 0 and 1, ω = ω0 and
ω = (1 + 1/np)ω0, respectively. The quantities with the indices j can be found in Appendix A. The decomposition allows us to
write the vector potential in the form of Eq. (8). Now, we can solve Eq. (10) using vector potential (13) and write the modified
Volkov phase as

�(r, t ) = − ρε

1∑
j=−1

Dj

Cj
sin

(
Cju + φcep − �ϕ(ε)

p

) − α
1 − ε2

1 + ε2

1∑
j=−1

D2
j

2Cj
sin(2Cju + 2φcep)

− 2α
∑

(i, j)=(0,−1),(0,1),(−1,1)

{
1 − ε2

1 + ε2

DiDj

Ci + Cj
sin[(Ci + Cj )u + 2φcep] − DiDj

Ci − Cj
sin[(Ci − Cj )u]

}
− α

1∑
j=−1

D2
j u. (14)

Here we define

α = Up

ω0

1

1 − p · k0/ω0

as the modified ponderomotive energy and

ρε = A0√
1 + ε2

ρ (ε)

ω0(1 − p · k0/ω0)

as the product of kinetic and field-induced photoelectron
momentum. The constants Dj and Cj are defined in Ap-
pendix A. The general solution of Eqs. (10)–(14) can be found
in Appendix B. p(ε) is a vector in Cartesian coordinates, repre-
sented as (px, εpy, 0), which describes the modulus and
azimuthal angle of an auxiliary and polarization-dependent
momentum vector. The vector can also be represented in
spherical coordinates as (p(ε), π/2, ϕ(ε)

p ). The vector lies
within the polarization plane. The summation over j refers
to the situation where we observe the superposition of plane-
wave beams resulting from the vector potential (13). For
a plane-wave pulse, the solution can be represented as a
combination of three-color monochromatic plane-wave beam
solutions by inserting Eq. (14) into Eq. (9). The full solution,
known as the Volkov state, can then be written as a superposi-
tion of individual terms, corresponding to each j, given by

χp(r, t ) = (2π )−3/2
1∏

j=−1

⎡
⎢⎣ 4∏

i=1

∞∑
n j

i =−∞
Jn j

i

(
x j

i

)
e−ι̇(EN t−pN ·r−�N )

⎤
⎥⎦.

(15)

Here, we used the Jacobi-Anger expansion to decompose
the Volkov phase (9). In the above equations, the integer n j

i
defines the number of photons absorbed as a result of the
superposition of three-color beams. The value of argument
(x j

i ), for different values of i and j, of the Bessel function
are given in Table I. Also, the modified photoelectron energy
(EN ), momentum (pN ), and phase (�N ) are given as

EN = Ep + N (0)ω0, (16a)

pN = p + N (0)k0, (16b)

�N = (N (1) + 2N (2) )φcep + N (1)�ϕ(ε)
p , (16c)

respectively. Here, we introduced short notation N (0,1,2),
which depends on the pulse cycle and the n j

i , that occur in
Bessel functions and are given as

N (0) = 3α

8
+ (

n1
0 + 2n2

0 + n3
0 + n3

−1 + n4
0 + n4

−1

)
C0

+ (
n1

−1 + 2n2
−1 + n3

0 + n3
1 − n4

0 + n4
1

)
C−1

+ (
n1

1 + 2n2
1 + n3

−1 + n3
1 − n4

−1 − n4
1

)
C1,

N (1) = n1
0 + n1

−1 + n1
1,

N (2) = n2
0 + n2

−1 + n2
1 + n3

0 + n3
−1 + n3

1.

(17)

D. Transition amplitude

The direct transition amplitude determines the probability
that an electron undergoes a transition from a bound initial
state to a continuum state when interacting with a strong
electromagnetic field. We can solve for this probability us-
ing Eq. (7b). As the operator V̂le = Ĥle − ĤA + V (r), we can
further simplify the direct amplitude by performing the inte-
gration by parts. Since the vector potential is nonzero within
some interval ti � t � t f , together with the operator V̂le, the
original equation (7b) is modified to a more simplified form
as

T (0)
p = − ι̇

∫ t f

ti

dτ

(
〈χp(τ )|

←−
∂

∂τ
+

−→
∂

∂τ
|
0(τ )〉

)

− ι̇

∫ t f

ti

dτ 〈χp(τ )|V (r)|
0(τ )〉

= − 〈χp(τ )|
0(τ )〉|t f
ti − ι̇

∫ t f

ti

dτ 〈χp(τ )|V (r)|
0(τ )〉.
(18)

TABLE I. Arguments (x j
i ) of the Bessel functions in Eqs. (20)

and (15). The indices i and j are counted in the columns and rows,
respectively.

x j
i 1 2 3 4

−1 ρε
D−1
C−1

α 1−ε2

1+ε2

D2
−1

2C−1
2α 1−ε2

1+ε2
D0D1

C0+C1
2α

D0D1
C0−C1

0 ρε
D0
C0

α 1−ε2

1+ε2
D2

0
2C0

2α 1−ε2

1+ε2
D0D−1

C0+C−1
2α

D0D−1
C0−C−1

1 ρε
D1
C1

α 1−ε2

1+ε2
D2

1
2C1

2α 1−ε2

1+ε2
D−1D1

C−1+C1
2α

D−1D1
C−1−C1
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For a finite laser pulse, the time period during which the pulse
exists is determined by the pulse duration. In the previous
case, as stated in Eq. (12), the pulse begins at time ti = 0
and ends at time t f = τp. The interval of the pulse can be
thought of as the duration of the pulse, which is specified
by the difference between the starting and ending times. The
pulse duration defines the time period during which the pulse
is present. For a hydrogen-like 1s wave function we can eas-
ily replace the initial bound state with a modified ionization
potential Ip in a way that

|
0(t )〉 = |
0〉 eι̇Ipt = 2I
3
2
p√
π

e−
√

2Ipreι̇Ipt . (19)

Upon insertion of this expression together with the Volkov
state (15) into Eq. (18), we finally arrive at our final expression
for the transition amplitude:

T (0)
p =

1∏
j=−1

{
4∏

i=1

∞∑
n j

i =−∞
Jn j

i

(
x j

i

)

×
[ 〈pN |V (r)|
0〉

Ip + EN
+ 〈pN |
0〉

]
[1 − eι̇(Ip+EN )τp]

}
,

(20)

where the matrix element of the Coulomb potential and the
momentum-space initial wave function are given by

〈pN |V (r)|
0〉 = −2
3
2 I

5
4
p

π

1
p2

N
2 + Ip

,

〈pN |
0〉 = 2I
5
4
p

π
√

2

1( p2
N
2 + Ip

)2
, (21)

respectively. The momentum-space initial wave function is
solved by taking the Fourier transform of the initial state wave
function (19).

III. RESULTS AND DISCUSSION

The differential ionization probability (3) can be computed
by utilizing the transition amplitude (20) derived in the pre-
vious section. If we consider the ionization probability as a
function of photoelectron energy, with fixed laser parameters,
we can compute the ATI spectrum. The above formalism
supports both linearly and elliptically polarized laser fields. In
the case of a circularly polarized (ε = 1) laser field, the Bessel
functions with indices n j

i , j = (−1, 0, 1), and i = (2, 3) can
be ignored, using the fact that Jn(0) = δn,0, reducing Eq. (20)
with six Bessel functions containing terms n j

i , j = (−1, 0, 1)
and i = (1, 4). In order to further simplify the infinite sum
involving Bessel functions, we exploit the properties of these
functions, i.e., for n j

i > x j
i , Jn j

i
(x j

i ) ∼ e−n j
i . As a result, we can

establish a cutoff of our Bessel function as the greatest integer
that is slightly greater than the argument of the function, i.e.,
nmax = 
x j

i �.
The use of a circularly polarized light has several benefits

over a linearly polarized field. First, a circularly polarized field
prevents Coulomb focusing [35]. In the Coulomb focusing,

the electrons are attracted towards the charge center of the
atom due to the Coulomb force, which results in a narrowing
or focusing of the electron momentum distribution. So, the
Coulomb focusing can be a problem in experiments that aim
to study the momentum distribution of emitted electrons, as
it can obscure the underlying physics. By using circularly
polarized light, we can avoid Coulomb focusing and obtain
a more accurate representation of the electron momentum
distribution. Second, circularly polarized light provides a sim-
ple way to measure the laser intensity. In other words, for a
circular polarized light, the electron momentum distribution
takes the form of a torus [36], where the radius of distribution
is proportional to the peak electric field experienced by the
neutral atoms. This property of circularly polarized light can
be useful for understanding the dynamics of the ATI process
and for characterizing the laser intensity.

The peak shift (�Pz ) in ATI is determined by the intensity
and frequency of the incident laser pulse, as well as the prop-
erties of the target atom. In general, the peak offset increases
with increasing laser intensity because higher intensities lead
to stronger interactions between the laser field and the target
electrons. The peak offset is an important parameter in the
study of ATI, as it provides insight into the dynamics of
the ionization process and the underlying physical mecha-
nisms. As illustrated in Fig. 2, a comparison of peak shifts
for two different cases, argon and neon, is presented along-
side experimental and theoretical results for a monochromatic
plane-wave beam. While the number of points depicted in the
plots is limited, the extended computation time facilitated a
more thorough and accurate analysis. Figure 2 clearly shows
that for a plane-wave beam, the peak shift largely differs from
the experimental findings, while our theoretical results for a
pulse show a reduced discrepancy.

The parameters of laser pulse, including pulse duration
[37], intensity [38], and wavelength [39], can alter the ATI
spectra. These changes in the spectra can also affect the polar
angular distribution of the emitted electrons. For a single-
cycle pulse, the angular distribution of the photoelectrons is
isotropic, i.e., the electrons are ejected equally in all direc-
tions. In other words, by considering that the laser field is
strong enough to ionize the atom in a single cycle, and the
electron does not have time to interact with the laser field for
a prolonged period, the electron is liberated from the atom
at a random point in the laser cycle, leading to an isotropic
polar angular distribution. In contrast to single-cycle pulse,
when the pulse duration is longer than one cycle the polar
angular distribution of the photoelectrons can be anisotropic,
as seen in Fig. 3. For a long pulse, the electron has time
to interact with the laser field for multiple cycles, and its
motion is affected by the shape of field. The characteristics
of a pulse result in the photoelectrons being preferentially
emitted in certain directions, which include both the pulse
duration and the laser field strength. When it comes to the
effect of wavelength, short-wavelength laser light leads to
a more anisotropic polar angular distribution of the emitted
electrons, while long-wavelength laser light leads to a more
isotropic distribution. Such an effect in the polar distribution
arises because, in a short wavelength, a laser pulse is more
tightly focused in time, making it more likely to cause elec-
trons to be emitted in a specific direction. Long-wavelength
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FIG. 2. The peak shift �Pz of the maxima in ATI spectra are plotted as a function of laser intensity I for a circularly polarized 800-nm,
15-fs laser pulse. Results are shown for two different atomic targets, Ar (left) and Ne (right), and are compared to previous experimental (blue
crosses) and theoretical work: orange (Ref. [31]), blue (Ref. [26]), and green (this work).

FIG. 3. Normalized polar angular distribution (PAD) in the propagation (px − pz ) plane (ϕp = 0) for argon interacting with a circularly
polarized sine-squared pulse. The laser wavelengths of 800 nm and 1200 nm are used with intensities ranging between I = 2 × 1013 − 30 ×
1013W/cm2. The pulse duration is varied with different numbers of optical cycles (np = 2, 4, 8, 16) and photoelectron energy (Ep,max), at which
the maximum ionization probability occurs, is kept constant. The Lorentz force acts on the electron, causing it to be pushed in the direction of
laser propagation. The results from both dipole (solid curve) and nondipole (dotted curve) computations are shown.
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laser light, on the other hand, is less tightly focused and tends
to produce a more isotropic distribution. Regarding intensity
[40], as the intensity of photons increases, the electrons are
affected by the laser’s electric field for a long period, causing
them to be preferentially emitted in certain directions, closely
following the direction of the electric vector of the radiation
field. The number of pulse cycles, wavelength, and intensity
of the laser light all interact in a complex way to determine
the polar angular distribution of ATI electrons.

In Fig. 3, we present a detailed analysis of the effect of laser
pulse intensity, wavelength, and duration on the polar angular
distribution in the propagation plain of photoelectrons emitted
in the process of ATI. Our results indicate that the pulse dura-
tion plays a crucial role in determining the angular distribution
of photoelectrons, particularly when the laser intensity is high
and the wavelength is short. In Fig. 3(a), we observe that for
different pulse cycles, the results of both dipole and nondipole
computations overlap, making it challenging to differentiate
the results. In other words, at low intensities and wavelengths,
the pulse cycle has no effect on the polar angular distribution.
However, when the intensity of the laser pulse is increased and
the wavelength is kept low, as shown in Figs. 3(b) and 3(c),
the results become increasingly distinct for different pulse
cycles. The polar angular distribution in the plane of propa-
gation is taken by keeping the photoelectron energy constant
at the maximum. Since we change the pulse duration, the
peak maximum of energy of the photoelectron slights change
because ATI peaks break up into a series of extremely narrow
lines [37]. At longer wavelengths, the change is minimum
and increases with shorter wavelengths and higher intensities.
In contrast to intensity, Fig. 3(d) illustrates that such effects
do not occur when the wavelength is increased. Furthermore,
the nondipole effects remain relatively unchanged with vary-
ing pulse durations. For the longest pulses considered with
long wavelengths or high intensities, the magnetic compo-
nent loses its significance. These findings indicate that in
monochromatic fields, the ionization yield is not affected by
the magnetic field, and the dipole and nondipole results tend
to converge, as previously established in the literature [41].

IV. SUMMARY

The nondipole strong-field approximation (NSFA) is a
method for describing the behavior of electrons in intense
laser fields. The classical representation of a laser field is
considered, and the interaction of the electron with the field
is described using perturbation theory. This approach allows
for the calculation of the momentum and kinetic energy of
photoelectrons, which can be measured experimentally. The
photoelectron momentum shift is a phenomenon observed in
experiments using few-cycle pulse, where the momentum of
the photoelectron is altered towards a positive direction in re-
lation to the propagation of the laser pulse due to its magnetic
component.

Our results demonstrate that the NSFA with extension to
the few-cycle limit we proposed is a valuable theoretical
method for calculating the effects of strong electromagnetic
fields on the behavior of electrons. By assuming that the
field is a few-cycle pulse, the NSFA allows for the correct
calculation of the photoelectron momentum shift, which is an

important measure of the field’s strength. We showed how
the inclusion of a finite pulse duration in such a theory can
significantly enhance the prediction of nondipole effects. The
NSFA provides a simple and accurate way to calculate the
peak shift, and is therefore crucial for understanding the be-
havior of electrons in strong fields. The parameters of the laser
pulse, including pulse duration, intensity, and wavelength, can
alter the ATI spectra and affect the polar angular distribution
of the emitted electrons. The results of our analysis provide
valuable insights into the underlying physics of ATI and can
inform the design of future experiments aimed at studying this
phenomenon.
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APPENDIX A: VECTOR POTENTIAL

It is convenient to represent the electromagnetic field,
particularly when working with time-varying fields or in situ-
ations where the electric and magnetic fields are orthogonal,
in terms of a vector field. In the case of a sine-squared pulse,
the vector potential is given by the following equation:

A(r, t ) = A0√
1 + ε2

f (r, t )[cos(k0 · r − ω0t + φcep)ex

+ ε� sin(k0 · r − ω0t + φcep)ey]. (A1)

f (r, t ) is an envelope function that varies sinusoidally over
time and is given by

f (r, t ) =
{

sin2
( k0·r−ω0t

2np

)
, 0 � t � τp

0, otherwise.
(A2)

Now if we expand the trigonometric products, inserting (A2)
into (A1), the vector potential can be written as

A(r, t ) = A0√
1 + ε2

(
− 1

4

{
cos

[
u

(
1 − 1

np

)
+ φcep

]

+ cos

[
u

(
1 + 1

np

)
+ φcep

]
− 2cos(u + φcep)

}
ex

− ε�

4

{
sin

[
u

(
1 − 1

np

)
+ φcep

]

+ sin

[
u

(
1 + 1

np

)
+ φcep

]
− 2sin(u + φcep)

}
ey

)
.

(A3)

In more compact form, we can write

A(r, t ) =
1∑

j=−1

Aj√
1 + ε2

[cos(u j + φcep)ex

+ ε� sin(u j + φcep)ey], (A4)
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where we used the short notation

u j = k j · r − ω jt = Cj (k0 · r − ω0t ),

Aj = DjA0, (A5)

and j ranging from −1 to +1. Specifically, the constants C
and D are given by

C0 = 1, C−1 = 1 − 1

np
, C1 = 1 + 1

np
,

D0 = 1

2
and D−1 = D1 = −D0

2
. (A6)

APPENDIX B: MODIFIED VOLKOV PHASE

In this Appendix, we provide a more thorough treatment
of the derivation of the nondipole Volkov states. This was

briefly discussed in Sec. II B. Specifically, we will show how
to solve for the vector potential, which is typically written
in terms of plane waves, for each value of j [of Eq. (A4)].
For a vector potential of type (8), the Volkov solution of
an outgoing photoelectron that takes into account nondipole
effects is given by [31]

χp(r, t ) = 1

(2π )
3
2

e−ι̇(Ept−pr)e−ι̇�(r,t ), (B1)

which includes a modified Volkov phase term (10). To deter-
mine the individual functions λk, θk, ρk, α

±
k,k′ , θ

±
k,k′ , ξk,k′ , and

σk,k′ in the Volkov phase for a given kinetic momentum p of
the photoelectron, it is most efficient to use the plane-wave
amplitudes A(k, t ) and a(k) and evaluate the left-hand sides
of the following expressions [31]:

p · A(k, t ) = λkcos(uk + θk), −k · A(k′, t ) = σk,k′cos(uk′ + ξk,k′ ),

1

4
a(k) · a(k′) = �+

k,k′exp(ι̇θ+
k,k′ ),

1

4
a(k) · a∗(k′) = �−

k,k′exp(ι̇θ−
k,k′ ),

ρk = λk

ηk
and α±

k,k′ =
�±

k,k′

ηk ± ηk′
.

(B2)

These equations reveal that ρk represents the product of the kinetic and field-induced momenta p · A(k, t ) for a specific Fourier
mode A(k, t ). Additionally, the functions α±

k,k′ represent the ponderomotive terms for each mode, given by a(k) · a(k′). For the
vector potential (A4), the above Eqs. (B2) can be solved for individual j values, thus giving

λk = Aj (k)√
1 + ε2

√
p2

x + ε2 p2
yδ(k − k0), θk = φcep + � arctan[ε tan(ϕp)],

ρk = Aj (k)√
1 + ε2

√
p2

x + ε2 p2
y

η j (k)
δ(k − k0), �+

k,k′ = Aj (k)Aj ((k
′)

4

1 − ε2

1 + ε2
δ(k − k0)δ(k′ − k0),

�−
k,k′ = Aj (k)Aj ((k

′)
4

δ(k − k0)δ(k′ − k0), θ+
k = 2φcep and θ−

k = 0, σk,k′ = 0, ξk,k′ = φcep,

α±
k,k′ = Aj (k)Aj ((k

′)
4

1 ∓ ε2

1 + ε2

1

η j (k) ± η j (k′)
δ(k − k0)δ(k′ − k0), (B3)

where ηk = p · k − ωk and ωk = kc. To evaluate the phase �(r, t ), we can use Eq. (10) and the vector potential from Eq. (13).
By inserting (B3) into Eq. (10), we obtain the desired result, given by

�(r, t ) =
∫

d3k
Aj (k)√
1 + ε2

√
p2

x + ε2 p2
y

η j (k)
sin{u j + φcep + � arctan[ε tan(ϕp)]}δ(k − k0)

+
∫

d3k
∫

d3k′ Aj (k)Aj ((k
′)

4

1 − ε2

1 + ε2

1

η j (k) + η j (k′)
sin(u j + u′

j + 2φcep)δ(k − k0)δ(k′ − k0)

+
∫

d3k
∫

d3k′ Aj (k)Aj ((k
′)

4

1

η j (k) − η j (k′)
sin(u j + u′

j )δ(k − k0)δ(k′ − k0). (B4)

We can utilize the definition of the delta function to simplify the above equation, resulting in Eq. (14). Additionally, the third
integral in Eq. (10) vanishes due to the fact that the k vectors are parallel to the direction of laser propagation (z axis), causing
the value of σk,k′ to be zero.
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