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#### Abstract

Introducing a nonstoquastic catalyst is a promising avenue to improve quantum annealing with the transverse field. In the present paper, we propose a nonstoquastic catalyst for bifurcation-based quantum annealing described by the spin-1 operators to improve the efficiency of a ground-state search. To investigate the effect of the nonstoquastic catalyst, we study the ferromagnetic $p$-spin model, which has difficulty with finding the ground state due to the first-order phase transition for quantum annealing. A semiclassical analysis shows that the problematic first-order phase transition can be eliminated by introducing the proposed nonstoquastic catalyst with the appropriate amplitude. We also numerically calculate the minimum energy gap for a finite-size system by diagonalizing the Hamiltonian. We find that while the energy gap decreases exponentially with increasing system size for the original Hamiltonian, it decreases polynomially against the system size for the Hamiltonian with the nonstoquastic catalyst. This result implies that the proposed nonstoquastic catalyst has the potential to improve the performance of bifurcation-based quantum annealing.
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## I. INTRODUCTION

Quantum annealing (QA) is a quantum metaheuristic for solving combinatorial optimization problems [1-7] and is related to adiabatic quantum computation [8,9]. The target of QA is the ground state of the classical Ising model to which a combinatorial optimization problem is mapped [10]. Standard QA is formulated as a spin-1/2 Ising model with a time-dependent transverse field. The protocol of QA starts with the spins initialized to the superposition of the two orthogonal states $| \pm 1\rangle$ by the transverse field. By adiabatically decreasing the amplitude of transverse field, we can obtain the desired ground state corresponding to the optimal solution.

The performance of QA can be evaluated with a minimum energy gap between an instantaneous ground state and the first excited state. This can be understood with the quantum adiabatic theorem, which indicates that the annealing time necessary to obtain the desired ground state is inversely proportional to the square of the minimum energy gap [11-13]. It is empirically known that the minimum energy gap closes exponentially with increasing system size when a quantum system encounters a first-order phase transition during annealing. This is a serious problem for QA because the annealing time increases exponentially as the system size increases. The ferromagnetic $p$-spin model is a well-known example in which the first-order phase transition appears during QA [14]. In contrast, when the phase transition is second order, the

[^0]minimum energy gap decreases polynomially as the system size increases. Then, in this case, we can find the ground state in polynomial time.

It is worth mentioning that standard QA is implemented with a stoquastic Hamiltonian, in which all nondiagonal elements of the matrix representation are real and nonpositive [15]. Since a system under a stoquastic Hamiltonian can be emulated classically without the sign problem, the standard QA is considered to have comparable performance to a classical algorithm. Therefore, whether a nonstoquastic catalyst, which is an additional Hamiltonian violating the stoquastic condition, can improve the performance of QA has been investigated. The mean-field analysis for QA with the $p$-spin model showed that a certain type of nonstoquastic catalyst is effective in changing the first-order phase transition to the second-order one [16-19]. This is an interesting case in which a nonstoquastic catalyst leads to an exponential acceleration of QA. The numerical calculation [20] showed that QA under a nonstoquastic Hamiltonian has an advantage over standard QA. On the other hand, Ref. [21] showed that the energy gap in a Hamiltonian with a nonstoquastic catalyst is generally smaller than a stoquasticized Hamiltonian obtained by de-signing the nonstoquastic catalyst.

Recently, bifurcation-based QA (BQA) using Kerrnonlinear parametric oscillators (KPOs) was studied [22-33]. A KPO can generate a cat state (superposition of two coherent states) from a vacuum state by an adiabatic process. The idea of BQA originates from this cat-state generation process, which is referred to as the quantum bifurcation mechanism. While the Hamiltonian of BQA using the KPOs is
described with bosonic operators, a spin formulation of BQA, which is described by the spin-1 operators, was also proposed in [34]. This spin formulation is designed to resemble the bifurcation mechanism of the KPO. In this formulation, each spin state is initially prepared in $|0\rangle$ and eventually becomes either $|+1\rangle$ or $|-1\rangle$. According to the effective spin model of the KPO studied in Ref. [35], BQA described with spin-1 operators can be regarded as the approximation model of BQA using KPO. Also, by adopting a spin-locking technique [36,37], we can implement not only the conventional QA $[38,39]$ but also BQA described with the spin-1 operators with nitrogen-vacancy (NV) centers in diamonds [40]. The NV center in a diamond is a promising device for realizing quantum information processing because it has a long coherence time, such as a few milliseconds, even at room temperature $[41,42]$. Therefore, the study of BQA will lead to the development of a novel experimental platform for QA. In addition, some studies suggest that BQA may have an advantage over conventional QA with the transverse field $[28,34]$. However, the Hamiltonian of the spin formulation of BQA proposed in Ref. [34] is stoquastic. The natural question of whether a nonstoquastic catalyst will benefit BQA arises.

In this paper, we study the effect of a nonstoquastic catalyst in BQA described by the spin-1 operators. Here, we consider the $p$-spin model and propose a nonstoquastic catalyst to change the order of the phase transition. In order to analyze the phase transitions in stoquastic and nonstoquastic cases, we calculate the energy potential with the semiclassical approximation as in various QA studies [43-48]. A previous study [48] showed that, for standard QA of the $p$-spin model with the nonstoquastic catalyst, the semiclassical analysis significantly predicts the location and order of the phase transitions and agrees with the full quantum statistical-mechanical calculations [16]. Thus, the semiclassical analysis will also be practical for the current problem. We show that the proposed nonstoquastic catalyst is effective for changing the first-order phase transition, which appears in the stoquastic case, to the second-order one. To support the argument of the semiclassical analysis, we study the exact ground state and the minimum energy gap in a finite-size system by diagonalizing the Hamiltonian. We confirm that the instantaneous ground state obtained in the semiclassical analysis approximates the exact instantaneous ground state well. We also show that, as the system size increases, the minimum energy gap decreases exponentially in the stoquastic case and decreases polynomially in the nonstoquastic case.

This paper is organized as follows. In Sec. II, we introduce the spin formulation of BQA. In Sec. III, we formulate the Hamiltonian of the $p$-spin model and propose a nonstoquastic catalyst for BQA. In Sec. IV, we calculate the semiclassical potential and the order parameters to investigate the order of the phase transitions. In Sec. V, we discuss the effect of the proposed nonstoquastic catalyst in a finite-size system. We summarize this paper in Sec. VI. In Appendix A, we discuss an implementation of BQA with the NV centers in diamonds. We provide additional analyses and details of certain calculations in Appendixes B and C, respectively.

## II. REVIEW OF THE SPIN FORMULATION OF BIFURCATION-BASED QUANTUM ANNEALING

We recapitulate the spin formulation of BQA proposed in Ref. [34]. First, we define the $x, y$, and $z$ components of the spin-1 operators as

$$
\begin{align*}
& \hat{S}^{x}=\frac{1}{\sqrt{2}}\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0
\end{array}\right),  \tag{1a}\\
& \hat{S}^{y}=\frac{i}{\sqrt{2}}\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & -1 \\
0 & 1 & 0
\end{array}\right),  \tag{1b}\\
& \hat{S}^{z}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right), \tag{1c}
\end{align*}
$$

respectively. The eigenstates of $\hat{S}^{z}$ denote $|0\rangle$ and $| \pm 1\rangle$ as $\hat{S}^{z}|m\rangle=m|m\rangle$ for $m=0, \pm 1$. The Hamiltonian of BQA for an $N$-spin system is given by

$$
\begin{equation*}
\hat{H}(s)=\sum_{i=1}^{N}\left[-A(s) \hat{S}_{i}^{x}-B(s)\left(\hat{S}_{i}^{z}\right)^{2}\right]+\hat{H}_{p}\left(\left\{\hat{S}_{i}^{z}\right\}\right) \tag{2}
\end{equation*}
$$

where $s \in[0,1]$ is a dimensionless time parameter and $i$ indicates the index of a spin site. $A(s)$ is a positive function that takes a finite value at the middle of annealing, and $B(s)$ is a function increasing from a large negative value to a large positive value as time $s$ evolves. We assume that $A(s)$ and $B(s)$ are a Gaussian function and a linear function, respectively, as

$$
\begin{align*}
& A(s):=A_{0} \exp \left(-\frac{(2 s-1)^{2}}{2 \sigma^{2}}\right)  \tag{3a}\\
& B(s):=B_{0}(2 s-1) \tag{3b}
\end{align*}
$$

The summation term in Eq. (2) is a driver Hamiltonian inducing the bifurcation mechanism. $\hat{H}_{p}$ represents a problem Hamiltonian that includes interactions between spins and local fields. BQA starts with the state $\otimes_{i}|0\rangle_{i}$, which is the ground state of the Hamiltonian (2) at $s=0$. By adiabatically evolving the system under the Hamiltonian (2) from $s=0$ to $s=1$, each spin state changes to $| \pm 1\rangle_{i}$, corresponding to the ground state of $\hat{H}_{p}$ that is our target.

To briefly review the bifurcation mechanism, we consider a single-spin system. The Hamiltonian is

$$
\begin{equation*}
\hat{H}^{(1)}(s)=-A(s) \hat{S}^{x}-B(s)\left(\hat{S}^{z}\right)^{2}-h \hat{S}^{z} . \tag{4}
\end{equation*}
$$

We evaluate the instantaneous ground state numerically for the three $h$ cases. Figure 1(a) for $h=0$ shows that the final ground state is the superposition of $| \pm 1\rangle$. We can see the bifurcation mechanism around $s=0.5$, where the probability of the superposition state increases and the state $|0\rangle$ vanishes. This case corresponds to the cat-state generation of the KPO. When $h$ is positive (negative), the spin state becomes $|+1\rangle$ $(|-1\rangle)$, as shown in Figs. 1(b) and 1(c).
(a) $h=0$
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\begin{aligned}
& =|0\rangle \\
& *(|+1\rangle+\mid-1)) / \sqrt{2} \\
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FIG. 1. Plots of probabilities of each state in the instantaneous ground state of Hamiltonian (4) as a function of $s$ for three cases: (a) $h=0$, (b) $h=+1$, and (c) $h=-1 . A(s)$ and $B(s)$ are from Eq. (3), with $A_{0}=3, \sigma^{2}=0.1$, and $B_{0}=40$.

## III. FERROMAGNETIC P-SPIN MODEL AND NONSTOQUASTIC CATALYST

Hereafter, we consider the ferromagnetic $p$-spin model in the spin formulation of BQA. The Hamiltonian is as follows:

$$
\begin{equation*}
\hat{H}(s)=\sum_{i=1}^{N}\left[-A(s) \hat{S}_{i}^{x}-B(s)\left(\hat{S}_{i}^{z}\right)^{2}\right]-N\left(\frac{1}{N} \sum_{i=1}^{N} \hat{S}_{i}^{z}\right)^{p} \tag{5}
\end{equation*}
$$

For odd $p$, the ground state of the $p$-spin model is $\otimes_{i=1}^{N}|+1\rangle_{i}$, and for even $p$, the ground state is doubly degenerate, $\otimes_{i=1}^{N}|+1\rangle_{i}$ and $\otimes_{i=1}^{N}|-1\rangle_{i}$. Note that this $p$-spin model reduces to the Grover problem for the limit of $p \rightarrow \infty$.

This Hamiltonian (5) is stoquastic, and the first-order phase transition appears during the time evolution (we discuss this in the next section). We then propose the following interaction as a nonstoquastic catalyst:

$$
\begin{align*}
& \hat{H}_{\mathrm{c}}=N\left(\frac{1}{N} \sum_{i=1}^{N}\left(\hat{S}_{i}^{x}\right)^{2}-\left(\hat{S}_{i}^{y}\right)^{2}\right)^{2},  \tag{6}\\
& \left(\hat{S}_{i}^{x}\right)^{2}-\left(\hat{S}_{i}^{y}\right)^{2}=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right)_{i} . \tag{7}
\end{align*}
$$

The operator (7) switches the spin state between $|+1\rangle_{i}$ and $|-1\rangle_{i}$ in a way similar to the Pauli $X$ operator. The catalyst (6) is inspired by a nonstoquastic $X X$ interaction removing the first-order phase transition in standard QA of the $p$-spin
model [16-18]. We consider the following Hamiltonian:

$$
\begin{align*}
\hat{H}(s)= & \sum_{i=1}^{N}\left[-A(s) \hat{S}_{i}^{x}-B(s)\left(\hat{S}_{i}^{z}\right)^{2}\right] \\
& +C N\left(\frac{1}{N} \sum_{i=1}^{N}\left(\hat{S}_{i}^{x}\right)^{2}-\left(\hat{S}_{i}^{y}\right)^{2}\right)^{2}-N\left(\frac{1}{N} \sum_{i=1}^{N} \hat{S}_{i}^{z}\right)^{p} \tag{8}
\end{align*}
$$

where $C$ is the amplitude of the proposed nonstoquastic catalyst. The Hamiltonian (8) becomes nonstoquastic for $C>0$, and setting $C<0$ corresponds to the de-signed stoquastization studied in Ref. [21]. We discuss a possible realization of this Hamiltonian by using NV centers in diamonds in Appendix A. It is worth mentioning that the typical energy scale of the interaction between the NV centers is tens of kilohertz when we realize our proposed method with the NV centers in diamonds, as we discuss in Appendix A. Therefore, throughout this paper, we assume that the energy is scaled by a unit of 10 kHz .

## IV. SEMICLASSICAL ANALYSIS WITH SPIN COHERENT STATE

To investigate the phase transitions in BQA under the Hamiltonian (8), we use the semiclassical spin coherent state for the spin-1 operators [49] defined as the product state

$$
\begin{align*}
\left|\psi_{\mathrm{SC}}(\theta, \phi, \alpha, \beta)\right\rangle= & \otimes_{i=1}^{N}\left[\cos \frac{\theta}{2}|0\rangle_{i}+\sin \frac{\theta}{2} \cos \frac{\phi}{2} e^{i \alpha}|+1\rangle_{i}\right. \\
& \left.+\sin \frac{\theta}{2} \sin \frac{\phi}{2} e^{i \beta}|-1\rangle_{i}\right] \tag{9}
\end{align*}
$$

All spins are assumed to have the same angular variables $\theta, \phi$, $\alpha$, and $\beta$. The semiclassical potential per spin is derived from the expectation value of the Hamiltonian in the spin coherent state (9) as

$$
\begin{align*}
& V_{\mathrm{SC}}(s, \theta, \phi, \alpha, \beta) \\
&= \lim _{N \rightarrow \infty} \frac{1}{N}\left\langle\psi_{\mathrm{SC}}\right| \hat{H}(s)\left|\psi_{\mathrm{SC}}\right\rangle \\
&=-\frac{A(s)}{\sqrt{2}} \sin \theta\left(\cos \frac{\phi}{2} \cos \alpha+\sin \frac{\phi}{2} \cos \beta\right) \\
&-B(s) \sin ^{2} \frac{\theta}{2}+C\left(\sin ^{2} \frac{\theta}{2} \sin \phi \cos (\alpha-\beta)\right)^{2} \\
&-\left(\sin ^{2} \frac{\theta}{2} \cos \phi\right)^{p} \tag{10}
\end{align*}
$$

The $\theta, \phi, \alpha$, and $\beta$ to minimize the semiclassical potential are denoted as $\theta_{\min }, \phi_{\min }, \alpha_{\min }$, and $\beta_{\min }$, respectively. The ground state in the semiclassical approximation is given by $\left|\psi_{\mathrm{SC}, \mathrm{GS}}\right\rangle=\left|\psi_{\mathrm{SC}}\left(\theta_{\min }, \phi_{\min }, \alpha_{\min }, \beta_{\min }\right)\right\rangle$. Thus, the order parameter at the semiclassical limit can be calculated as

$$
\begin{equation*}
m:=\left\langle\psi_{\mathrm{SC}, \mathrm{GS}}\right| \frac{1}{N} \sum_{i=1}^{N} \hat{S}_{i}^{z}\left|\psi_{\mathrm{SC}, \mathrm{GS}}\right\rangle=\sin ^{2} \frac{\theta_{\mathrm{min}}}{2} \cos \phi_{\min } \tag{11}
\end{equation*}
$$

Note that since the spin coherent state (9) does not cover superposition of $\otimes_{i}|+1\rangle_{i}$ and $\otimes_{i}|-1\rangle_{i}$, the present analysis


FIG. 2. Plots of (a) $\theta_{\min }$ and $\phi_{\min }$ and (b) order parameter $m$ against $s$ for $p=5$ in the stoquastic case $C=0$. The first-order phase transition appears at $s \approx 0.550 . A(s)$ and $B(s)$ are from Eq. (3), with $A_{0}=3, \sigma^{2}=0.1$, and $B_{0}=40$.
might be insignificant for even- $p$ cases with the degenerate ground state. For convenience, we arbitrarily consider the case where the instantaneous ground state finally becomes $\otimes_{i}|+1\rangle_{i}$. Therefore, we restrict the domains of $\theta$ and $\phi$ to $0 \leqslant \theta \leqslant \pi$ and $0 \leqslant \phi \leqslant \pi / 2$.

First, we consider the stoquastic case $C=0$, where $\alpha=$ $\beta=0$ clearly gives the ground state. Figure 2 shows the numerical results for $\theta_{\min }, \phi_{\min }$, and the order parameter $m$ for $p=5$. Figure 2(a) shows $\theta_{\text {min }}$ increases from zero with $\phi_{\min }=\pi / 2$ in the first half. This means that the amplitude of $|0\rangle_{i}$ in the instantaneous ground state decreases, and those of $|+1\rangle_{i}$ and $|-1\rangle_{i}$ increase. After the discontinuous change in $\theta_{\min }$ and $\phi_{\min }$, we obtain $\theta_{\min }=\pi$ and $\phi_{\min }=0$, which give $\left|\psi_{\mathrm{SC}, \mathrm{GS}}\right\rangle=\otimes_{i}|+1\rangle_{i}$. We can see in Fig. 2(b) that the order parameter $m$ changes discontinuously at $s \approx 0.550$, where the first-order phase transition appears.

The results for the nonstoquastic cases are plotted in Fig. 3. In Fig. 3(a) for $C=1.4, \phi_{\min }$ deviates from $\pi / 2$ at $s \approx 0.520$. Correspondingly, the order parameter is continuously away from zero, which is a signature of a second-order transition. However, the first-order phase transition occurs at $s \approx 0.522$. By setting a significant amplitude, such as $C=5$, as shown in Fig. 3(b), the phase transition becomes completely second order, where the order parameter changes continuously from 0 to 1 . Therefore, in order to resolve the first-order phase transition, the proposed nonstoquastic catalyst (6) is effective. Note that we obtain $\alpha_{\min }=\beta_{\min }=0$ in both Figs. 3(a) and 3(b). This is due to the absence of an imaginary component in the Hamiltonian (8). In Appendix B we give the situation where the driver Hamiltonian is rotated around the $z$ axis and the total Hamiltonian has an imaginary component.

Next, we discuss de-signed stoquastization [21] of the nonstoquastic Hamiltonian (8). In Fig. 4, we plot the order parameters for two negative- $C$ cases. The first-order phase transition appears when $C=-0.8$ [Fig. 4(a)], and the order parameter $m$ stays zero for $C=-0.9$ [Fig. 4(b)] during time evolution. Thus, negative $C$ is ineffective for the present problem.

We also plot the order parameter as a function of coefficients $A$ and $B$ in the driver Hamiltonian. The results are plotted in Fig. 5. In Fig. 5(a), for the stoquastic case, the system encounters the first-order phase transition by increasing $B$ regardless of the value of $A$. Next, we show the plots for


FIG. 3. Plots of $\theta_{\text {min }}, \phi_{\text {min }}, \alpha_{\text {min }}, \beta_{\text {min }}$, and order parameter $m$ against $s$ for $p=5$ and $C>0$. The first-order phase transition appears at $s \approx 0.522$ in (a). The second-order phase transitions are observed at $s \approx 0.520$ in (a) and $s \approx 0.490$ in (b). In both cases, $A(s)$ and $B(s)$ are from Eq. (3), with $A_{0}=3, \sigma^{2}=0.1$, and $B_{0}=40$.
$C>0$ in Figs. 5(b)-5(d). The orange dashed curves indicate the location where the second-order phase transition appears. These curves are calculated using the following conditions:

$$
\begin{align*}
\left.\frac{\partial V_{\mathrm{SC}}}{\partial \theta}\right|_{\phi=\pi / 2, \alpha=\beta=0} & =-A \cos \theta-\frac{B}{2} \sin \theta+C \sin ^{2} \frac{\theta}{2} \sin \theta \\
& =0  \tag{12a}\\
\left.\frac{\partial^{2} V_{\mathrm{SC}}}{\partial \phi^{2}}\right|_{\phi=\pi / 2, \alpha=\beta=0} & =\sin \frac{\theta}{2}\left(\frac{A}{2} \cos \frac{\theta}{2}-2 C \sin ^{3} \frac{\theta}{2}\right) \\
& =0 \tag{12b}
\end{align*}
$$



FIG. 4. Plots of order parameter $m$ against $s$ for $p=5$ and $C<0$. $A(s)$ and $B(s)$ are from Eq. (3), with $A_{0}=3, \sigma^{2}=0.1$, and $B_{0}=40$.


FIG. 5. Order parameter $m$ as a function of coefficients $A$ and $B$ for $p=5$. The blue curve represents $m$ when one takes the path corresponding to functions $A(s)$ and $B(s)$ in Eq. (3) with $A_{0}=3$, $\sigma^{2}=0.1$, and $B_{0}=40$. The solid and dotted parts of the blue curves indicate that $m$ continuously and discontinuously changes, respectively. The orange curves in the $A-B$ plane indicate the second-order phase transitions given by Eq. (12).

In this calculation, we assume that the second-order phase transition occurs at the point where $\phi_{\text {min }}$ continuously deviates from $\pi / 2$ and the ground state has $\alpha_{\text {min }}=\beta_{\text {min }}=0$. Figure 5(b) shows the case of $C=1.4$. The first-order transition appears even if we take the path across the orange dashed curve. The blue curve in Fig. 5(b) is the same as the order parameter plotted in Fig. 3(a). In Fig. 5(c), we can find the path along which the order parameter continuously changes for $C=2$. However, the first-order phase transition remains for the path with a small $A$. Although $C$ is made larger, a large $A$ is necessary to avoid the first-order phase transition, as shown in Fig. 5(d).

Figure 6 shows the phase diagrams for $3 \leqslant p \leqslant 8$ obtained from the order parameter, which is given by the semiclassical analysis. We use Eq. (3) for $A(s)$ and $B(s)$ and consider two $A_{0}$ cases. The colored curves indicating the first-order phase transition extend from points on the axis $C=0$. In Fig. 6(a), the curves for $p=3,4$, and 5 are terminated at finite $C$. Therefore, we can find the paths to avoid the first-order phase transitions for $p=3,4$, and 5 by tuning the amplitude $C$. However, as long as we use the value of $A_{0}=2$, the curves for the first-order phase transitions for $6 \leqslant p \leqslant 8$ are unavoidable. On the other hand, Fig. 6(b) shows that, if we adopt $A_{0}=3$, we can circumvent those curves with relatively small $C$. However, Fig. 7 shows that we need to set larger $A_{0}$ again to avoid the first-order phase transition in the higher- $p$ cases. It is worth mentioning that for conventional QA with qubits it becomes more difficult to avoid the first-order phase transition as we increase the value of $p[16,17]$, which is similar to


FIG. 6. Phase diagram in the $s$ - $C$ plane for $3 \leqslant p \leqslant 8 . A(s)$ and $B(s)$ are from Eq. (3), with $\sigma^{2}=0.1$ and $B_{0}=40$. Each thick colored curve represents a first-order phase transition (1PT). The black dotted curve indicates the location $s$ of the second-order phase transition (2PT) calculated from Eq. (12).
our case. More specifically, we need a careful adjustment of the amplitude parameter to avoid a first-order phase transition when $p$ is high $[16,17]$.

## V. ANALYSIS FOR FINITE-SIZE SYSTEM

Let us consider the effect of the proposed nonstoquastic catalyst in a finite-size system to discuss the validity of the semiclassical approximation. We can obtain the exact ground state $\left|\psi_{\mathrm{GS}}\right\rangle$ by diagonalizing the Hamiltonian (8). The details of the calculation are shown in Appendix C. We plot the order parameter for the system with $N=96$ spins, which is denoted as $m_{N=96}$, in Fig. 8. This result agrees with the semiclassical analysis shown in Figs. 2 and 3. Next, we calculate the fidelity


| $\ldots$ | $1 \mathrm{PT}(p=9)$ |
| :--- | :--- |
| $\ldots$ | $1 \mathrm{PT}(p=10)$ |
| $\ldots-$ | $1 \mathrm{PT}(p=11)$ |
| $\ldots \ldots$ | 2PT |



FIG. 7. Phase diagram in the $s-C$ plane for $9 \leqslant p \leqslant 11 . A(s)$ and $B(s)$ are from Eq. (3), with $\sigma^{2}=0.1$ and $B_{0}=40$. Each thick colored curve represents a first-order phase transition (1PT). The black dotted curve indicates the location $s$ of the second-order phase transition (2PT) calculated from Eq. (12).


FIG. 8. Plots of order parameter $m_{N=96}$ against $s$ for $p=5$. $A(s)$ and $B(s)$ are from Eq. (3), with $A_{0}=3, \sigma^{2}=0.1$, and $B_{0}=40$.
between the semiclassical state $\left|\psi_{\text {SC,GS }}\right\rangle$ and the exact ground state $\left|\psi_{\mathrm{GS}}\right\rangle$, namely, $\left|\left\langle\psi_{\mathrm{SC}, \mathrm{GS}} \mid \psi_{\mathrm{GS}}\right\rangle\right|^{2}$. The fidelity for $p=5$ is shown in Fig. 9. We consider three values of $C$ and find the fidelity is almost 1 except around the point of the phase transition in each case. A possible reason for the sudden decrease in fidelity is that the location in $s$ for the phase transitions to occur in the finite-size calculation is slightly different from that in the semiclassical analysis. These results suggest that the semiclassical state can reasonably approximate the exact ground state.

By calculating the eigenvalues of the Hamiltonian (8), we can evaluate the minimum energy gap between the instantaneous ground state and the first excited state during annealing. Figure 10 shows that the minimum energy gap exponentially (polynomially) decreases versus the system size $N$ in the stoquastic (nonstoquastic) case. For $N \geqslant 45$, the gap in the nonstoquastic case becomes larger than that in the stoquastic case. Figure 10 is clear evidence that the proposed catalyst can qualitatively accelerate the present annealing protocol.


FIG. 9. The fidelity as a function of $s$ for $p=5 . A(s)$ and $B(s)$ are from Eq. (3), with $A_{0}=3, \sigma^{2}=0.1$, and $B_{0}=40$.


FIG. 10. The minimum energy gap against the system size $N$ for $p=5$. The blue circles and the orange squares are calculated from the eigenvalues in the stoquastic $(C=0)$ and nonstoquastic ( $C=5$ ) cases, respectively. The blue solid curve and the orange dashed line show the results of exponential and polynomial fittings of the minimum energy gap for each case.

## VI. SUMMARY AND DISCUSSION

We considered the $p$-spin model in BQA described by the spin-1 operators and proposed a nonstoquastic catalyst. We used the semiclassical analysis with the spin coherent state to investigate the phase transitions in stoquastic and nonstoquastic cases. We found that, for specific cases, the proposed nonstoquastic catalyst (6) is effective for reducing the firstorder phase transition appearing in the stoquastic case to the second-order one. This means that the catalyst will lead to performance improvement. One needs a sufficient amplitude of the nonstoquastic catalyst and appropriate control of the driver Hamiltonian to remove the first-order phase transition. Nevertheless, if the amplitude $C$ is small and the system has a first-order phase transition, the performance of BQA will be improved. As we saw in Fig. 3(a), the jump in the order parameter at the first-order phase transition in the nonstoquastic case is less than the one in the stoquastic case. The jump width corresponds to the energy-barrier width, which affects the probability that the system will reach the desired ground state through the quantum tunneling effect. Thus, a nonstoquastic catalyst would increase the probability and help with the ground-state search even when the first-order phase transition occurs.

We also evaluated the scaling of the energy gap by diagonalizing the Hamiltonian (8), and the results agree with our claim. The fidelity shows that the semiclassical analysis is accurate enough to predict the exact ground state. Since the semiclassical analysis is based on the static approximation, we could not evaluate the actual time to satisfy the adiabatic condition. However, as shown in a previous paper [48], the semiclassical analysis provides a powerful tool to predict where the phase transition occurs, and we use it for the case of BQA.

We numerically calculated the end points of the curves for the first-order phase transitions in the phase diagram in Fig. 6. On the other hand, it was shown that for standard QA [50] the exact end points can be analytically derived for the meanfield model with the nonstoquastic catalyst. Therefore, for our
problem, we also might be able to predict the end points more precisely, which is left for future study.

We note that the $p$-spin model with $p=4$ can be regarded as the mean-field approximation of the Lechner-Hauke-Zoller (LHZ) model with local four-body interactions [51,52]. The LHZ model is considered practical architecture for BQA with KPOs to solve a fully connected problem Hamiltonian [28,29,32]. Thus, our results for the $p$-spin model will be helpful in designing real quantum devices. However, to implement BQA with a nonstoquastic catalyst by using KPOs, we need to develop a framework in the bosonic system similar to our proposal. We also leave this for future work.

For further understanding of a nonstoquastic catalyst in BQA, it is desirable to study other instances, such as the weak-strong cluster problem, which also has a firstorder phase transition [19,53]. Additionally, developing other avenues for improving BQA is interesting. Various approaches for improving standard QA have been studied, for example, inhomogeneous driving [52,54,55], reverse annealing [56-58], and counterdiabatic driving [59-63]. Whether these are also applicable to BQA is an interesting topic.
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## APPENDIX A: QUANTUM ANNEALING WITH NITROGEN VACANCIES CENTERS IN DIAMOND

Here, we discuss the experimental realization of BQA using the NV centers in diamonds. The electronic ground state of the NV center is a spin triplet where we have $|0\rangle$ and $| \pm 1\rangle$. We can polarize the NV center by applying a green laser [64]. The state of the NV centers can be read out by measuring the photoluminescence $[64,65]$ and can be controlled using microwave pulses $[65,66]$.

The Hamiltonian of the NV centers is given as follows [67]:

$$
\begin{align*}
H= & \sum_{i=1}^{N} D_{i}\left(\hat{S}_{i}^{z}\right)^{2}+E_{i}\left[\left(\hat{S}_{i}^{x}\right)^{2}-\left(\hat{S}_{i}^{y}\right)^{2}\right] \\
& +2 \lambda_{i}^{x} \hat{S}_{i}^{x} \cos \omega_{i} t+2 \lambda_{i}^{y} \hat{S}_{i}^{y} \cos \omega_{i} t \\
& +\sum_{i, j} g_{i j}^{z} \hat{S}_{i}^{z} \hat{S}_{j}^{z}+g_{i j}^{x y}\left(\hat{S}_{i}^{x} \hat{S}_{j}^{x}+\hat{S}_{i}^{y} \hat{S}_{j}^{y}\right) \tag{A1}
\end{align*}
$$

where $D_{i}$ denotes the zero-field splitting, $E_{i}$ denotes the strain, $\lambda_{i}^{x}\left(\lambda_{i}^{y}\right)$ denotes the Rabi frequency along the $x(y)$ direction, and $g^{z}\left(g^{x y}\right)$ denotes the coupling strength of the Ising (flipflop) interaction. The typical coupling strength between NV centers is around tens of kilohertz when the distance between NV centers is tens of nanometers $[68,69]$. We can control the
zero-field splitting and strain by applying electric fields [70]. We can determine the Rabi frequency by changing the microwave amplitudes [65]. So we can set the energy scale of the NV centers to be tens of kilohertz when we implement the BQA. By going to the rotating frame and using the rotatingwave approximation, we obtain

$$
\begin{align*}
H \simeq & \sum_{i=1}^{N}\left(D_{i}-\omega_{i}\right)\left(\hat{S}_{i}^{z}\right)^{2}+E_{i}\left[\left(\hat{S}_{i}^{x}\right)^{2}-\left(\hat{S}_{i}^{y}\right)^{2}\right] \\
& +\lambda_{i}^{x} \hat{S}_{i}^{x}+\lambda_{i}^{y} \hat{S}_{i}^{y}+\sum_{i, j} g_{z} \hat{S}_{i}^{z} \hat{S}_{j}^{z} \tag{A2}
\end{align*}
$$

We can tune the value of $E_{i}$ by applying electric fields [70]. It is worth mentioning that, by adjusting the parameters with the NV centers, we can realize the Hamiltonian in Eq. (5) with $p=2$. It is possible to implement conventional QA with NV centers by using the spin-lock technique [38,39]. However, to perform the spin lock, we need to perform single-qubit rotations. This means that the gate error will accumulate and the success probability of QA will decrease. On the other hand, when we perform BQA with NV centers, we do not need to perform any gate operations. This shows the practical advantage of BQA with NV centers.

Let us discuss the possible realization of the nonstoquastic Hamiltonian (8) in our method. It is known that the NV center and a bosonic mode can be coupled with either inductive or capacitive coupling [71-74]. Especially, we can couple a magnetic-field mode with the NV center in a subspace spanned by $|B\rangle$ and $|D\rangle$ [75-77]. Within this subspace, the interaction with such a bosonic mode is $H_{\mathrm{I}}=\sum_{i} g\left(a \hat{\sigma}_{i}^{+}+a^{\dagger} \hat{\sigma}_{i}^{-}\right)$, where $\hat{\sigma}^{+}=|B\rangle\langle D|$ and $\hat{\sigma}^{-}=|D\rangle\langle B|$ are the Pauli operators and $|B\rangle=(|+1\rangle+$ $|-1\rangle) / \sqrt{2}[|D\rangle=(|+1\rangle-|-1\rangle) / \sqrt{2}]$ denotes a bright (dark) state. In the dispersive regime where the detuning between the bosonic mode and the resonance frequency of the NV centers is much larger than $g$, we obtain $H_{\mathrm{I}} \propto$ $\left(\sum_{i} \hat{\sigma}_{i}^{z}\right)^{2}$, where $\hat{\sigma}_{i}^{z}=|B\rangle\langle B|-|D\rangle\langle D|=|+1\rangle\langle-1|+\mid-$ $1\rangle\langle+1|[71,78,79]$. This corresponds to the nonstoquastic catalyst (8).

## APPENDIX B: DRIVER HAMILTONIAN ROTATED AROUND Z AXIS

We consider the following Hamiltonian:

$$
\begin{align*}
\hat{H}(s)= & \sum_{i=1}^{N}\left[-A(s)\left(\cos \frac{\chi}{2} \hat{S}_{i}^{x}+\sin \frac{\chi}{2} \hat{S}_{i}^{y}\right)-B(s)\left(\hat{S}_{i}^{z}\right)^{2}\right] \\
& +C N\left(\frac{1}{N} \sum_{i=1}^{N}\left(\hat{S}_{i}^{x}\right)^{2}-\left(\hat{S}_{i}^{y}\right)^{2}\right)^{2}-N\left(\frac{1}{N} \sum_{i=1}^{N} \hat{S}_{i}^{z}\right)^{p} \tag{B1}
\end{align*}
$$

where $\chi$ is the rotation angle of the driver Hamiltonian around the $z$ axis. We note that the operator $\hat{S}_{i}^{y}$ has an imaginary component. As in Sec. IV, we calculate $\theta_{\text {min }}, \phi_{\text {min }}, \alpha_{\text {min }}, \beta_{\text {min }}$,


FIG. 11. Plots of $\theta_{\min }, \phi_{\min }, \alpha_{\min }, \beta_{\min }$, and order parameter $m$ against $s$ around the phase transitions for $p=5$ and $C=5$ for several $\chi$. In each case, $A(s)$ and $B(s)$ are from Eq. (3), with $A_{0}=3, \sigma^{2}=0.1$, and $B_{0}=40$.
and the order parameter $m$ from the semiclassical potential of the Hamiltonian (B1). The semiclassical potential is as follows:

$$
\begin{align*}
V_{\mathrm{SC}}(s, \chi \cdot \theta, \phi, \alpha, \beta)= & \lim _{N \rightarrow \infty} \frac{1}{N}\left\langle\psi_{\mathrm{SC}}\right| \hat{H}(s)\left|\psi_{\mathrm{SC}}\right\rangle=-\frac{A(s)}{\sqrt{2}} \sin \theta\left[\cos \frac{\phi}{2} \cos \left(\alpha+\frac{\chi}{2}\right)+\sin \frac{\phi}{2} \cos \left(\beta-\frac{\chi}{2}\right)\right] \\
& -B(s) \sin ^{2} \frac{\theta}{2}+C\left(\sin ^{2} \frac{\theta}{2} \sin \phi \cos (\alpha-\beta)\right)^{2}-\left(\sin ^{2} \frac{\theta}{2} \cos \theta\right)^{p} . \tag{B2}
\end{align*}
$$

Here, we fix $p=5$. In the stoquastic case $C=0, \theta_{\min }$, $\phi_{\min }$, and the order parameter $m$ are the same as in Fig. 2, while $\alpha_{\min }=-\chi / 2$ and $\beta_{\min }=\chi / 2$. Next, we consider the nonstoquastic case $C=5$. Figure 11 shows the numerical results for several $\chi$. Note that $\chi=0$ reproduces the result in Fig. 3(b), where the first-order phase transition disappears. However, as indicated in Fig. 11(a), the first-order phase transition reappears even if $\chi$ rotates slightly from zero. The top half of Fig. 11 shows that the jump in the order parameter increases as $\chi$ increases from 0 to $\pi / 2$. We also find $\alpha_{\min }$ and $\beta_{\min }$ deviate from zero by rotating $\chi$. In Fig. 11(e), we obtain $\alpha_{\min }=-\pi / 4$ and $\beta_{\min }=\pi / 4$. This means that the third term, given by the nonstoquastic catalyst, in the semiclassical potential (B2) vanishes. Therefore, the nonstoquastic catalyst is ineffective for the case of $\chi=\pi / 2$.

The bottom half of Fig. 11 shows that the jump in the order parameter decreases as $\chi$ increases from $\pi / 2$ to $\pi$. Figure $11(\mathrm{j})$ for $\chi=\pi$ shows the second-order phase transition with $\alpha_{\min }=-\pi / 2$ and $\beta_{\min }=\pi / 2$, where the third term in the semiclassical potential (B2) remains. However, the first-order phase transition shows up even if $\chi$ shifts slightly from $\pi$, as shown in Figs. 11(g)-11(i). Therefore, we need to take care with the rotation angle of the driver term around the $z$ axis when we remove the firstorder phase transition using the proposed nonstoquastic catalyst.

## APPENDIX C: DIAGONALIZING THE HAMILTONIAN (8)

To evaluate the exact ground state for a finite-size system, we consider the matrix representation of the total Hamiltonian (8). Since the Hamiltonian is symmetric under the spin permutation, we can restrict our computation to the symmetric subspace. Hence, the basis can be described by the number state for $N$ spins, defined as

$$
\begin{equation*}
\left|n_{1}, n_{0}, n_{-1}\right\rangle=\sqrt{\frac{n_{1}!n_{0}!n_{-1}!}{N!}} \sum \mathcal{P}\left\{|1\rangle^{\otimes n_{1}}|0\rangle^{\otimes n_{0}}|-1\rangle^{\otimes n_{-1}}\right\}, \tag{C1}
\end{equation*}
$$

where $n_{1}, n_{0}$, and $n_{-1}$ denote the number of spins in states $|1\rangle,|0\rangle$, and $|-1\rangle$, respectively, and $\sum \mathcal{P}$ represents the sum over all permutations of $N$ entries. We then obtain the matrix element of the Hamiltonian $\left\langle n_{1}, n_{0}, n_{-1}\right| \hat{H}(s)\left|n_{1}, n_{0}, n_{-1}\right\rangle=$ $[\hat{H}(s)]_{\left(n_{1}, n_{0}, n_{-1}\right),\left(n_{1}^{\prime}, n_{0}^{\prime}, n_{-1}^{\prime}\right)}$ for all possible combinations of

$$
\begin{align*}
& \left(n_{1}, n_{0}, n_{-1}\right) \text { as } \\
& {[\hat{H}(s)]_{\left(n_{1}, n_{0}, n_{-1}\right),\left(n_{1}, n_{0}, n_{-1}\right)}} \\
& =-B(s)\left(N-n_{0}\right)+\frac{C}{N}\left(2 n_{1} n_{-1}+n_{1}+n_{-1}\right) \\
& -N\left(\frac{n_{1}-n_{-1}}{N}\right)^{p},  \tag{C2}\\
& {[\hat{H}(s)]_{\left(n_{1}, n_{0}+1, n_{-1}-1\right),\left(n_{1}, n_{0}, n_{-1}\right)}=[\hat{H}(s)]_{\left(n_{1}, n_{0}, n_{-1}\right),\left(n_{1}, n_{0}+1, n_{-1}-1\right)}} \\
& =[\hat{H}(s)]_{\left(n_{1}+1, n_{0}-1, n_{-1}\right),\left(n_{1}, n_{0}, n_{-1}\right)} \\
& =[\hat{H}(s)]_{\left(n_{1}, n_{0}, n_{-1}\right),\left(n_{1}+1, n_{0}-1, n_{-1}\right)} \\
& =-A(s) \sqrt{\frac{\left(n_{0}+1\right) n_{-1}}{2}} \text {, }  \tag{C3}\\
& {[\hat{H}(s)]_{\left(n_{1}+2, n_{0}, n_{-1}-2\right),\left(n_{1}, n_{0}, n_{-1}\right)}} \\
& =[\hat{H}(s)]_{\left(n_{1}, n_{0}, n_{-1}\right),\left(n_{1}+2, n_{0}, n_{-1}-2\right)} \\
& =\frac{C}{N} \sqrt{\left(n_{1}+2\right)\left(n_{1}+1\right) n_{-1}\left(n_{-1}-1\right)} . \tag{C4}
\end{align*}
$$

By diagonalizing the matrix, we obtain the eigenvalues $e_{n_{1}, n_{0}, n_{-1}}^{\mathrm{GS}}$ of the exact ground state of the finite system as

$$
\begin{equation*}
\left|\psi_{\mathrm{GS}}^{(N)}\right\rangle=\sum_{n_{1}+n_{0}+n_{-1}=N} e_{n_{1}, n_{0}, n_{-1}}^{\mathrm{GS}}\left|n_{1}, n_{0}, n_{-1}\right\rangle \tag{C5}
\end{equation*}
$$

From the eigenvalues, we can calculate the energy gap and also the order parameter for the finite-size system as

$$
\begin{align*}
m_{N} & :=\frac{1}{N}\left\langle\psi_{\mathrm{GS}}^{(N)}\right| \sum_{i=1}^{N} \hat{S}_{i}^{z}\left|\psi_{\mathrm{GS}}^{(N)}\right\rangle \\
& =\frac{1}{N} \sum_{n_{1}+n_{0}+n_{-1}=N}\left(n_{1}-n_{-1}\right)\left|e_{n_{1}, n_{0}, n_{-1}}\right|^{2} . \tag{C6}
\end{align*}
$$

Finally, we can calculate the inner product between the spincoherent ground state and the exact ground state as

$$
\begin{align*}
\left\langle\psi_{\mathrm{SC}, \mathrm{GS}} \mid \psi_{\mathrm{GS}}^{(N)}\right\rangle= & \sum_{n_{1}+n_{0}+n_{-1}=N} e_{n_{1}, n_{0}, n_{-1}}^{\mathrm{GS}} \sqrt{\frac{N!}{n_{1}!n_{0}!n_{-1}!}} \\
& \times\left(\sin \frac{\theta_{\mathrm{min}}}{2} \cos \frac{\phi_{\min }}{2}\right)^{n_{1}}\left(\cos \frac{\theta_{\min }}{2}\right)^{n_{0}} \\
& \times\left(\sin \frac{\theta_{\min }}{2} \sin \frac{\phi_{\min }}{2}\right)^{n_{-1}} \tag{C7}
\end{align*}
$$

In this derivation, we have fixed $\alpha_{\text {min }}=\beta_{\text {min }}=0$. We can then calculate the fidelity.
[1] T. Kadowaki and H. Nishimori, Phys. Rev. E 58, 5355 (1998).
[2] J. Brooke, D. Bitko, T. F. Rosenbaum, and G. Aeppli, Science 284, 779 (1999).
[3] G. E. Santoro, R. Martoňák, E. Tosatti, and R. Car, Science 295, 2427 (2002).
[4] G. E. Santoro and E. Tosatti, J. Phys. A 39, R393 (2006).
[5] A. Das and B. K. Chakrabarti, Rev. Mod. Phys. 80, 1061 (2008).
[6] S. Morita and H. Nishimori, J. Math. Phys. 49, 125210 (2008).
[7] P. Hauke, H. G. Katzgraber, W. Lechner, H. Nishimori, and W. D. Oliver, Rep. Prog. Phys. 83, 054401 (2020).
[8] E. Farhi, J. Goldstone, S. Gutmann, J. Lapan, A. Lundgren, and D. Preda, Science 292, 472 (2001).
[9] T. Albash and D. A. Lidar, Rev. Mod. Phys. 90, 015002 (2018).
[10] A. Lucas, Front. Phys. 2, 5 (2014).
[11] S. Jansen, M.-B. Ruskai, and R. Seiler, J. Math. Phys. 48, 102111 (2007).
[12] M. H. S. Amin, Phys. Rev. Lett. 102, 220401 (2009).
[13] D. A. Lidar, A. T. Rezakhani, and A. Hamma, J. Math. Phys. 50, 102106 (2009).
[14] T. Jörg, F. Krzakala, J. Kurchan, A. C. Maggs, and J. Pujos, Europhys. Lett. 89, 40004 (2010).
[15] S. Bravyi, D. P. Divincenzo, R. Oliveira, and B. M. Terhal, Quantum Inf. Comput. 8, 361 (2008).
[16] Y. Seki and H. Nishimori, Phys. Rev. E 85, 051112 (2012).
[17] B. Seoane and H. Nishimori, J. Phys. A 45, 435301 (2012).
[18] H. Nishimori and K. Takada, Front. ICT 4, 2 (2017).
[19] T. Albash, Phys. Rev. A 99, 042334 (2019).
[20] L. Hormozi, E. W. Brown, G. Carleo, and M. Troyer, Phys. Rev. B 95, 184416 (2017).
[21] E. Crosson, T. Albash, I. Hen, and A. Young, Quantum 4, 334 (2020).
[22] G. J. Milburn and C. A. Holmes, Phys. Rev. A 44, 4704 (1991).
[23] B. Wielinga and G. J. Milburn, Phys. Rev. A 48, 2494 (1993).
[24] P. T. Cochrane, G. J. Milburn, and W. J. Munro, Phys. Rev. A 59, 2631 (1999).
[25] H. Goto, Sci. Rep. 6, 21686 (2016).
[26] S. Puri, S. Boutin, and A. Blais, npj Quantum Inf. 3, 18 (2017).
[27] S. E. Nigg, N. Lörch, and R. P. Tiwari, Sci. Adv. 3, e1602273 (2017).
[28] S. Puri, C. K. Andersen, A. L. Grimsmo, and A. Blais, Nat. Commun. 8, 15785 (2017).
[29] P. Zhao, Z. Jin, P. Xu, X. Tan, H. Yu, and Y. Yu, Phys. Rev. Appl. 10, 024019 (2018).
[30] H. Goto, J. Phys. Soc. Jpn. 88, 061015 (2019).
[31] H. Goto and T. Kanao, Commun. Phys. 3, 235 (2020).
[32] T. Kanao and H. Goto, npj Quantum Inf. 7, 18 (2021).
[33] T. Yamaji, M. Shirane, and T. Yamamoto, IEICE Trans. Electron. 105, 283 (2022).
[34] K. Takahashi, J. Phys. Soc. Jpn. 91, 044003 (2022).
[35] R. Miyazaki, Phys. Rev. A 105, 062457 (2022).
[36] M. Loretz, T. Rosskopf, and C. L. Degen, Phys. Rev. Lett. 110, 017602 (2013).
[37] M. W. Doherty, N. B. Manson, P. Delaney, F. Jelezko, J. Wrachtrup, and L. C. Hollenberg, Phys. Rep. 528, 1 (2013).
[38] Y. Matsuzaki, H. Hakoshima, Y. Seki, and S. Kawabata, Jpn. J. Appl. Phys. 59, SGGI06 (2020).
[39] T. Imoto, Y. Seki, and Y. Matsuzaki, J. Phys. Soc. Jpn. 91, 064004 (2022).
[40] Y. Matsuzaki, T. Imoto, and Y. Susa, Sci. Rep. 12, 14964 (2022).
[41] G. Balasubramanian, P. Neumann, D. Twitchen, M. Markham, R. Kolesov, N. Mizuochi, J. Isoya, J. Achard, J. Beck, J. Tissler, V. Jacques, P. R. Hemmer, F. Jelezko, and J. Wrachtrup, Nat. Mater. 8, 383 (2009).
[42] E. D. Herbschleb, H. Kato, Y. Maruyama, T. Danjo, T. Makino, S. Yamasaki, I. Ohki, K. Hayashi, H. Morishita, M. Fujiwara, and N. Mizuochi, Nat. Commun. 10, 3766 (2019).
[43] E. Farhi, J. Goldstone, and S. Gutmann, arXiv:quantph/0201031.
[44] E. Farhi, J. Goldstone, and S. Gutmann, arXiv:quantph/0208135.
[45] G. Schaller and R. Schützhold, Quantum Inf. Comput. 10, 109 (2010).
[46] S. Boixo, V. N. Smelyanskiy, A. Shabani, S. V. Isakov, M. Dykman, V. S. Denchev, M. H. Amin, A. Y. Smirnov, M. Mohseni, and H. Neven, Nat. Commun. 7, 10327 (2016).
[47] S. Muthukrishnan, T. Albash, and D. A. Lidar, Phys. Rev. X 6, 031010 (2016).
[48] Y. Susa, J. F. Jadebeck, and H. Nishimori, Phys. Rev. A 95, 042321 (2017).
[49] J. E. Runeson and J. O. Richardson, J. Chem. Phys. 152, 084110 (2020).
[50] M. Ohkuwa and H. Nishimori, J. Phys. Soc. Jpn. 86, 114004 (2017).
[51] W. Lechner, P. Hauke, and P. Zoller, Sci. Adv. 1, e1500838 (2015).
[52] A. Hartmann and W. Lechner, Phys. Rev. A 100, 032110 (2019).
[53] K. Takada, Y. Yamashiro, and H. Nishimori, J. Phys. Soc. Jpn. 89, 044001 (2020).
[54] Y. Susa, Y. Yamashiro, M. Yamamoto, and H. Nishimori, J. Phys. Soc. Jpn. 87, 023002 (2018).
[55] Y. Susa, Y. Yamashiro, M. Yamamoto, I. Hen, D. A. Lidar, and H. Nishimori, Phys. Rev. A 98, 042326 (2018).
[56] M. Ohkuwa, H. Nishimori, and D. A. Lidar, Phys. Rev. A 98, 022314 (2018).
[57] Y. Yamashiro, M. Ohkuwa, H. Nishimori, and D. A. Lidar, Phys. Rev. A 100, 052321 (2019).
[58] G. Passarelli, K.-W. Yip, D. A. Lidar, H. Nishimori, and P. Lucignano, Phys. Rev. A 101, 022331 (2020).
[59] A. Hartmann and W. Lechner, New J. Phys. 21, 043025 (2019).
[60] G. Passarelli, V. Cataudella, R. Fazio, and P. Lucignano, Phys. Rev. Res. 2, 013283 (2020).
[61] L. Prielinger, A. Hartmann, Y. Yamashiro, K. Nishimura, W. Lechner, and H. Nishimori, Phys. Rev. Res. 3, 013227 (2021).
[62] A. Hartmann, G. B. Mbeng, and W. Lechner, Phys. Rev. A 105, 022614 (2022).
[63] G. Passarelli, R. Fazio, and P. Lucignano, Phys. Rev. A 105, 022618 (2022).
[64] A. Gruber, A. Drabenstedt, C. Tietz, L. Fleury, J. Wrachtrup, and C. von Borczyskowski, Science 276, 2012 (1997).
[65] F. Jelezko, T. Gaebel, I. Popa, A. Gruber, and J. Wrachtrup, Phys. Rev. Lett. 92, 076401 (2004).
[66] G. de Lange, Z.-H. Wang, D. Riste, V. Dobrovitski, and R. Hanson, Science 330, 60 (2010).
[67] R. Schirhagl, K. Chang, M. Loretz, and C. L. Degen, Annu. Rev. Phys. Chem. 65, 83 (2014).
[68] F. Dolde, I. Jakobi, B. Naydenov, N. Zhao, S. Pezzagna, C. Trautmann, J. Meijer, P. Neumann, F. Jelezko, and J. Wrachtrup, Nat. Phys. 9, 139 (2013).
[69] M. Haruyama, S. Onoda, T. Higuchi, W. Kada, A. Chiba, Y. Hirano, T. Teraji, R. Igarashi, S. Kawai, H. Kawarada, Y. Ishii, R. Fukuda, T. Tanii, J. Isoya, T. Ohshima, and O. Hanaizumi, Nat. Commun. 10, 2664 (2019).
[70] F. Dolde, H. Fedder, M. W. Doherty, T. Nöbauer, F. Rempp, G. Balasubramanian, T. Wolf, F. Reinhard, L. C. L. Hollenberg, F. Jelezko, and J. Wrachtrup, Nat. Phys. 7, 459 (2011).
[71] S. D. Bennett, N. Y. Yao, J. Otterbach, P. Zoller, P. Rabl, and M. D. Lukin, Phys. Rev. Lett. 110, 156402 (2013).
[72] Y. Kubo, F. R. Ong, P. Bertet, D. Vion, V. Jacques, D. Zheng, A. Dréau, J.-F. Roch, A. Auffèves, F. Jelezko, J. Wrachtrup, M. F. Barthe, P. Bergonzo, and D. Esteve, Phys. Rev. Lett. 105, 140502 (2010).
[73] X. Zhu, Y. Matsuzaki, R. Amsüss, K. Kakuyanagi, T. ShimoOka, N. Mizuochi, K. Nemoto, K. Semba, W. J. Munro, and S. Saito, Nat. Commun. 5, 3524 (2014).
[74] H. Toida, Y. Matsuzaki, K. Kakuyanagi, X. Zhu, W. J. Munro, K. Nemoto, H. Yamaguchi, and S. Saito, Appl. Phys. Lett. 108, 052601 (2016).
[75] M. W. Doherty, F. Dolde, H. Fedder, F. Jelezko, J. Wrachtrup, N. B. Manson, and L. C. L. Hollenberg, Phys. Rev. B 85, 205203 (2012).
[76] Y. Matsuzaki, X. Zhu, K. Kakuyanagi, H. Toida, T. ShimoOka, N. Mizuochi, K. Nemoto, K. Semba, W. J. Munro, H. Yamaguchi, and S. Saito, Phys. Rev. Lett. 114, 120501 (2015).
[77] S. Saijo, Y. Matsuzaki, S. Saito, T. Yamaguchi, I. Hanano, H. Watanabe, N. Mizuochi, and J. Ishi-Hayase, Appl. Phys. Lett. 113, 082405 (2018).
[78] T. Tanaka, P. Knott, Y. Matsuzaki, S. Dooley, H. Yamaguchi, W. J. Munro, and S. Saito, Phys. Rev. Lett. 115, 170801 (2015).
[79] S. Dooley, E. Yukawa, Y. Matsuzaki, G. C. Knee, W. J. Munro, and K. Nemoto, New J. Phys. 18, 053011 (2016).


[^0]:    *y-susa@nec.com

