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RETRACTED: Non-Hermiticity of tunneling time in a spacetime-symmetric
extension of nonrelativistic quantum mechanics

Arlans J. S. de Lara * and Marcus W. Beims †

Departamento de Física, Universidade Federal do Paraná, 81531-990 Curitiba, Paraná, Brazil

(Received 27 December 2022; revised 20 April 2023; accepted 18 May 2023; published 30 May 2023)

Time continues to be an intriguing physical property in the modern era. On the one hand, we have the classical
and relativistic notions of time, where space and time have the same hierarchy, which is essential in describing
events in spacetime. On the other hand, in quantum mechanics time appears as a classical parameter, meaning
that it does not have an uncertainty relation with its canonical conjugate. In this work, we use a recent spacetime-
symmetric proposal [Phys. Rev. A 95, 032133 (2017)] that tries to solve the unbalance in nonrelativistic quantum
mechanics by extending the usual Hilbert space, having the time parameter t and the position operator X̂ in one
subspace and the position parameter x and time operator T in the other subspace. Time as an operator is better
suitable for describing tunneling processes. We then solve the 1/2-fractional integrodifferential equation for a
particle subjected to strong and weak potential limits and obtain an analytical expression for the tunneling time
through a rectangular barrier. Using a Gaussian energy distribution, we demonstrate that, for wavepackets well
resolved in time, the expectation value of the operator T is the energy average of the classical time Tclass =
∂S/∂E , where S is the classical action, which can be real or imaginary. For wavepackets not well resolved in
time, the contribution of Tclass consistently vanishes, and solely properties of the energy distribution contribute to
T . We show that the time of travel for nontunneling particles is purely real. When tunneling is involved, complex
arrival times emerge, becoming a signature of tunneling. Furthermore, we apply our results to a constant energy
distribution, obtaining pure imaginary times for energies below the barrier while obtaining complex times for
particles with a wavepacket spreading energies below and above the barrier, and show a comparison to previous
works.
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I. INTRODUCTION

Time in quantum mechanics (QM) has always been a point
of discussion [1–13], mostly in connection to the time of
arrival in QM [13–27], including for the unification of QM
and general relativity [28–37]. Contrary to what happens in
relativity, where spacetime is a single entity [38], position
and time are different kinds of numbers: while the position
is a q-number, time is a c-number [39–41]. This hierarchy
incompatibility between said quantities has led physicists to
search for ways to include a time operator in QM. Though
Pauli argued [42] that a bounded-from-below Hamiltonian
was incompatible with a time operator canonically conju-
gated to it (both the Hamiltonian and the time operator must
possess completely continuous spectra spanning the entire
real line), there were ways to overcome it (see, for exam-
ple, Refs. [1,16,20,21]). One of the most famous related
works is the Page and Wootters (PaW) mechanism, together
with its recent interpretations [43–46], in which the universe
is in a stationary state, consistent with a Wheeler-DeWitt
equation [19,47], and the apparent dynamical evolution that
systems undergo is relative to the degrees of freedom of the
rest of the universe that acts like a clock.
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Not considering time as an operator, interpretations of the
relation between time and energy were also made by Man-
delstam and Tamm [48] and Margolus and Levitin [49]. Any
�t appearing in those works must be interpreted as a time
interval, not as an operator uncertainty. In both cases, �t is
considered the smallest time interval for a system to evolve
into an orthogonal state. However, in the first, the system has
an energy spread �E , which bounds the interval by �t�E ∼
h̄. In contrast, in the second, the system has an average energy
〈E〉, bounding the interval from below by π h̄/2〈E〉.

Using the idea of quantum events [50,51], it is possible to
give meaning to the usual time-energy “uncertainty” relations
and relate the uncertainty of a quantum measurement of time
to its energy uncertainty. By requiring consistency with the
way that time enters the fundamental laws of physics, one can
also draw a picture where it is shown that there is only one
time: both classical and quantum times are manifestations of
entanglement [52].

Höhn et al. showed that there is an equivalence between
the relational quantum dynamics, (i) the relational observables
in the clock-neutral picture of Dirac quantization, (ii) the
PaW mechanism, and (iii) the relational Heisenberg picture
obtained via symmetry reduction using quantum reduction
maps [53,54].

The spacetime-symmetric proposal [55,56] that we present
and use in this paper uses similar ideas to the PaW mecha-
nism. The system has a Hilbert space with an operator time,
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implying an extended state for the system that depends on
variables both in the usual position Hilbert space and variables
in the additional temporal Hilbert space. One key difference
to the PaW formalism is that this additional Hilbert space
is as intrinsic to the system as the position Hilbert space,
extending regular QM, and no auxiliary systems are required.
This provides a clear interpretation of the time-energy un-
certainty relation and different types of experiments, where
predictions of the positions of particles, the time of arrival,
or both, can be obtained. It is a natural subject then to
examine the tunneling times in the spacetime-symmetric pro-
posal. This proposal shows promising results compared to the
Büttiker-Landauer and Phase-Time [13,57–59] approaches to
time-of-arrival problems and is the main reason we use this
formulation. Worth calling attention to is that 1/2-fractional
time derivatives and integrations appear in the equations to be
solved.

Our goal in this paper is to study weak and strong po-
tential barriers, providing connection formulas for the wave
functions in the extended Hilbert space and examine results
for the tunneling times by comparing them with tunneling
times obtained using the usual QM formalism. The tunneling
time through a barrier is an old problem which goes back to
MacColl [60]. The exact definition, applicability, and measure
of tunneling times change according to the circumstances and
interest: dwell times, arrival times, asymptotic phase times,
delay times, and jump times, among others. It is impossible
to furnish a fair review of all these works here, but we refer
the readers to Refs. [13,61,62]. Some particular cases will
be mentioned later for comparison. It is worth noting that
some works (e.g., Ref. [63]) argued that, when one consid-
ers a wavepacket that includes more than one momentum
component, it is not possible to talk about tunneling time,
except when considering square barriers, and that the concept
of tunneling time comes from a classical interpretation of
a quantum phenomenon. The spacetime-symmetric proposal
does not have this distinction since it asks the question “what
is the average time a particle takes to travel from one point
to the other?” and this includes both tunneling and traveling
above the barrier. Using a Gaussian distribution in energy, we
demonstrate analytically that the time expectation (tunneling
or not) of a wavepacket well localized in time equals the
energy average of the classical time Tclass = ∂S/∂E , where S
is the action, which can be real or imaginary. In the case of
time-delocalized wavepackets, the main contribution to the
time expectation comes from the energy distribution proper-
ties. Application is shown for the rectangular barrier with a
constant energy distribution, which describes a wavepacket
relatively well localized in time.

This paper is organized as follows. While in Sec. II we
summarize the spacetime-symmetric proposal, in Sec. III
we obtain and solve the approximated 1/2-fractional equa-
tions for the weak and strong potential limits. In Sec. IV, we
apply the results obtained in Sec. III to the tunneling time and
show that, for a flat energy distribution with energies ranging
from 0 to a maximum energy, it is purely imaginary for the
largest energies below the barrier. The tunneling time has a
fast decaying imaginary part for the largest energies above
the barrier, a special case of one of our main results. We also
obtain an average of classical times-of-flight plus a quantum

correction up to first order. Final comments are presented in
Sec. V.

II. SPACETIME-SYMMETRIC PROPOSAL

We begin our discussion by revisiting the proposal used
in this paper. The spacetime-symmetric extension of QM
proposed by Dias and Parisio (hereafter the STS proposal)
[55,56] uses a similar idea to the PaW mechanism [43,44],
in which the entire Hilbert space is divided into one subspace
that refers to the system of interest and another one that refers
to the clock. The main difference between the two is that the
complete Hilbert space in the STS proposal

H = Hpos ⊗ Htime (1)

(here Hpos is the usual Hilbert space of QM and Htime is a
temporal extension of the regular theory) refers entirely to
the system: Htime is as intrinsic to the system as Hpos in this
approach.

In this additional space we define the time operator T with
eigenkets |t〉 as

T |t〉 = t |t〉, (2)

where t is the eigenvalue associated with |t〉. The set of eigen-
kets {|t〉} resolve an identity I = ∫ ∞

−∞ dt |t〉〈t |. We then define
the energy operator H through the commutation relation [64]

[T ,H] = −ih̄, (3)

which gives us naturally the time-energy uncertainty relation
�T�H � h̄/2. We want to emphasize that, since the STS
proposal considers an extension of the Hilbert space of the
system of interest, this uncertainty relation relates the energy
of the system and a time operator that acts on the system.
This does not happen when you consider, for example, the
PaW mechanism, where an auxiliary system takes the role of
a clock [43]. The price paid for this in the STS proposal is that
we do not have the commutation relation [x,P ] ∝ ih̄, since in
this Hilbert space x is a classical parameter.

The complete state of the system is given by

||�〉 =
∫∫

dx dt �(x & t )|x〉 ⊗ |t〉. (4)

The double ket notation indicates that this state belongs to
both Hilbert spaces. The way we write the argument of
�(x & t ) ≡ (〈x| ⊗ 〈t |)||�〉 is such as to remind us that, in this
proposal, position and time will be on equal footing, but with
some caveats that will be made clear later.

The square modulus of �(x & t ) is related to the wave
functions in their respective spaces as

P (x, t ) dx dt = |�(x & t )|2 dx dt

= |ψ (x|t )|2 f (t ) dx dt

= |φ(t |x)|2g(x) dx dt, (5)

where P (x, t ) dx dt is the probability of finding a particle in
the length interval [x, x + dx] and the time interval [t, t +
dt]. The notation in ψ (x|t ), the usual wave function, means
that |ψ (x|t )|2dx is the probability of finding the particle in
the length interval [x, x + dx] given that the clock reads t .
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Through Bayes’ rule [65], it implies that f (t ) dt is the prob-
ability of finding the particle in the time interval [t, t + dt];
analogously for φ(t |x) and g(x). The functions f (t ) and g(x)
cannot be given through the equations of the systems alone;
these depend on the type of experiment, the settings of the
laboratory, and so on [55].

The STS proposal, then, tells us that if the experiment does
not require predictions on time (for instance, the fringes at
the end of the run of a double-slit experiment), all we need is
the usual wave function ψ (x|t ). If we need only predictions
of time (e.g., tunneling through a potential barrier), all that is
required is φ(t |x). In cases where predictions of both position
and time are needed, the complete wave function �(x & t )
should be used.

The “dynamics” in Htime is given by

P |φ(x)〉 = −ih̄
∂

∂x
|φ(x)〉, (6)

with P the Momentum operator in Htime, defined as

P ≡ σz

√
2m[H − V (x,T )], (7)

σz = diag(1,−1). When projected on 〈t |, this leads us to

σz

√
2m

(
ih̄

∂

∂t
− V (x, t )

)
φ(t |x) = −ih̄

∂

∂x
φ(t |x), (8)

where φ(t |x) = 〈t |φ(x)〉. The quotation marks in “dynamics”
mean that P generates variations not in time, as the usual QM
does, but in the (classical) position parameter. Compare this
to the usual QM, where the Hamiltonian is the generator of
variations in the (classical) parameter time. Because of the
presence of σz, φ(t |x) is a pseudospinor with components

φ(x|t ) =
(

φ+(x|t )
φ−(x|t )

)
. (9)

As such, the square modulus then is given by |φ(t |x)|2 =
φ†(t |x)φ(t |x).

A comment about this proposal is necessary. In the usual
QM, X̂ , P̂, and Ĥ are operators acting on Hpos and t is a
classical parameter. The point of the STS proposal is that the
extended Hilbert space symmetrizes operators and parameters.
On the one hand, we have position and momentum as opera-
tors, and the generator of the dynamics, the Hamiltonian, as a
function of these two, with the label t acting as a parameter.
On the other hand, we have time and energy as operators and
the momentum is the generator of the “dynamics,” while still
having a classical parameter: in this case, the position x of
the particle. This is why, for time-of-flight experiments, all
we need is φ(t |x): the measuring devices are classical objects,
meaning that we have, in principle, an arbitrary precision of
where the device is located. Then x has to act as a classical
parameter.

Of course, if we consider the detectors to be lightweight
and behave quantum mechanically [66], the uncertainty in the
detector’s position would be significant, and we would not be
able to apply only the STS formalism. Since this will not be
the case in the present work, we do not have to worry.

Expectation values in the spacetime-symmetric proposal

In the usual QM formalism, experimental results from
measuring a quantity that has an operator Â related to it are
compared to the expectation value via

〈Â〉(t ) = 〈ψ (t )|Â|ψ (t )〉
〈ψ (t )|ψ (t )〉 , (10)

which corresponds to averaging measurements of Â in an en-
semble of identically prepared systems, given that we measure
at time t . We usually do not write the denominator because the
wave function is normalized to the unit and its normalization
is a constant:

ih̄
∂

∂t
〈ψ (t )|ψ (t )〉 = 〈ψ (t )|(Ĥ − Ĥ†)|ψ (t )〉 = 0, (11)

because of the hermiticity of the Hamiltonian [39–41].
Now, consider the expectation value in Htime. We have, as

in Hpos,

〈B〉(t ) = 〈φ(x)|B|φ(x)〉
〈φ(x)|φ(x)〉 , (12)

having a similar interpretation of the average of measurements
of B, given that the measurement happened at the position x.
However, in contrast to what happens in Hpos, the denomina-
tor is generally not constant.

The physical interpretation, given by the authors of
Ref. [56], is that, in the usual QM, the particle is expected
to exist in some position, regardless of the instant of the mea-
surement. This is different in the extended space, in general.
Consider the double-slit experiment: there are points in space
where the particle never arrives, independent of how long we
wait. If we mirror the interpretation, the difference is clear:
the particle should exist in some instant of time, independent
of the position of the measurement. This does not happen in
general; the dark regions on the fringes illustrate this. Some
regions are forbidden no matter how long we wait for the
particle to arrive. This means that whenever we use the STS
expectation values, we have to carry the factor 〈φ(x)|φ(x)〉
throughout the calculations.

III. WEAK AND STRONG POTENTIAL APPROXIMATIONS

To obtain the wave function in the extended space, we need
to solve Eq. (8). This is difficult because of the appearance of
a derivative operator inside the square root. We can, however,
consider the two extreme cases of weak and strong potentials,
which enables us to obtain approximate equations in these
limits that can be applied, for instance, to scattering and tun-
neling problems.

A. Weak potential

Since the generator of the “dynamics” in Htime is a function
of the operators T and H, we expand the momentum operator
P in a Taylor series up to first order. For this, we consider
the actuation of H to be greater than that of V (x,T ) in the
sense that the particle rarely will have significant potential
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energy. Mathematically,

P = σz

√
2m[H − V (x,T )]

	 σz

√
2mH

[
1 − 1

4

(
1

H
V (x,T ) + V (x,T )

1

H

)]
, (13)

where we use
√

1 + λ 	 1 + λ/2 for sufficiently small λ and
since H does not commute with T , we symmetrize the ex-
pansion. For simplicity, from now on, we will consider the
potential to be independent of time, which gives us

P 	 σz

√
2m

[
H1/2 − 1

2

V (x)

H1/2

]
. (14)

When projected on 〈t |, the operators H1/2 and 1/H1/2 ≡
H−1/2 produces 1/2-fractional derivatives and integrals,
which can be defined as the Caputo fractional derivative [67]
and the Riemann-Liouville fractional integral, respectively
[68–72]. Then, we will have

−ih̄∂xφ(t |x) = σz

√
2mih̄∂

1/2
t φ(t |x)

− σz

√
m

2ih̄
V (x)∂−1/2

t φ(t |x). (15)

This fractional partial differential equation can be, in prin-
ciple, solved through different methods, for instance, the
Laplace transform of fractional derivatives and integrals
[68–72]. For now, we will focus on the case of a constant
potential V (x) = V0. It is then possible to separate the equa-
tion onto temporal and spatial parts if we consider φ(t |x) =
F (t )G(x):

p G(x) = −σzih̄∂xG(x), (16a)

p F (t ) =
√

2m

[√
ih̄∂

1/2
t − V0

2
√

ih̄
∂

−1/2
t

]
F (t ), (16b)

with p being the constant of separation, and we made use of
the linearity of the fractional derivatives and integrals [68–72].
We use the ansatz

G±(x) = exp

[
± i

h̄
px

]
,

F (t ) = exp [−iωt], (17)

where G±(x) are the ± spatial components of the spinor,
together with the fractional derivative property [55,68,69]

∂α
t exp [βt] = βα exp [βt], (18)

to obtain

p =
√

2mh̄ω

(
1 − V0

2h̄ω

)
, (19)

that is, the first-order approximation of a particle with mo-
mentum p = √

2m(E − V0) and energy E = h̄ω. Thus, the
momentum in the STS proposal is consistent with the known
results from classical mechanics (CM) and QM, at least in the
weak and constant potential approximation.

Using this approximation, we can solve for E and arrive at

E = p2

2m
+ V0. (20)

If we apply this to the case V0 = 0, we obtain the solution for
the free particle obtained in Ref. [55]

φ±(t |x) = exp

[
− i

h̄

p2

2m
t ± i

h̄
px

]
, (21)

as expected.

B. Strong potential

Considering a Taylor series expansion of the momentum
operator with a strong, time-independent potential, we can
write

P 	 σz

√
−2mV (x)

[
1 − H

2V (x)

]
, (22)

which leads us, in a similar way to Eq. (15), to

√
−2mV (x)

[
1 − ih̄∂t

2V (x)

]
φ(t |x) = −σzih̄∂xφ(t |x). (23)

Curiously, in the strong potential approximation, the order of
the derivatives is the same, losing the fractional properties.
Separating this equation enables us to write

ih̄∂t F (t ) = EF (t ), (24a)

σzih̄∂xG(x) =
√ −m

2V (x)
[E − 2V (x)]G(x), (24b)

where, as before, φ(t |x) = F (t )G(x), and E is the separation
constant. Equation (24a) is trivial, giving us

F (t ) = exp

(
− i

h̄
Et

)
, (25)

compatible with the known results from the usual QM
[39–41]. Since we are considering a strong potential, we
notice that the term on the right-hand side of Eq. (24b), mul-
tiplying G(x), is a Taylor series expansion for small E/V (x),
and we can rewrite it as√ −m

2V (x)
[E − 2V (x)] 	 −

√
2m[E − V (x)], (26)

as can be checked, giving us

G±(x) = exp

[
± i

h̄

∫ x

x0

dx′ √2m[E − V (x′)]
]

= exp

(
± i

h̄
S(E , x)

)
, (27)

where S(E , x) is the classical action and x0 depends on the
boundary conditions. S(E , x) is also called the abbreviated
action functional, and is related to the usual action by a Leg-
endre transformation S̃(x, t ) = S(E , x) − Et (see Ref. [73]
for details). Note that ∂S(E , x)/∂E = t = Tclass provides the
classical time, which we will use later. The constant potential
is trivial and gives us, up to a multiplication constant,

G(x) = exp

[
± i

h̄
px

]
, (28)

with p = √
2m(E − V0) ∈ C being the momentum of the sys-

tem, which again coincides with the CM and QM momenta
relations, subject to a constant potential with intensity V0.
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Notice that we obtained the relation p = √
2m(E − V0)

without any ad hoc hypothesis; the momentum was obtained
through the dynamics of the STS proposal, as opposed to that
in Ref. [56]. Our results confirm their findings.

IV. RESULTS

A. Tunneling time

As in Ref. [56], we define the time of travel (or, in the
specific case we want to tackle in this section, tunneling time)
as the difference between the expectation values

TSTS(xi → xf ) = 〈T 〉(xf ) − 〈T 〉(xi ), (29)

with 〈T 〉(x) given by Eq. (12). A comment is in order. As
argued in Ref. [63], the time a quantum object takes to tunnel
through a barrier is ill posed since it is not generally possible
to demarcate the tunneling and nontunneling regions, except
for the rectangular barrier. The authors argued that the correct
question is “How long does it take a quantum particle to cross
a barrier?”. Equation (29) is even more generic since it asks
“How long, on average, does it take for a particle to move
from xi to xf?” and this includes smooth potentials like a
Gaussian barrier [74]. In addition, expressions like the phase
time and the Larmor times apply for monochromatic waves
[13,55,58,61,63], while Eq. (29) and the tunneling flight time
from Ref. [63] can be used for wavepackets.

The solutions that led to Eqs. (17), (20), (25), and (27)
are eigenfunctions of P , with eigenvalues p = √

2mE outside
the barrier or p = √

2m(E − V0) inside the barrier. When we
prepare systems for experiments in the usual QM, we gen-
erally consider a wave packet, which is a linear combination
of eigenfunctions of the Hamiltonian Ĥ . In the same manner,
since P is a linear operator, linear combinations of solutions of
Eq. (8) are also solutions of the same equation. In this manner,
the wavepacket is written as

φ±(t |x) =
∫ Emax

Emin

dE C±
E exp

(
− i

h̄
Et

)
G±(E , x), (30)

where the limits Emin and Emax (which will be supressed in
the text from now on) must be chosen such that we meet the
conditions of strong and/or weak potential, depending on the
region, and C±

E is the energy distribution for the wave packet.
The discrete case is straightforward. The correct way of writ-
ing the wavepacket should be in terms of eigenfunctions and
eigenvalues of P . Since we know the relation between p and
E [e.g., p = p(E )], this is, at heart, just a change of variables
in the integration, with the distributions C±

E having to change
accordingly [55]. We also change the notation from G±(x) to
G±(E , x) to emphasize the energy dependence of the spatial
part. We are making an abuse of notation using the same
φ±(t |x) as before, but since from now on we will only work
with the wavepacket, there should be no confusion.

Using the completeness relation
∫ ∞
−∞ dt |t〉〈t | = I, we can

write the expectation value of T as

〈T 〉(x) = 〈φ(x)|T |φ(x)〉
〈φ(x)||φ(x)〉

=
∫ ∞
−∞ dt t ρ(t |x)∫ ∞
−∞ dt ρ(t |x)

, (31)

where

ρ(t |x) = φ†(t |x)φ(t |x)

=
∣∣∣∣
∫

dE C+
E exp

(
− i

h̄
Et

)
G+(E , x)

∣∣∣∣
2

+
∣∣∣∣
∫

dE C−
E exp

(
− i

h̄
Et

)
G−(E , x)

∣∣∣∣
2

, (32)

with 〈t |φ(x)〉 = φ(t |x), as used in Eq. (8). Equation (31) is
very similar, for instance, to Eq. (4) combined with Eq. (3)
from Ref. [63]. However, with some differences. First, the
position Y of the “screen” is located far away from the interac-
tion region. Equation (29), together with Eq. (31), can be used
right at the interfaces since the STS considers the position x
to be a classical parameter. Second, in Eq. (31), the limits in
the integration are (−∞,+∞) instead of (0,+∞) in Eqs. (3)
and (4) of Ref. [63].

To calculate the expectation value in Eq. (31), we can write
the numerator as

N ≡
∫ ∞

−∞
dt t ρ(t |x)

=
∑
r=±

∫ ∞

−∞
dt t

[∫
dE Cr

E F (t )Gr (E , x)

]

×
[∫

dE ′ Cr
E ′F ′(t )Gr (E ′, x)

]∗
, (33)

where the prime denotes that we need to substitute E → E ′ in
the argument of the second integral. The temporal integral can
be rewritten as∫ ∞

−∞
dt t exp

[
− i

h̄
(E − E ′)t

]
= −2π ih̄2∂E ′δ(E ′ − E ),

(34)
where we make use of

t exp

[
− i

h̄
(E − E ′)t

]
= −ih̄∂E ′ exp

[
− i

h̄
(E − E ′)t

]
,

and the integral representation of the Dirac delta [75]

2πδ(x − a) =
∫ ∞

−∞
d p exp [ip(x − a)].

Then, the numerator becomes

N = 2π ih̄2
∑
r=±

∫
dE Cr

E Gr (E , x)∂E
[
Cr

E Gr (E , x)
]∗

. (35)

Similarly, we can write the denominator as

D ≡
∫ ∞

−∞
dt ρ(t |x)

= 2π h̄
∑
r=±

∫
dE

∣∣Cr
E Gr (E , x)

∣∣2
, (36)

which finally brings us to

〈T 〉(x) = ih̄

∑
r=±

∫
dE Cr

E Gr (E , x)∂E
[
Cr

E Gr (E , x)
]∗

∑
r=±

∫
dE

∣∣Cr
E Gr (E , x)

∣∣2 . (37)
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Using Eq. (27), the numerator of the above equation can be
rewritten as

N = ih̄
∑
r=±

∫
dE e−2rIm[S(E ,x)]/h̄

×
[
Cr

E∂E
(
Cr

E

)∗ − ir

h̄

∣∣Cr
E

∣∣2
T ∗

class(E , x)

]
, (38)

where Tclass(E , x) = ∂S(E , x)/∂E is the classical time, which
is real for energies above the barrier and imaginary for ener-
gies below the barrier. Therefore, the expectation value 〈T 〉(x)
is proportional to an energy average of the (real or imaginary)
classical time Tclass(E , x), weighted by the energy distribution.
This is our first main result. The imaginary classical time is
obtained by inverting the potential.

For particles with energies above the barrier, the first in-
tegral in Eq. (38) is independent of x, as is the denominator
of Eq. (37),

∑
r=±

∫
dE |Cr

E Gr (E , x)|2 = ∑
r=±

∫
dE |Cr

E |2
(since Im[S(E , x)] = 0). Therefore, when using Eq. (29) to
obtain TSTS(xi → xf ), this contribution vanishes. In summary,
we have the following three cases.

(1) For real momenta (energies above the barrier), the
average time of flight TSTS(xi → xf ) is real. Note that only the
time difference becomes real.

(2) For imaginary momenta (energies below the barrier),
the average time of flight TSTS(xi → xf ) becomes imaginary.
Essentially it is a contribution of the first integral in Eq. (38),
which is independent of Tclass(E , x), together with the second
integral, which involves Tclass(E , x).

(3) When the integration includes energies below and
above the barrier, the average time of flight TSTS(xi → xf )
becomes complex.

This provides a clear interpretation and contributions of
each term to the time of flight. In weak measurements, while
the real part of the conditional expectation value has been
interpreted as the pointer, the imaginary part is a change in the
momentum (kickback of the measurement) [76]. This is con-
sistent with our interpretation coming from Eq. (38), except
that in our interpretation the imaginary part also involves the
complex classical time. For the particular case of Cr

E = const.,
only the second integral survives and we can have either
purely imaginary (as we will see in Sec. IV C) or purely real
(as we will see in Sec. IV D) times of arrival.

Before discussing an application, let us provide additional
general statements about Eqs. (36) and (38) using a Gaussian
wavepacket for the energy distribution. For simplicity, we
assume C−

E = 0 and

C+
E =

(
σ 2

π h̄2

) 1
4

exp

(
−σ 2

h̄2 E2

)
, (39)

which is the Gaussian wave packet and h̄/σ is the width in the
energy. Therefore, while the numerator becomes

N = iσ

h̄
√

π

∫
dE exp

(
−2σ 2E2

h̄2 − 2Im[S(E , x)]

h̄

)

×
[
−2σ 2E

h̄
− i T ∗

class(E , x)

]
, (40)

the denominator, for energies above the barrier, becomes

D = 1

2
√

2

[
erf

(√
2Emaxσ

h̄

)
− erf

(√
2Eminσ

h̄

)]
, (41)

since |G(E , x)| = 1 for this case, and erf(α) is the error func-
tion. We discuss two limiting physical situations.

(i) For σ → 0 (the wavepacket well localized in time and
delocalized in energy), the integral proportional to T ∗

class(E , x)
is the leading factor for N . It demonstrates that localization in
time is directly related to the appearance of T ∗

class(E , x). In this
limit, for energies above the barrier, we have

〈T 〉(σ→0)(x) = N (σ→0)

D(σ→0)
	

∫
dE Tclass(E , x)

�E
= �S

�E
, (42)

where we use the approximation erf(ax) 	 2ax√
π

. Clearly the
quantum time is the energy average of the classical time,
namely, T class = �S/�E . For energies below the barrier, the
above equation becomes

〈T 〉(σ→0)(x) 	
∫

dE exp
(− 2Im[S(E ,x)]

h̄

)
T ∗

class(E , x)

�E

= i

∫
dS exp

(− 2Im[S(E ,x)]
h̄

)
�E

= − ih̄

2

[e− 2
h̄ S f − e− 2

h̄ Si ]

�E
	 i

�S

�E
, (43)

with �S = S f − Si, S f = S(Emax, x), and Si = S(Emin, x). In
the last step we assume increasing values of h̄ (deeper in the
quantum limit) and the approximation leads again to T class =
�S/�E . For the semiclassical limit h̄ → 0, the tunneling time
expectation tends to zero.

(ii) For increasing σ (the wavepacket well localized in
energy and delocalized in time), the integral proportional
to T ∗

class(E , x) becomes irrelevant. In this limit, for energies
above and below the barrier we have

N (σ→∞) ∼ ih̄
∫

dE
σ

h̄

1√
π

exp

(
−2σ 2E2

h̄2

)[
−2σ 2E

h̄

]

= iσ h̄

2
√

π
exp

(
−2σ 2E2

max

h̄2

)

− iσ h̄

2
√

π
exp

(
−2σ 2E2

min

h̄2

)
, (44)

which has solely characteristics of the energy envelope, inde-
pendent of S(E , x) and the classical time T (E , x).

For the later application we consider the limit of a constant
distribution in the energy interval. From the above results in (i)
we can argue that we have a good time resolution, depending
on �E .

B. Toy model: Rectangular potential barrier

The toy model we use for our main result is the textbook
potential barrier

V (x) =
{

V0 = const., 0 < x < L,

0, everywhere else. (45)
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V0 is such that we can use the strong potential limit of
Sec. III B for this region and L is the length of the barrier.

We want the wave function to be continuous in the in-
terfaces x = 0 and x = L for all instants of time, following
the same principles as in the usual QM [39–41]. Since F (t )
has the same form for all regions, the temporal connection is
trivial and implies that the energies E = h̄ω must be equal in
all regions. Then, for the spatial part, we consider

G±(x) =

⎧⎪⎪⎨
⎪⎪⎩

A±
1 exp

[± i
h̄ p1x

]
, x < 0,

A±
2 exp

[± i
h̄ p2x

]
, 0 < x < L,

A±
3 exp

[± i
h̄ p1x

]
, L < x,

(46)

with

p1 =
√

2mE ,

p2 =
√

2m(E − V0). (47)

Connecting the wave function at the interfaces, we have

A±
2 = A±

1 ,

A±
3 = A±

1 exp

[
± i

h̄
(p2 − p1)L

]
. (48)

Combining Eqs. (46) and (48), together with F (t ) =
exp(−iEt/h̄), we have the total wave function for the rect-
angular barrier.

Equation (37) allows us to predict tunneling times and
dwell times whenever the potential is sufficiently strong and
constant. Because, in principle, we can position the probes
with arbitrary precision in this treatment, the time it takes for
the particle to tunnel, on average, is given by

TSTS(0 → L) = 〈T 〉(L) − 〈T 〉(0) (49)

for a potential barrier located between x = 0 and x = L [56].

C. Application of tunneling time: Constant distribution
for a wave packet moving to the right inside the barrier

For an application of Eq. (37), we consider the following:
C+

E = C = constant and C−
E = 0. This second equality means

that, since the expressions in Eq. (46) are plane waves, the
wave traveling from right to left on the real x axis is discarded.
The first equation, the flat distribution, indicates that we have
a large energy spread (but with limits such that we obbey the
strong or weak potential limits in the respective regions), such
that we can analyze the tunneling or traveling times not only
for a narrow energy bandwidth [63] (the limiting case being a
monochromatic wave), but also a large one. We would like to
point out that, at first glance, this could seem unphysical since
we could have arbitrarily high energies in the wavepacket,
but since they are limited by the potential (weak or strong
approximations), this is not a problem. Also, a flat energy
distribution means the particle is well localized in time, as
discussed in the end of Sec. IV A.

Figure 1 displays ρ(t |x) for a constant distribution and
the rectangular potential barrier located between x = 0 → 1.
The wavepacket moves from left to right (that is, from most
negative x to most positive x). Notice that since we have a
nonnormalized wave function, the absolute values can be very
high. For increasing times, ρ(t |x) oscillates with diminishing

FIG. 1. ρ(t |x) for m = h̄ = L = 1 and V0 = 5. C+
E = 1 and C−

E =
0, meaning that the plane wave moves initially from left to right for
integration limits ranging from E = 0 to E = 2. Quantities are in arb.
units.

amplitude, which certainly decreases the tunneling probabili-
ties for larger times.

For the constant distribution case, the expectation value of
T can be simplified as

〈T 〉(x) = ih̄

∫
dE G(E , x)∂E [G(E , x)]∗∫

dE |G(E , x)|2 , (50)

where we drop the r = ± indexes since we only have the
r = + component. The derivative inside the integral re-
quires some attention. The numerator, following Eq. (38),
and making the substitution u = √

2m(V0 − E ), �⇒ du =
−m/

√
2m(V0 − E ) dE , can be rewritten as

ih̄
∫

dE G(E , x)∂E [G(E , x)]∗

=
∫

dE T ∗
class exp

[
−2Im[S(E , x)]

h̄

]

= ih̄

2
[e− 2

h̄ pE x − e− 2
h̄ p0x], (51)

where we apply the limits 0 and Emax (satisfying the
strong potential approximation), p0 = √

2mV0 and pE =√
2m(V0 − Emax). This is exactly the numerator of a

wavepacket well localized in time, Eq. (43). The denominator
follows from the same substitution, giving

∫ Emax

0
dE e− 2Im[S(E ,x)]

h̄ = +e− 2
h̄ pE x h̄(h̄ + 2pE x)

4mx2

−e− 2p0x
h̄ h̄(h̄ + 2p0x)

4mx2
. (52)

Together, both equations give us our second main result

TSTS(0 → L) = 〈T 〉(L) − 〈T 〉(0)

= 2imL2[1 − γ ]

h̄[1 − γ ] + 2L[pE − p0γ ]
, (53)
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TSTS TSTS TSTS

TSTS TSTS TSTS

FIG. 2. Comparison between Eq. (53) and the travel times τz, τy = τD, and τφ , as obtained in Ref. [58], in units of the characteristic time
τ0 = mL/h̄k0 of the barrier. Here, we have k = √

2mEmax/h̄ for TSTS and k = √
2mE/h̄ for the other times. In all the cases k0 = √

2mV0/h̄.
The quantity k0L gives us the strength of the barrier and we have k0L = π/10 in (a) and (d), k0L = 3π in (b) and (e), and kL = 30π in (c) and
(f). We notice that, for a weak barrier [Figs. 2(a) and 2(b)], our result differs greatly. As we increase the barrier strength, TSTS starts to agree
more for large k while acting as an average for k > k0.

where we use limx→0〈T 〉(x) = 0 and γ = e− 2
h̄ (p0−pE )L. In the

classical limit h̄ → 0 we obtain

T (class)
STS (0 → L) = imL

pE
, (54)

while for Emax → 0 (no wavepacket) we obtain

T (Emax=0)
STS (0 → L) = imL

p0
. (55)

Equation (53) can be compared to the characteristic times
obtained from the precession of spin in an infinitesimal field in
the ẑ direction (for more details check Ref. [58]), also known
as Larmor times τz, τy (which coincides with the dwell time
τD) and the phase time τφ [61]. The tunneling time, in units
of the characteristic barrier time τ0 = mL/h̄k0, is shown in
Fig. 2 as a function of k/k0. For k/k0 < 1, we have energies
below the barrier and for k/k0 > 1, energies above the barrier.
Distinct strengths of the barrier k0L ≡ p0L/h̄ are used. The
top row of Fig. 2 compares the real part of TSTS(0 → L) with
τy, τφ , and the bottom row the imaginary part of TSTS(0 →
L) with τz. For small strengths, k0L = π/10, Figs. 2(a) and
2(d) show that, except for values of k/k0 � 1.5, the curves do
not match at all. This is expected since Eq. (53) is obtained
from a strong potential approximation. For stronger barriers,
we observe that the imaginary part of Eq. (53) starts to have
a good agreement with τz inside the barrier while behaving as
an average of the oscillations outside, as shown in Figs. 2(e)
and 2(f).

We also observe that Im[TSTS(0 → L)] always begins
at τ0 = mL/h̄k0 = mL/p0, which is the imaginary part of
TSTS(0 → L) for Emax → 0, as seen in Eq. (55), grow-
ing linearly with L (so no superluminal signaling occurs).

Important to remember is that our results are averages; there
could be particles that tunneled with faster-than-light speeds,
but since this is due to the randomness and uncontrollability
of the collapse of the wavepacket, this is useless for signaling
purposes [76]. For the real part, on the other hand, since
Eq. (53) is imaginary for k < k0, it always vanishes inside the
barrier. Outside the barrier, as shown in Figs. 2(b) and 2(c), we
recognize that the real part is again an average of the times τy

and τφ , which coincide for k > k0 and oscillates very rapidly
for stronger barriers. We also notice that, for increasing k,
Im[TSTS(0 → L)] decays very fast, going to 0 almost imme-
diately for stronger barriers, while Re[TSTS(0 → L)] remains
considerable. Remembering that our findings come from the
expectation values of the operator T , it may imply that the
presence of the barrier makes T act like a Hermitian operator
(with only real eigenvalues) for energies above the barrier or
an anti-Hermitian operator (with only imaginary eigenvalues)
for energies below the barrier. Worth noticing also that since
Eq. (51) has the real

√
2m(E − V0) condition included, there

is no problem in applying Eq. (53) for energies outside the
barrier.

Figure 3 compares with the experimental results from
Ref. [74]. Even though the authors used a Gaussian bar-
rier in the experiment, we see that Im[TSTS(0 → L)] and
Re[TSTS(0 → L)] agree for energies above the barrier with the
measure of τz and τy, respectively. Since near the barrier is not
a region covered by the approximations from Eqs. (15) and
(23), it is expected to behave differently. On the other hand, we
can see that for nonrectangular barriers, as used by the authors
in the experiment, we obtain real parts for energies “inside”
(for a Gaussian barrier, it is difficult to define what “inside”
means [63]) the barrier (through τy) as well as imaginary
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FIG. 3. Comparisons between Eq. (53) and the experimental data
of Fig. 4(c) from Ref. [74], in units of τ0. The barrier intensity is
π (for a barrier with corresponding velocity 5.1 mm/s) and barrier
length of 1.3 µm, such that τ0 = mL/h̄k0 = L/v 	 2.5 × 10−4 s.
Blue squares are measurements of τy, while red triangles are mea-
surements of τz. We notice that near the barrier our results disagree,
as expected, since we consider approximations away from k/k0 ∼ 1
in Eqs. (15) and (23).

components (through τz), in agreement with our discussion
at the end of Sec. IV A.

Though Eq. (53) is already obtained from a Taylor expan-
sion, we may use further approximations to understand the
underlying physical properties of the tunneling time: up to
second order in Emax/V0, we have

TSTS(0 → L) 	 imL

p0

(
1 + Emax

4V0

)

+
(

imL

8p0
+ imL2

24h̄

)(
Emax

V0

)2

. (56)

The first two terms in this expansion, the first line of Eq. (56),
can be rewritten approximately as

imL

p0

(
1 + Emax

4V0

)
	 imL√

2m(V0 − Emax/2)
. (57)

One can understand this result in two ways. First, this is
the first-order expansion of the time of travel mL/p of a
classical particle with energy Emax/2 and momentum p =√

2m(V0 − Emax/2) inside the barrier (except for a multiplica-
tive i). Note that Emax/2 is the mean energy between 0 and
Emax.

Second, when we expand the momentum
√

2m(V0 − E ),
we obtain the same result through the energy average of times-
of-arrival of classical particles, except for a multiplicative i:

〈t〉class ≡ 1

Emax

∫ Emax

0
dE

mL√
2m(V0 − E )

	 mL

Emax p0

∫ Emax

0
dE

(
1 + E

2V0

)

= mL

p0

(
1 + Emax

4V0

)
	 −iTSTS(0 → L). (58)

TSTS

FIG. 4. Comparisons between Eq. (53) in absolute values and the
“classical” time |mL/

√
2m(Emax − V0)| in units of τ0 = mL/h̄k0, for

a barrier intensity k0L = 3π .

We see that the time the particle takes to travel through the
barrier is a classical-like contribution plus a quantum correc-
tion. We compare Eq. (53) with a classical particle with energy
Emax and time of travel mL/

√
2m(Emax − V0) in Fig. 4. We see

that, outside the barrier, our result agrees very well with the
classical time and is slightly different near k ≡ √

2mEmax =
k0 ≡ √

2mV0, as expected since Eq. (53) is obtained through
a strong potential approximation. Thus, our results signal that
the classical time is the most probable time.

The traveling time from Eqs. (49), (53), and (56) can also
be compared to other approximated tunneling time expres-
sions, which are summarized in Table I. Agreements are found
in the limit V0 � E with the Larmor time (except for the
factor i) and the complex time (except for the signal). The
agreement is also obtained compared to the imaginary part of
the tunneling time τS obtained in the telegrapher’s equation.
In this case, an additional term proportional to (mL/p)2 is
observed, where a is the friction coefficient due to dissipation,
that may be related to the second line in Eq. (56): we write

imL2

24h̄

(
Emax

V0

)2

= iE2
max

12h̄V0

(
mL

p0

)2

, (59)

in the strong potential limit (we discard the term proportional
to E2

max/V 3
0 ), and identify a = iE2

max/12h̄V0.

TABLE I. Specific tunneling times expressions through a rectan-
gular box with width L, κ2 = k2

0 − k2, with k and k0 as given in Fig. 2.
The parameter a is related to the friction coefficient that enters the
telegrapher’s equation and v = p/m is the particle’s velocity through
the barrier. Extracted from Refs. [13,55,61].

Quantity Expression Limit V0 � E

Phase time τP = τφ 	 2m
h̄kκ

τP → 2m
h̄kk0

Dwell time τD = τy 	 2mk
h̄κk2

0
τD → 0

Larmor time τL = τz 	 mL
h̄κ

τL → mL
h̄k0

Complex time Im[τC] = −τL Im[τC] → − mL
h̄k0

Stochastic model τS 	 a
(

mL
h̄κ

)2 + i mL
h̄κ

imL
h̄κ

STS model Eq. (53) imL/h̄k0
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Not shown in Fig. 2 is the Büttiker-Landauer time [58,61]
τB-L ≡ τx =

√
τ 2

z + τ 2
y , but we can see that, for large k0L, only

τz is important for k < k0, while only τy contributes for k >

k0, meaning that our results agree in such limits.

D. Application of traveling time: Constant distribution
for a wave packet moving to the right in a weak potential

In the case of a weak potential, we apply Eqs. (17) and (20)
to Eq. (37) to obtain the traveling time for this situation. Simi-
larly to Sec. IV C, we consider a wavepacket with C−

E = 0 and
C+

E = C = const. However, contrary to Sec. IV C, G(E , x) is
a complex exponential |G(E , x)|2 = 1, leading us to

〈T 〉(x) =
∫ E f

Ei
dE Tclass(E , x)∫ E f

Ei
dE

, (60)

E f and Ei are such as to allow us to use the weak potential
approximation of Sec. III A. Then, the time of traveling is
written as

Ttravel(0 → L) = 〈T 〉(L) − 〈T 〉(0)

= 1

E f − Ei

∫ E f

Ei

dE Tclass(E , L)

= L

�E
[
√

2m(E f − V0) −
√

2m(Ei − V0)]

= S f − Si

�E
= �S

�E
= T class, (61)

with �E = E f − Ei and 〈T 〉(0) = 0. Equation (61) says that
if a particle has an energy greater than the barrier and the
wavepacket is well localized in time, the expected time of
arrival is an average (in the energies) of the classical time-
of-arrival τclass = mL/pE , as discussed in Sec. IV A.

For the free particle, V0 = 0, we then have

Ttravel(0 → L) = L

�E
[
√

2mE f −
√

2mEi]. (62)

Consider the case in which Ei = 0 and E f = Emax, the same
energies as the tunneling case in Sec. IV C. We obtain

T free
travel(0 → L) = 2

mL√
2mEmax

. (63)

We then compare Eq. (63) to the absolute value of the approx-
imated tunneling time, given by Eq. (57)

T free
travel

TSTS
	 2

mL√
2mEmax

(
mL√

2m(V0 − Emax)

)−1

= 2

√
V0 − Emax

Emax

	 2
√

V0/Emax � 1, (64)

where we use the fact that V0 � Emax. This is compatible with
the known results from Ref. [77] and references therein, where
the tunneling time is shorter than the time a free particle would
take to cross the same region.

V. FINAL REMARKS

This work summarizes the main ideas of a recent pro-
posal that tries to include and understand a time operator
in QM. The proposal is spacetime-symmetric (STS) and
allows for predicting times-of-flight and tunneling times. Us-
ing a Gaussian energy distribution, we demonstrate that, for
wavepackets well resolved in time, the expectation value
for the operator T is the energy average of the classical
time Tclass = ∂S/∂E , which can be real or imaginary depend-
ing on the action S. The physical interpretation of the real
and imaginary parts of the expectation value of T becomes
clear.

We apply the proposal for a particle with energy E under
weak and strong constant potentials, namely, a rectangular
barrier with length L and intensity V0. Connection formulas
between distinct regions of motion are provided to obtain an
explicit expression for the tunneling time through a barrier.
Using a wavepacket with a constant distribution of energies,
we show that the tunneling time in the STS proposal is in
agreement with previous times, such as τz, τy = τD, τφ from
Ref. [58]. Furthermore, we provide, in first order, the average
of classical times-of-flight for an ensemble of particles with
momenta

√
2m(V0 − E ), except for a complex multiplicative

unit. We show that for the rectangular barrier, complex times-
of-arrival emerge, possibly bringing to light the discussion
of the non-Hermiticity of a time operator for the tunneling
case. The appearance of an imaginary time is consistent with a
similar mechanism to the one that appears in Büttiker’s model
using a Larmor clock [13,58], which has a real part τφ and an
imaginary part τz. Our procedure differs from those obtained
in Ref. [55] when considering the connection formulas be-
tween allowed and prohibited regions, allowing us to furnish
analytical expressions for the tunneling times.

The STS proposal is promising. It encompass the times
of travel for both classically forbidden and clasically al-
lowed regions, giving average times even for wavepackets and
arbitrary potentials. Apart from helping our general under-
standing of the time in QM, it could assist in using fractional
derivatives and integrals in physics and their interpretations
in QM [69,78–82] or in other areas. They can be used to
model power-law nonlocality, power-law long-term memory,
or fractal properties (see Ref. [83] and references therein),
anomalous diffusion processes in complex media [84], and
the propagation of acoustical waves in biological tissue [85],
to name a few applications. We can especially see, when
comparing the dynamical equations for the weak versus strong
potentials, that the order of the time derivative varies from 1/2
to 1, respectively, an artifact of the Taylor series expansions.
In addition, it could motivate further studies giving more in-
sights into the symmetries between space and time and energy
and momentum. Furthermore, the present results demon-
strate that the time of arrival can be used as a signature of
tunneling.

Generally speaking, solving Eq. (8) is the main challenge.
One possible way to do it is using the Fourier transform
of the square-root operator. In Ref. [72], Sec. 28.2 gives us
the treatment for powers of the operator −�x + ∂t , but for
different integrodifferential operators. In principle, this could
be expanded to the momentum operator in the STS proposal
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and give us solutions beyond the scope of constant poten-
tials. We could then compare predictions with, for instance,
the toy model for the Stark problem of Ref. [86]. Possi-
ble problems of the inverse Fourier transform convergence
could be avoided by limiting the integration frequencies,
the barrier acting as a filter, as justified by Eq. (12.5)
of Ref [13].

ACKNOWLEDGMENTS

This study was financed in part by the Coordenação
de Aperfeiçoamento de Pessoal de Nível Superior, Brasil
(CAPES), Finance Code 001. M.W.B. thanks Conselho
Nacional de Desenvolvimento Científico e Tecnológico
(CNPq) (Brazilian agency) for financial support (Grant No.
310294/2022-3).

[1] Y. Aharanov and D. Bohm, Phys. Rev. 122, 1649 (1961).
[2] M. Razavy, Am. J. Phys. 35, 955 (1967).
[3] M. Razavy, Il N. Cim. B 63, 271 (1969).
[4] G. R. Allcock, Ann. Phys. (NY) 53, 253 (1969).
[5] G. R. Allcock, Ann. Phys. (NY) 53, 286 (1969).
[6] G. R. Allcock, Ann. Phys. (NY) 53, 311 (1969).
[7] J. Kijowski, Rep. Math. Phys. 6, 361 (1974).
[8] A. L. Xavier and M. A. M. de Aguiar, Phys. Rev. Lett. 79, 3323

(1997).
[9] J. S. Briggs and J. M. Rost, Eur. Phys. J. D 10, 311 (2000).

[10] J. S. Briggs and J. M. Rost, Found. of Phys. 31, 693 (2001).
[11] J. S. Briggs, J. Phys.: Conf. Ser. 99, 012002 (2008).
[12] R. Brunetti, K. Fredenhagen, and M. Hoge, Found. Phys. 40,

1368 (2010).
[13] Time in Quantum Mechanics, 2nd ed., edited by J. G. Muga,

R. S. Mayato, and I. L. Gusquiza (Springer, Berlin, 2008),
Vol. 1.

[14] N. Grot, C. Rovelli, and R. S. Tate, Phys. Rev. A 54, 4676
(1996).

[15] V. Delgado and J. G. Muga, Phys. Rev. A 56, 3425 (1997).
[16] J. G. Muga, C. R. Leavens, and J. P. Palao, Phys. Rev. A 58,

4336 (1998).
[17] I. L. Egusquiza and J. G. Muga, Phys. Rev. A 61, 012104

(1999).
[18] J. G. Muga and C. R. Leavens, Phys. Rep. 338, 353 (2000).
[19] Classical and Quantum Gravity: Theory, Analysis and Applica-

tions, 1st ed., edited by E. Anderson (Nova, New York, 2012).
[20] E. A. Galapon, R. F. Caballar, and R. T. Bahague, Phys. Rev.

Lett. 93, 180406 (2004).
[21] E. A. Galapon, R. F. Caballar, and R. T. Bahague, Phys. Rev. A

72, 062107 (2005).
[22] E. A. Galapon, F. Delgado, J. G. Muga, and I. Egusquiza, Phys.

Rev. A 72, 042107 (2005).
[23] E. A. Galapon, Int. J. Mod. Phys. A 21, 6351 (2006).
[24] E. A. Galapon and A. Villaneuva, J. Phys. A: Math. Theor. 41,

455302 (2008).
[25] E. A. Galapon, Proc. Roy. Soc. A 465, 71 (2009).
[26] E. A. Galapon and J. J. Magadan, Ann. Phys. (NY) 397, 278

(2018).
[27] P. C. Flores and E. A. Galapon, Phys. Rev. A 105, 062208

(2022).
[28] C. Rovelli, Class. Quantum Grav. 8, 317 (1991).
[29] B. Dittrich, Class. Quantum Grav. 23, 6155 (2006).
[30] B. Dittrich, Gen. Relativ. Gravit. 39, 1891 (2007).
[31] M. Bojowald, P. A. Höhn, and A. Tsobanjan, Class. Quantum

Grav. 28, 035006 (2011).
[32] P. Małkiewicz, Class. Quantum Grav. 34, 145012 (2017).
[33] F. Giacomini, E. Castro-Ruiz, and C. Brukner, Nat. Commun.

10, 494 (2019).
[34] R. Gambini and J. Pullin, Universe 6, 236 (2020).

[35] M. Bojowald and A. Tsobanjan, Commun. Math. Phys. 382,
547 (2021).

[36] A. Singh, Quantum Stud.: Math. Found. 9, 35 (2022).
[37] G. Czelusta and J. Mielczarek, Phys. Rev. D 105, 126005

(2022).
[38] A. P. French, Special Relativity, 1st ed. (CRC, London, 1968).
[39] C. Cohen-Tannoudji, B. Diu, and F. Laloë, Quantum Mechanics,

1st ed. (Wiley-VCH, New York, 1991), Vol. 1.
[40] J. J. Sakurai and J. Napolitano, Mecânica Quântica Moderna,

Portuguese ed. (Bookman, Porto Alegre, Brazil, 2013).
[41] E. Merzbacher, Quantum Mechanics, 3rd ed. (John Wiley &

Sons, New York, 1999).
[42] W. Pauli, Handbuch der Physik, 1st ed. (Springer, New York,

1933), Vol. 24.
[43] D. N. Page and W. K. Wootters, Phys. Rev. D 27, 2885

(1983).
[44] V. Giovannetti, S. Lloyd, and L. Maccone, Phys. Rev. D 92,

045033 (2015).
[45] L. Maccone and K. Sacha, Phys. Rev. Lett. 124, 110402 (2020).
[46] L. R. S. Mendes and D. O. Soares-Pinto, Proc. R. Soc. A. 475,

20190470 (2019).
[47] B. S. DeWitt, Phys. Rev. 160, 1113 (1967).
[48] L. Mandelstam and I. G. Tamm, J. Phys. USSR 9, 249 (1945).
[49] N. Margolus and L. B. Levitin, Physica D 120, 188 (1998).
[50] E. O. Dias, Phys. Rev. A 103, 012219 (2021).
[51] M. Fadel and L. Maccone, Phys. Rev. A 104, L050204 (2021).
[52] C. Foti, A. Coppo, G. Barni, A. Cuccoli, and P. Verrucchi, Nat.

Commun. 12, 1787 (2021).
[53] P. A. Höhn, A. R. H. Smith, and M. P. E. Lock, Phys. Rev. D

104, 066001 (2021).
[54] P. A. Höhn, A. R. H. Smith, and M. P. E. Lock, Front. Phys. 9,

587083 (2021).
[55] E. O. Dias and F. Parisio, Phys. Rev. A 95, 032133 (2017).
[56] R. Ximenes, F. Parisio, and E. O. Dias, Phys. Rev. A 98, 032105

(2018).
[57] M. Büttiker and R. Landauer, Phys. Rev. Lett. 49, 1739 (1982).
[58] M. Büttiker, Phys. Rev. B 27, 6178 (1983).
[59] E. P. Wigner, Phys. Rev. 98, 145 (1955).
[60] L. A. MacColl, Phys. Rev. 40, 621 (1932).
[61] E. H. Hauge and J. A. Støvneng, Rev. Mod. Phys. 61, 917

(1989).
[62] R. Landauer and T. Martin, Rev. Mod. Phys. 66, 217 (1994).
[63] T. Rivlin, E. Pollak, and R. S. Dumont, New J. Phys. 23, 063044

(2021).
[64] The motivation for the minus signal in this definition is sim-

ilar to the position-momentum relation in the usual quantum
mechanics: The application of the momentum operator on a
plane-wave exp[−i(Et − px)/h̄] gives +p. In contrast, a similar
energy operator should give the result E . Since p is written as
−i∂x/h̄ in the position representation, the negative signal of the

052220-11

https://doi.org/10.1103/PhysRev.122.1649
https://doi.org/10.1119/1.1973651
https://doi.org/10.1007/BF02711061
https://doi.org/10.1016/0003-4916(69)90251-6
https://doi.org/10.1016/0003-4916(69)90252-8
https://doi.org/10.1016/0003-4916(69)90253-X
https://doi.org/10.1016/S0034-4877(74)80004-2
https://doi.org/10.1103/PhysRevLett.79.3323
https://doi.org/10.1007/s100530050554
https://doi.org/10.1023/A:1017525227832
https://doi.org/10.1088/1742-6596/99/1/012002
https://doi.org/10.1007/s10701-009-9400-z
https://doi.org/10.1103/PhysRevA.54.4676
https://doi.org/10.1103/PhysRevA.56.3425
https://doi.org/10.1103/PhysRevA.58.4336
https://doi.org/10.1103/PhysRevA.61.012104
https://doi.org/10.1016/S0370-1573(00)00047-8
https://doi.org/10.1103/PhysRevLett.93.180406
https://doi.org/10.1103/PhysRevA.72.062107
https://doi.org/10.1103/PhysRevA.72.042107
https://doi.org/10.1142/S0217751X06034215
https://doi.org/10.1088/1751-8113/41/45/455302
https://doi.org/10.1098/rspa.2008.0278
https://doi.org/10.1016/j.aop.2018.08.005
https://doi.org/10.1103/PhysRevA.105.062208
https://doi.org/10.1088/0264-9381/8/2/012
https://doi.org/10.1088/0264-9381/23/22/006
https://doi.org/10.1007/s10714-007-0495-2
https://doi.org/10.1088/0264-9381/28/3/035006
https://doi.org/10.1088/1361-6382/aa7868
https://doi.org/10.1038/s41467-018-08155-0
https://doi.org/10.3390/universe6120236
https://doi.org/10.1007/s00220-020-03856-4
https://doi.org/10.1007/s40509-021-00255-9
https://doi.org/10.1103/PhysRevD.105.126005
https://doi.org/10.1103/PhysRevD.27.2885
https://doi.org/10.1103/PhysRevD.92.045033
https://doi.org/10.1103/PhysRevLett.124.110402
https://doi.org/10.1098/rspa.2019.0470
https://doi.org/10.1103/PhysRev.160.1113
https://doi.org/10.1007/978-3-642-74626-0_8
https://doi.org/10.1016/S0167-2789(98)00054-2
https://doi.org/10.1103/PhysRevA.103.012219
https://doi.org/10.1103/PhysRevA.104.L050204
https://doi.org/10.1038/s41467-021-21782-4
https://doi.org/10.1103/PhysRevD.104.066001
https://doi.org/10.3389/fphy.2021.587083
https://doi.org/10.1103/PhysRevA.95.032133
https://doi.org/10.1103/PhysRevA.98.032105
https://doi.org/10.1103/PhysRevLett.49.1739
https://doi.org/10.1103/PhysRevB.27.6178
https://doi.org/10.1103/PhysRev.98.145
https://doi.org/10.1103/PhysRev.40.621
https://doi.org/10.1103/RevModPhys.61.917
https://doi.org/10.1103/RevModPhys.66.217
https://doi.org/10.1088/1367-2630/ac047b


ARLANS J. S. DE LARA AND MARCUS W. BEIMS PHYSICAL REVIEW A 107, 052220 (2023)

commutator allows us to write the energy operator as +i∂t/h̄ in
the new Hilbert space.

[65] R. Carnap, Logical Foundations of Probability, 2nd ed. (The
University of Chicago Press, Chicago, 1962).

[66] M. F. Savi and R. M. Angelo, Braz. J. Phys. 47, 333
(2017).

[67] In our opinion, the Caputo fractional derivative has an ade-
quate physical interpretation since its derivative of a constant
vanishes. Besides that, the Laplace transform of the Ca-
puto derivative depends only on initial conditions of integer
order.

[68] K. B. Oldham and J. Spanier, The Fractional Calcu-
lus: Theory and Applications of Differentiation and Inte-
gration to Arbitrary Order, 1st ed. (Dover, New York,
2006).

[69] Fractional Quantum Mechanics, 1st ed., edited by N. Laskin
(World Scientific, Singapore, 2018).

[70] A. M. Mathai, R. K. Saxena, and H. J. Haubold, The H-
Function: Theory and Applications, 1st ed. (Springer, New
York, 2010).

[71] R. Herrmann, Fractional Calculus: An Introduction for Physi-
cists, 2nd ed. (World Scientific, Singapore, 2014).

[72] S. G. Samko, A. A. Kilbas, and O. I. Marichev, Fractional
Integrals and Derivatives: Theory and Applications, 1st ed.
(Gordon and Breach, Singapore, 1993).

[73] M. C. Gutzwiller, Chaos in Classical and Quantum Mechanics,
1st ed. (Springer, Berlin, 1990).

[74] R. Ramos, D. Spierings, I. Racicot, and A. M. Steinberg, Nature
(London) 583, 529 (2020).

[75] G. Arfken, Mathematical Methods for Physicists, 3rd ed. (Aca-
demic, New York, 1985).

[76] A. M. Steinberg, Phys. Rev. Lett. 74, 2405 (1995).
[77] H. G. Winful, Phys. Rep. 436, 1 (2006).
[78] M. Naber, J. Math. Phys. 45, 3339 (2004).
[79] A. A. Stanislavsky, Eur. Phys. J. B 49, 93 (2006).
[80] N. Laskin, Phys. Rev. E 62, 3135 (2000).
[81] N. Laskin, Phys. Lett. A 268, 298 (2000).
[82] N. Laskin, Phys. Rev. E 66, 056108 (2002).
[83] V. E. Tarasov, Int. J. Mod. Phys. B 27, 1330005 (2013).
[84] R. Metzler and J. Klafter, Phys. Rep. 339, 1 (2000).
[85] S. Holm and S. P. Näsholm, Journ. Acoust. Soc. America 130,

2195 (2011).
[86] S. Yusofsani and M. Kolesik, Phys. Rev. A 101, 052121

(2020).

052220-12

https://doi.org/10.1007/s13538-017-0501-4
https://doi.org/10.1038/s41586-020-2490-7
https://doi.org/10.1103/PhysRevLett.74.2405
https://doi.org/10.1016/j.physrep.2006.09.002
https://doi.org/10.1063/1.1769611
https://doi.org/10.1140/epjb/e2006-00023-3
https://doi.org/10.1103/PhysRevE.62.3135
https://doi.org/10.1016/S0375-9601(00)00201-2
https://doi.org/10.1103/PhysRevE.66.056108
https://doi.org/10.1142/S0217979213300053
https://doi.org/10.1016/S0370-1573(00)00070-3
https://doi.org/10.1121/1.3631626
https://doi.org/10.1103/PhysRevA.101.052121

