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A paramagnetic-ferromagnetic quantum phase transition is known to occur at zero temperature in a two-
dimensional coherently coupled Bose mixture of dilute ultracold atomic gases provided the interspecies
interaction strength is large enough. Here we study the fate of such a transition at finite temperature by
performing numerical simulations with the stochastic (projected) Gross-Pitaevskii formalism, which includes
both thermal and beyond mean-field effects. By extracting the average magnetization, the magnetic fluctuations
and characteristic relaxation frequency (or critical slowing down), we identify a finite-temperature critical line for
the transition. We find that the critical point shifts linearly with temperature and, in addition, the three quantities
used to probe the transition exhibit a temperature power-law scaling. The scaling of the critical slowing down is
found to be consistent with thermal critical exponents and is very well approximated by the square of the spin
excitation gap at zero temperature.
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I. INTRODUCTION

One of the most quintessential examples of quantum-phase
transition in cold atomic systems is the magnetic transition in
spinor gases [1]. Spinor gases are multicomponent systems of
degenerate quantum gases, where the spin degree of freedom
arises from the internal spin of the constituent atoms [2–4].
These systems have been the object of profound theoretical
[5–10] and experimental [11–19] investigation over the last
two decades. In particular, the possibility to experimentally
realize quantum mixtures by utilizing the same atomic species
in different internal states opens up a plethora of striking
opportunities to perform quantum emulation of magnetic ma-
terials [20], and is indeed reminiscent of the paradigmatic
Ising model in condensed matter physics [21,22]. The com-
ponents here share the same statistics, and the change in
the initial populations can occur, for instance, through spin-
changing collisions or via coherent coupling [23]. The spin
degree of freedom allows for the realization of a multicom-
ponent vector-order parameter, with characteristics typical
of both superfluid and magnetic systems, such as quantum
phase coherence, long-range order, and symmetry breaking
through the presence of different zero-temperature phases
[1,3]. With alkali and alkali-earth atoms, most mixtures of
substates of the same hyperfine manifold are long-lived and
allow for the study of spinor gases with pseudo-spin-1/2
[24–27], spin-1 [28–31], and spin-2 [32,33] configuration.
These states can be coherently manipulated via optical or
radio-frequency fields [34–36], making them suitable can-
didates to explore the role of symmetry and topology in
quantum materials [37], quantum phase transitions [38,39],
nonequilibrium quantum dynamics [38,40,41], and the en-
tanglement and squeezing of quantum fields [42–44], and
analogues of quantum gravity models [45,46], to mention a
few.

For any quantum phase transition, the most dramatic mani-
festation of critical phenomena is the appearance of divergent
fluctuations of collective observables at the point of phase
transition. Although occurring at zero temperature, the quan-
tum critical phenomena are also sensitive to thermal effects,
which can be probed in temperature ranges accessible in
experiments [47,48]. Nonzero temperature enlarges the pa-
rameter space of the quantum critical point, the broadened
region constituting the quantum critical region [21,49–51].
Relevant for the present work, the critical point of phase
transition in a system of coherently coupled ultracold bosons
with total density n = n1 + n2 is entirely determined by
the s-wave scattering length a and the strength of the
Rabi coupling �. In particular, in an interacting mixture of
two components at zero temperature, the paraferromagnetic
transition occurs at g12 = g + 2�/n with g12 as the intercom-
ponent and g as the intracomponent coupling constants [23].
At finite temperature, deviations from this equality are ex-
pected to occur, and while the spin-orbit-coupled Bose gases
have gathered both theoretical [52–57] and experimental [58]
interest, the coherently coupled condensates have received
less attention, despite being one of the simplest, yet rich,
implementations of a spinor condensate with an external
field. The current work aims to fill this gap by investigat-
ing the finite-temperature effects on the ferromagnetic phase
transition.

To proceed with our investigation, we consider a two-
dimensional homogeneous system of an atomic species
occupying two different hyperfine states which are coherently
coupled by an external radiation field. This composite sys-
tem generalizes the well-known idea of Rabi oscillation in
quantum optics [59] to extended nonlinear systems, and can
also be described in terms of internal Josephson dynamics
[60,61]. With the advancement in experimental techniques,
quasi-uniform box traps are available [62,63], and thus it
is timely to explore the phase-transition region in a system
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of coherently coupled condensates. Compared to a three-
dimensional system, in which most of the time only column
density can be measured, the feasibility of a two-dimensional
(2D) planar configuration to probe local density fluctuations
is much better.

To accomplish the study of the different phases of co-
herently coupled condensates, at the outset, we compute the
hysteresis curves for the admissible phases by invoking the
detuning parameter in the mean-field Gross-Pitaevskii for-
malism. We then move our attention to discuss the physics
around the critical point using the stochastic (projected)
Gross-Pitaevskii model. We calculate the equilibrium magne-
tization, magnetization fluctuation, and demonstrate slowing
of equilibration time of the composite system at different
temperatures. The simulations indeed show evidences of the
enhanced fluctuations at the critical point, and a deviation of
the latter from its zero-temperature counterpart.

II. HOMOGENEOUS COHERENTLY COUPLED
CONDENSATES AT ZERO TEMPERATURE

A. Formalism

We consider a dilute, homogeneous, weakly interacting
atomic Bose mixture in 2D at zero temperature whose atoms
can occupy two different hyperfine states |↑〉 and |↓〉, here-
after called 1 and 2, separated by an energy hν. The atoms,
with mass m, interact with each other via s-wave scatter-
ing with intra- and interspecies interaction strengths as g11,
g22, and g12, respectively. In addition, the two states can be
coupled by means of an external coherent drive inducing a
Rabi transfer of atoms between the two internal levels. This
can be experimentally realized, for instance, by using a two-
photon transition [61], characterized by the strength �, which
represents the intensity of the coupling of the atoms with
the external electromagnetic field (here taken to be real and
positive), and the detuning δ, which is the difference between
the frequency splitting ν and the frequency associated with the
two-photon coupling. Within the mean-field formalism, the
zero-temperature-order parameters of the two components,
ψ1(x, t ) and ψ2(x, t ) with x = (x, y), obey the following cou-
pled Gross-Pitaevskii equations [64,65]:

ih̄
∂

∂t
ψi =

[
− h̄2∇2

2m
+ gii|ψi|2 + g12|ψ3−i|2

+ (−1)iδ

]
ψi + �ψ3−i, (1)

where i = 1, 2. The number of atoms in each state is given
by Ni = ∫

ni(x) dx, where ni = |ψi|2 are the corresponding
densities. Due to the presence of the coherent Rabi coupling
term, only the total number of atoms N = N1 + N2 is con-
served, giving rise to a U (1) symmetry, unlike in uncoupled
Bose-Bose mixtures (� = 0), where the number of particles
in each individual component (N1 and N2) is conserved. We
define n = N/A as the total number density, with A as the
area of the 2D box. Furthermore, we consider a symmetric
interaction potential with g11 = g22 = g and zero detuning,
giving rise to an additional Z2 symmetry corresponding to the
exchange of components [23].

paramagne�c

or

ferromagne�c

Ω/
= 0

FIG. 1. Schematic of the phase diagram of the ground state
of a homogeneous coherently coupled condensate (� �= 0) at zero
temperature. The solid blue line separates the paramagnetic from
the ferromagnetic regime. For T �= 0 and � �= 0, the transition is
expected to get shifted and broadened. A detailed analysis for uncou-
pled (� = 0) Bose condensed mixtures at T �= 0 has been carried out
in our previous work [66].

B. Characterization of phases

The ground state of a coherently coupled homogeneous gas
has uniform densities n1 and n2 and corresponds to the sta-
tionary solution of the coupled Gross-Pitaevskii equations (1)
with lowest energy. In the absence of detuning (δ = 0), it
corresponds to the minimum of the mean-field energy density
[23]

ε = 1

4
(g + g12)n2 + 1

4
(g − g12)s2

z − �

√
n2 − s2

z − μn, (2)

where n = n1 + n2 and sz = n1 − n2 are the total density and
the spin density, respectively. The chemical potential μ, which
is the same for both components, can be obtained by minimiz-
ing the above energy density with respect to the density n. One
finds

μ = n

2

(
g + g12 − �√

n1n2

)
. (3)

Instead, by minimizing Eq. (2) with respect to the spin density
sz, one obtains the equation

sz

(
g − g12 + 2�√

n2 − s2
z

)
= 0. (4)

The admissible solutions of this equation are governed by the
values of the interaction strengths. In particular, the ground
state of the system can either be a neutral paramagnetic phase,
with sz = 0 and U (1) × Z2 symmetry, or a spin-polarized
ferromagnetic phase, with sz = ±n

√
1 − 4�2/[(g − g12)n]2

and broken Z2 symmetry. Defining the parameter ḡ12 = g +
2�/n, the paraferromagnetic phase transition is identified
when g12 = ḡ12. For g12 < ḡ12 the system is paramagnetic,
while for g12 > ḡ12 it is ferromagnetic. For a complete re-
view of coherently coupled mixtures of condensates of dilute
atomic gases we refer the reader to Refs. [23,67,68]. A
schematic of the T = 0 phase diagram is shown in Fig. 1.

The breaking of the discrete Z2 symmetry in the
paramagnetic-to-ferromagnetic transition can be validated on
solving Eq. (1) by invoking the detuning parameter δ and
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FIG. 2. Magnetization Z = (N1 − N2)/(N1 + N2) vs relative de-
tuning δ/�, calculated by solving the Gross-Pitaevskii equation (1)
at T = 0 for a cycle in which the value of δ is changed in time from
δ0 to −δ0 and then back to δ0 again, at the same rate. Here we fix
δ0/� = 5 and � = 0.1gn. If the initial configuration is paramagnetic,
as for g12/ḡ12 = 0.75, the magnetization curve is the same in both
directions and shows no magnetization at zero detuning. Conversely,
if the initial configuration is ferromagnetic, as for g12/ḡ12 > 1, it ex-
hibits an hysteresis curve with finite magnetization at zero detuning.

looking at the hysteresis loop exhibited by the ferromagnetic
phase on being driven from positive to negative detuning
values. To demonstrate this, we prepare the system with an
initial detuning δ0/� = 5 and with different values of g12/ḡ12

at T = 0. Then we vary δ from δ0 to −δ0 over time, and
then again back to δ0, and we calculate the magnetization
Z = (N1 − N2)/(N1 + N2) during the cycle. If we start from
a paramagnetic ground state (g12/ḡ12 < 1), the magnetiza-
tion curve follows the same trend as the change in δ and
retraces over the same path, without hysteresis, as shown
in Fig. 2. Instead, if we start from a ferromagnetic ground
state (g12/ḡ12 > 1), the magnetization forms a hysteresis loop
retaining a finite magnetization, Z �= 0, even when δ = 0. The
area of the loop increases with increasing g12/ḡ12. We note
on passing that similar hysteresis loops with cold atoms have
been experimentally observed in a double-well potential setup
exhibiting bifurcation [69]. Very recently, the characterization
of hysteresis loops revealing the paraferromagnetic transition
in a cigar-shaped coherently coupled condensate of sodium
atoms has been reported in Ref. [70].

After having characterized the properties of the coherently
coupled gases away from the Z2 symmetry breaking point,
we now investigate the region around it. In such a quantum
critical region, characterized by enhanced fluctuations, any
mean-field approach is expected to fail.

III. STOCHASTIC GROSS-PITAEVSKII FORMALISM
FOR COUPLED CONDENSATES

With having the need of a reliable theoretical descrip-
tion to investigate the physics around the critical point, we

resort to the stochastic (projected) Gross-Pitaevskii formal-
ism (SGPE) [71–84] adapted for multicomponent condensates
[54,56,57,85]. This framework describes the system and its
fluctuations by using a single noisy classical field coupled
to a thermal bath, and also includes physical effects that are
beyond mean-field theory. In the presence of detuning, the
equations are given by

ih̄
∂

∂t
ψi(x, t ) = P̂

{
(1 − iγ )

[(
− h̄2∇2

2m
+ g|ψi(x, t )|2

+ g12|ψ3−i|2 + (−1)iδ − μ

)
ψi + �ψ3−i

]

+ ηi(x, t )

}
. (5)

The two complex functions ψi(x, t ), representing the “classi-
cal” fields (c fields), account for the macroscopically occupied
low-energy modes of each component of the gas (labeled by
the index i ∈ {1, 2}) subject to random thermal fluctuations.
The corresponding densities are ni(x, t ) = |ψi(x, t )|2. The c
fields ψi(x, t ) include the multimode coherent region of the
energy spectrum up to an energy cutoff εcut. The energy cutoff
is chosen as [73,74,86–89]

εcut = kBT ln 2 + μ, (6)

where μ is the chemical potential. This choice guarantees that
the mean occupation of the modes below εcut is larger than
unity, but the precise value of the cutoff is not crucial, as
long as it belongs to a reasonable range. The same choice of
the cutoff has been used previously to validate experimental
results for single-component [84,87,88] and two-component
[66] condensates in similar configurations. The projector P̂
compels the c fields to lie within the coherent region at each
time step.

The modes above the cutoff represent the incoherent
region of the energy spectrum; it is the source of a stochas-
tic Gaussian random noise which satisfies the following
fluctuation-dissipation theorem:

〈ηi(x, t )η∗
j (x′, t ′)〉 = 2h̄γ kBT δ(x − x′)δ(t − t ′)δi j, (7)

where 〈· · · 〉 denotes the averaging over different noise re-
alizations. Following Refs. [54,56,57], related to spin-orbit
coupled Bose gases, the noise terms in the present study
are taken to be independent for the coupled c-field densities.
The amount of coupling between the coherent and incoherent
regions is fixed by the parameter γ , which accounts for the
thermal equilibration rate. In this work, we choose γ = 0.01,
which is the same as in Ref. [84]. Similar values were also
used in Refs. [87] and [90]; in the latter case, the parameter
γ was optimized to reproduce typical experimental growth
rates of single-component condensates in three dimensions.
It is to be noted that in SGPE individual results obtained
with independent noise realizations can be (arguably, see, e.g.,
Refs. [91–93] and references therein) thought of as being
equivalent to the individual results obtained from independent
experimental runs; due to the random nature of the noise,
the outcomes of each noise realizations will differ from one
another as is the case in experiments.
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FIG. 3. (a–c) Typical magnetization density profiles obtained by evolving Eq. (5) for 3 s, with zero detuning (δ = 0). Each simulation
starts from a purely random c field. The temperature is the same, T/Tg = 0.2, while the interaction parameter is g12/ḡ12 = 0.95, 1.01 and 1.02,
respectively. The color scale refers to the quantity (n1 − n2)/(n1 + n2). (d) Magnetization Z during the full time evolution. The markers at the
end of the trajectories correspond to the snapshots in (a)–(c).

In order to perform simulations which are sensible for
feasible experiments [61,62,94], we confine the gas in a box
potential in the x-y plane and harmonic trap in the z direc-
tion. We use a uniform 2D square box of dimensions A =
Lx × Ly = (25 × 25) μm. The harmonic confinement along z
is sufficiently strong to freeze all degrees of freedom in that
direction. The frequency of the harmonic potential ωz can
be used to relate the actual three-dimensional (3D) s-wave
scattering length ai j of the atoms in different hyperfine levels
to the 2D coupling constants g and g12 used in Eq. (5), via
the relation gi j = √

8π (h̄2/m)ai j/az, where az = √
h̄/mωz is

the harmonic oscillator length. In our simulations, we use the
mass of 87Rb atoms; the scattering length aii = 100aB, where
aB is the Bohr radius; and ωz = 2π × (1500 Hz). A useful en-
ergy scale is given by the quantity gn, where n is the total den-
sity of the gas. If the total number of atoms is N = 104, then
gn = 1.17 × 10−31 J. For the coupling strength we use � =
0.1gn, which is in a range accessible to ongoing experiments
[61,95]. We also introduce the temperature Tg = gn/kB, which
will be used to present our results using dimensionless units.

We obtain the equilibrium configurations at a given tem-
perature T and a given interaction strength g12, by numerically
propagating Eq. (5) in real time starting from purely random c
fields until equilibrium is reached. From now on, we consider
the case of zero detuning (δ = 0). It is worth noticing that
the total number of atoms N is not an input of SGPE and it
varies during each simulation; it stabilizes at final mean value,
with tiny fluctuations, when the equilibrium configuration is
reached. In fact, we use the stability of the mean value N
and the smallness of its fluctuations as criteria to stop each
simulation. The input quantity is the chemical potential μ,
which is chosen in such a way that the equilibrium atom
number N is always very close to N = 104, in all cases. The
largest temperature in our simulations is T/Tg = 0.6, which
is about 0.15TBKT, where TBKT is the critical temperature
of the Kosterlitz-Berezinski-Thouless transition for a single-
component Bose gas of density n in the same geometry [96].
We are thus well inside the superfluid phase of the mixture.
A consequence is that quantized vortices are absent in our
configuration at equilibrium.

Typical trajectories of the magnetization Z vs time are
shown Fig. 3(d) for simulations lasting 3 s, at the same temper-
ature T/Tg = 0.2 but with different values of the interaction

strength g12/ḡ12. Panels (a)–(c) in the same figure are snap-
shots of the magnetization density profile, (n1 − n2)/(n1 +
n2), at the end of the simulation interval, i.e., in correspon-
dence to the marker at the end of each trajectory in panel
(d). For g12/ḡ12 = 0.95, which is well inside the paramagnetic
phase, the magnetization density exhibits weak fluctuations
and the magnetization Z remains always small during the
evolution. For g12/ḡ12 = 1.01, fluctuations are larger and per-
sist for long times. Finally, for g12/ḡ12 = 1.02, the gas quite
rapidly polarizes and Z shows small fluctuations around a
finite value, as expected in the ferromagnetic phase. Note
also that the phase transition is not accompanied by spatial
separation; in fact, the number of atoms in each hyperfine
state is not conserved and atoms can switch from one state
to the other at any point is space, while the total number N
is conserved. This implies that, in the paramagnetic phase,
the gas exhibits a randomly fluctuating population imbalance,
with zero mean magnetization, while in the ferromagnetic
phase the atoms prefer to occupy the same (randomly cho-
sen) state in the whole volume. This is different from the
case of two uncoupled condensates, each one composed by
a fixed fraction of atoms, where a spatial separation occurs for
g12 > g, corresponding to a miscible-immiscible transition.

The phase transition at each temperature T can be charac-
terized by computing the quantity Z , defined as the modulus
of the averaged magnetization,

Z = |〈Z〉| =
∣∣∣∣
〈

N1 − N2

N1 + N2

〉∣∣∣∣, (8)

and the variance

(�Z )2 =
〈(

N1 − N2

N1 + N2

)2〉
−

(〈
N1 − N2

N1 + N2

〉)2

. (9)

These averages include a time average and a configuration
average. In particular, for each trajectory of the magnetization
Z vs time, as those in Fig. 3(d), a time average is carried
out over a time interval when the gas is at equilibrium and
the mean value of the magnetization is sufficiently stable.
Furthermore, an ensemble average is performed over a large
number (N ≈ 500) of time-averaged trajectories in order to
suppress the effects of random noise. As a result, the resid-
ual uncertainty on the values of Z and (�Z )2 is drastically
reduced, in such a way that we can plot the SGPE data without
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FIG. 4. Results of SGPE simulations at finite temperature and zero detuning for (a) the average magnetization Z [see Eq. (8)], (b) its
variance (�Z )2, and (c) the dominant relaxation frequency ωM. In the main plots, these quantities are given as a function of the interaction
parameter g12/gc

12(0), where gc
12(0) is the critical value at T = 0 defined in Eq. (10). The correspondence between temperature, in units of

Tg = gn/kB, and type of markers is given in the legend in (c). The black dashed line in (a) is the T = 0 mean-field magnetization obtained from
Eq. (4) for a homogeneous gas. (d) Variation of the critical interaction parameter gc

12(T ) with temperature, as extracted from the location of the
maxima of (�Z )2 in (b) and the minima of ωM in (c); the difference between the two estimates is smaller than the error bar, which is identified
as the grid spacing in the parameter space of SGPE simulations; the dashed line is a linear fit. The inset in (a) shows the magnetization vs the
relative distance from the critical point, defined in Eq. (11), with a power-law rescaling as in (13), with a = 3/5, producing a collapse of all
points on a single curve in the critical region; in the inset of (b) and (c), a similar rescaling is applied to (�Z )2, according to Eq. (12), and to
ωM, respectively, with the same exponent a. The dashed line in the inset of (c) corresponds to the �2

para
, Eq. (18), and the solid line on the right

corresponds to �2
ferro

, Eq. (19).

error bars, given that the statistical errors are of the same order
of the marker size in figures of the next section.

IV. EQUILIBRIUM PROPERTIES AROUND THE
CRITICAL POINT

A. Shift of the critical point with temperature

Our main results are reported in Fig. 4. The magnetization
Z and the variance (�Z )2 are presented in Figs. 4(a) and 4(b),
respectively, as a function of g12/gc

12(0), where

gc
12(0) = ḡ12 = g + 2�/n (10)

is the critical point at T = 0, and in Fig. 4(a) we also report
the magnetization at zero temperature in the ferromagnetic
phase of a homogeneous gas, obtained from Eq. (4). Different
colors and markers refer to simulations at different tempera-
tures. The lowest value that we consider is T/Tg = 0.1 and
corresponds to the blue circles, while the highest temperature
is T/Tg = 0.6, corresponding to the red squares, as indicated
in the legend in Fig. 4(c). For each temperature, the para-
ferromagnetic transition is signaled by a rapid increase of
magnetization Z and a maximum of its variance (�Z )2. A
high variance in magnetization implies large fluctuations from
the mean, which indeed happens at the ferromagnetic critical
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point. The emergence of global magnetization fluctuations at
the transition can be detected in experiments [48,97].

The results suggest that the critical interaction parameter
gc

12(T ) is linearly shifted upwards with T .
In order to obtain an accurate estimate gc

12(T ), we also
use a third indicator, namely, the frequency characterizing
the thermalization of the magnetization, a quantity which is
expected to show a critical slowing down close to the phase
transition. Indeed, when the system approaches the critical
point it equilibrates more slowly. In particular, each trajectory
in the SGPE simulations tends to exhibit oscillations of the
magnetization around the equilibrium value, with a period
which is larger close to the critical point, as shown in Fig. 3(c).
We calculate the Fourier transform of the magnetization for
each trajectory and extract the dominant relaxation frequency
ωM, and then we perform an ensemble average. The resulting
values of the frequency ωM are reported in Fig. 4(c). As
expected, we find a strong decrease of dominant frequency
at the transition, corresponding to a large increase of the
equilibration time.

The transition point is located at value of g12/gc
12(0), where

(�Z )2 is maximum and ωM is minimum. We determine the
positions of the maxima in Fig. 4(b) and minima in Fig. 4(c)
with a quadratic fit to the closest points. The two estimates
almost coincide. In Fig. 4(d), we plot the critical points
gc

12(T )/gc
12(0) obtained as the average of the two estimates

for each T/Tg. The error bars are simply the grid spacing in
the parameter space of our simulations; the distance between
the location of the maximum in Fig. 4(b) and minimum in
Fig. 4(c) for each T/Tg is less than the error bar. The critical
value gc

12(T ) turns out to increase linearly with T ; the dashed
line is a linear fit to the data. The slope is such that the shift of
the critical point at finite temperature remains relatively small
in the range of T here considered.

We can relate our findings in Fig. 4(d) to the so-called
“shift critical exponent” 
, which identifies the critical line
at finite temperature close to a quantum critical point [98].
This can be done by writing gc

12(T ) = gc
12(0)(1 + uT 1/
 ).

Our results suggest that the shift critical exponent is 
 = 1,
with u 
 0.056, even for relatively large temperature, where
still the deviation from gc

12(0) is small due to the smallness of
the prefactor u.

Finally, in Fig. 5 we show the magnetization Z as a func-
tion of T/Tg for a set of different values of g12. As shown in the
inset, the magnetization bears a thermal power-law scaling be-
havior with the relative temperature, δT = (T − Tc)/Tg, given
by Z = |δT |1/2, i.e., it presents a thermal mean-field critical
exponent β = 1/2. The dashed line is expected to be valid
only for small δT ; the fact that the SGPE results for Z remain
finite on the right of the critical point is consistent with the
observation of strong fluctuations [large (�Z )2] around the
critical temperature and with finite size effects.

B. Universal scaling around the critical region

In the following we show that the Z , (�Z )2, and ωM

exhibit nice scaling properties with the temperature. For this
purpose, we first define the relative distance from the critical

FIG. 5. Average magnetization Z [see Eq. (8)] as a function of
T/Tg for fixed values of g12/gc

12(0). Points correspond to the results
of SGPE as in Fig. 4(a), while lines are a guide to the eye. The same
data are shown in the inset, but plotted as a function of the relative
distance from the critical temperature, δT = (T − Tc )/Tg, where Tc

is extracted from the linear fit to the critical points in Fig. 4(d). The
dashed line represents the power law |δT |1/2.

point as

�grel(T ) = g12 − gc
12(T )

gc
12(0)

, (11)

and we use it to shift the SGPE results for all quantities in
Figs. 4(a)–4(c).

1. Magnetic fluctuations

The scaling can be better appreciated for the magnetic fluc-
tuation curves, given their smooth shape. Indeed, we find that
both the full width at half maximum (FWHM) and the peak
height of (�Z )2 in Fig. 4(b) vary with temperature as (T/Tg)a,
where the exponent can be calculated by fitting the two quan-
tities with a power law; the results are a = 0.63 ± 0.05 and
a = 0.57 ± 0.05, respectively. For simplicity, and remaining
with the error bars, we choose the exponent to be the same
and rescale (�Z )2 in the form

(�Z )2(�grel(T ), T ) = T aF (�grel(T )/T a), (12)

with a equal to 3/5. As shown in the inset of Fig. 4(b), all
points of the SGPE simulations nicely collapse onto a single
universal curve, in agreement with the above scaling law, in
the whole range of temperature here considered.

2. Magnetization

We find that a similar scaling behavior applies to the mag-
netization Z . In particular, as one can see in the inset of
Fig. 4(a), the scaling works well with

Z (�grel(T ), T ) = T a/2F (�grel(T )/T a), (13)
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where a is the same as before. The factor a/2 in the first
exponent is consistent with an extrapolation to T = 0, where
the SGPE is expected to reproduce the mean-field prediction
Z ∝ [�grel(0)]1/2; this T = 0 prediction is represented by the
dashed line in Fig. 4(a) for the case of a uniform gas in the
thermodynamic limit.

3. Critical slowing down

The relaxation frequency ωM, related to the critical slowing
down, provides an insight in the relaxation dynamics near the
phase transition. If we plot ωM as a function of the rescaled
variable �grel(T )(Tg/T )a, as we did for Z and (�Z )2, with
the same a, again all SGPE results exhibit a reasonably good
collapse onto a universal curve, as shown in the inset of
Fig. 4(c). Furthermore, one can observe that the relaxation
frequency scales as ωM ∝ �grel, on both the right and the left
of the transition, but with a different slope, namely, two times
larger in the ferromagnetic phase than in the paramagnetic.
According to the general definition of the dynamical critical
exponents [99] this behavior would be consistent with a value
νz = 1.

The critical slowing is related to the divergence of the
susceptibility of the system, which is due to the closure of
the excitation gap at the critical point. At T = 0, unlike the
uncoupled Bose-Bose mixtures, the coherently coupled gas
has a spin gap in both the paramagnetic and ferromagnetic
phases given by [68,100]

�para =
√

2�[(g − g12)n + 2�], (14)

�ferro =
√

[(g − g12)n]2 − (2�)2], (15)

respectively. Close to the critical point, these expressions
satisfy the general relation �ferro = √

2�para, which is char-
acteristic of a Z2 phase transition. The square of the previous
expressions as a function of �grel at T = 0 read

�2
para (�grel )= 2n�gc

12|�grel|, (16)

�2
ferro(�grel )= 4n�gc

12�grel

(
1 + ngc

12�grel

�

)
. (17)

This suggests a proportionality between the relaxation fre-
quency and the square of the gap. Interestingly, within our
SGPE approach, we find that the relaxation frequency as a
function of x = �grel(T )(Tg/T )a is very well approximated
just by �2, i.e.,

ωM(x) 
 �2
para (x) for x < 1, (18)

ωM(x) 
 �2
ferro(x) for x > 1, (19)

as shown by the black lines in the inset of Fig. 4(c).
While our numerical SGPE results present an overall con-

sistency in their behavior across the transition, based on
general arguments on the role of the critical exponents, it is
worth stressing that the exponent a = 3/5 entering the scaling
functions should be taken as a purely numerical outcome, not
as an exact value. In fact, here we do not pretend to extract the
scaling exponents with high precision, but rather to provide
a first quantitative characterization of the finite temperature
para- to ferromagnetic transition in a spinor superfluid in
terms of plausible scaling behaviors, using a theory which is

0 50 100 150
χ gn

0

10

20

30

40
T/Tg = 0.1

T/Tg = 0.3

(Δ
Z

)2
N

/2

FIG. 6. Relation between (�Z )2 and the magnetic susceptibility
χ ; dashed lines represent the prediction of the fluctuation-dissipation
theorem according to Eq. (21).

known to account for thermal fluctuations to a good level of
approximation.

C. Fluctuation-dissipation theorem

As a final test of our SGPE results, we check the applicabil-
ity of the fluctuation-dissipation theorem for the spin channel.

The fluctuations of the order parameter are related to the
excitation spectrum of the system via the relation �Z2 =
Ss(0, T ), where Ss(q, T ) is the spin static structure factor. The
latter can be easily evaluated within Bogoliubov theory for
coherently coupled gases [23], and for q = 0 it reads

Ss(0, T ) =
√

�χ

4
coth

(√
2�χ−1

kBT

)
, (20)

where χ is the magnetic susceptibility, defined as χ =
limδ→0 dZ/dδ using Eq. (5). In particular, close to the critical
point, where the temperature is the dominant energy scale
(larger than the spin gap), the fluctuation-dissipation relation
takes the classical form N (�Z )2 = 2kBT χ , or

N

2
(�Z )2 = T

Tg
χgn. (21)

The calculation of χ through SGPE demands heavy com-
putational efforts and we have restricted ourselves to the
paramagnetic phase and only two temperatures, namely,
T/Tg = 0.1 and 0.3, and not too close to the critical point,
where the numerical calculation of derivatives becomes un-
reliable. For fixed T/Tg, Eq. (21) predicts a linear relation
between (�Z )2N/2 and χgn. In Fig. 6, we show the straight
lines representing Eq. (21) together with the results obtained
from SGPE simulations, with kBT/�para ranging from 2 to
20. The good agreement demonstrates that the simulations
accurately account for the fluctuation-dissipation theorem.
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V. CONCLUSIONS

In this work, we have investigated the finite-temperature
paramagnetic to ferromagnetic transition in coherently cou-
pled weakly interacting Bose-Einstein condensates in two di-
mensions, by using the stochastic (projected) Gross-Pitaevskii
theory. Marked by a sharp increase of the average magnetiza-
tion, enhanced magnetic fluctuations, and a strong increase
of the relaxation time, the transition is found to occur along
a critical line corresponding to a linear shift of the quan-
tum critical point with temperature. The fluctuations of the
magnetization are shown to exhibit a linear relationship with
the spin susceptibility, in agreement with the fluctuation-
dissipation theorem. The SGPE results for the magnetization,
the magnetic fluctuations, and the relaxation frequency (crit-
ical slowing down) turn out to collapse onto universal curves
upon a proper rescaling of the critical point with temperature.
Moreover, close to the transition the relaxation frequency ap-
pears to simply coincide with the square of the spin excitation
gap. Given that the SGPE simulations are rather time consum-
ing, we have so far restricted the analysis to a single square
box of size comparable to that of available two-dimensional

box-like traps of current experiments; further calculations
with larger boxes would be needed for a more accurate de-
termination of the scaling exponents in the thermodynamic
limit.
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