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Two-color polarization control of angularly resolved attosecond time delays
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Measured photoionization time delays may exhibit large variations as a function of the emission angles, even
for spherically symmetric targets, as shown in recent reconstruction of attosecond beating by interference of
two-photon transitions (RABBITT) experiments. The contributions from different pathways to the two-photon
quantum channels can explain the observed phase jumps that shape those angular distributions. Here we
propose a simple analytical model to describe angularly resolved RABBITT spectra as a function of the relative
polarization angle between the ionizing attosecond pulse train and the assisting IR field. We demonstrate that
the angular dependences of the measured delays can be analytically predicted and the position of the phase jumps

reduced to the analysis of a few relevant parameters.
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I. INTRODUCTION

The chronoscopy of electron photoemission [1] turned
into reality upon the mastery of two pump-probe attosec-
ond spectroscopy techniques: attosecond streaking [2] and
reconstruction of attosecond beating by interference of two-
photon transitions (RABBITT) [3,4]. While originated as
characterization procedures for attosecond pulses, they have
become the most successful experimental approaches to ac-
cess the so-called Eisenbud-Wigner-Smith (EWS) time delays
for single-photon ionization processes [1,5-8]. The EWS pho-
toionization time delay holds information on the initial state
and the potential experienced by the electron while escaping.
Thus, it conveys rich structural and dynamical information on
the potential landscape where electrons evolve. Accordingly,
the EWS time delay will depend on photoelectron energy
and its emission direction unless a single partial wave in the
continuum prevails [1,5,9,10].

The retrieval of EWS time delays from attosecond spec-
troscopic experiments requires a careful examination of the
effects induced by the probe field [11,12]. The frequency
spectrum of typical attosecond pulse trains in RABBITT ex-
periments comprises a comb of extreme ultraviolet (XUV)
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odd-order harmonics from a fundamental infrared (IR) laser,
giving rise to photoelectron main bands. Consequently, the
ionization of a target with an attosecond pulse train assisted
with a phase-locked IR laser leads to another set of photoelec-
tron spectral lines (sidebands), which lie in between the main
bands and correspond to the interfering two-photon (XUV +
IR) channels. This interference leads to a pump-probe delay
(7) -dependent signal in the sideband that follows the expres-
sion [4]

Ly(t) A+ Bcos(2wyt — Par), (D)

where o is the IR photon frequency and ¢, (=2w(T,) is the
phase difference that carries the total photoelectron emission
delay 74, which results from the EWS and the measurement-
induced continuum-continuum time delays [12].

Previous studies established that total atomic delays
usually follow the additive relation Ty = tgws + T for
atomic targets in nonresonant angle-integrated measurements
[8,13,14]. However, the lack of spherical symmetry prevents
finding a direct connection between total and EWS time
delays in molecular targets [15,16]. The situation is much
more challenging in angle-resolved measurements [17-24].
In that case, angular dependences induced on the IR probing
stage may be the primary source of measured time-delay
anisotropies. Indeed, for initial s states in atomic systems, the
EWS time delay is strictly angle independent, whereas the
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total time delays retrieved from RABBITT experiments dis-
play steep variations for some emission angles [17]. These
angular variations, attributed to small phase differences in-
duced on the continuum-continuum transitions [17], are also
explained by destructive interferences on the absorption chan-
nel, governed by the relative weight of partial waves populated
by the IR field [19].

The angular dependences of total time delays arising on
RABBITT experiments are customarily described through nu-
merical methods. Here we show that a simplified analytic
model for the two-photon matrix elements can accurately
describe the angular variations of time delays, particularly
those induced by the IR probe. To that end, we consider the
total time delay for initial s states in atomic systems and
compare it with available experimental data [17]. Then we
resort to the polarization control technique [25,26] to exter-
nally manipulate the relative weight of partial waves. In that
case, the angular evolution of time delays displays marked
differences [27]. We show that an interference mechanism,
latent in the parallel case, is coresponsible for the observed
total time-delay variations in that scenario.

II. THEORETICAL METHODS

The angular variation of atomic time delays is intrinsically
linked with the photoelectron angular distributions (PADs)
[17,19,28-30]. The most general expression for PADs is given
by [31]

2
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where 6 and ¢ are the angles defining the electron emis-
sion direction and Y is a spherical harmonic function. The
method of partial waves, implicit in the equation above, al-
lows us to obtain a convenient expression of the transition
matrix amplitudes My »; [32] that connect the initial bound
state of the atomic target with a final continuum state, labeled
by the azimuthal and magnetic quantum numbers L and M,
respectively.

In the RABBITT spectra, the time-delay information
emerges in the sidebands [8,12]. The quantum pathways in-
volving the absorption (4) or emission (—) of an IR photon
from consecutive odd harmonics add coherently. The transi-
tion matrix element can then be formally separated into two
terms

Mpy = M;M + My, 3)

that collect the contributions to each channel. For typical IR
intensities in RABBITT experiments, the analysis of MfM
can be carried out through second-order perturbation theory
(SOPT). In the limit of infinitely long pulses, each transition
matrix amplitude reads

+  _ diwgt M, w,m; i, £
My =e § :AL,A,I; U “)
A

The summation above runs over the azimuthal (1) and mag-
netic (®) quantum numbers of intermediate states allowed by
the application of the electric dipole selection rule from the

initial state with angular quantum numbers /; and m;. The an-

gular factors A} ,\Ml.m/ are identical for absorption and emission

channels, but the radial matrix elements TL] 'Ai, in general, are
not [17,19,33].

In the two-color case, the latter splits into the sum of two
terms

T/ = T (Qe) + T (o), 5)

describing the possible time orderings for the two-photon
processes that lead to the same final continuum state. The first
term accounts for the absorption of one XUV photon with
frequency Q=+ = (29 F 1)wo from the attosecond pulse train
and the subsequent absorption (+) or emission (—) of one IR
photon. The other term describes the reverse process where
the exchange of one IR photon is followed by the absorption
of the XUV photon. In the length gauge, each term on the
right-hand side of Eq. (5) reads

i R8k~, RSKV R&(- Rsiwi
TLlfx(Q):(—i)Le”’LI( eLVl.Jrg(_;W 1)’ (6)

where o = argI'(L + 1 —i/k,) is the Coulomb phase for
a final state with angular momentum L and momentum k,.
The summation (integration) runs over the entire spectrum
of unperturbed states of the target, with energy ¢, and radial
wave functions R, ;. The initial and final states of the system
are also described by eigenstates of the field-free Hamiltonian,
with radial wave function R, ;, and R, 1, respectively [33].

To highlight the influence of the continuum-continuum
transitions on the angular variation of atomic time delays,
we focus on initial s (/; = 0) states. In turn, this initial-state
configuration will allow us to directly compare the results
of our model with benchmark experimental and theoretical
data [17,19,28]. Figure 1(a) schematically displays the most
relevant reaction pathways contributing to a generic sideband
of order 2g. As the angular momentum of every intermediate
state is A = 1, we can drop the indices /; and A to simplify
notation. Substituting Eq. (3) into Eq. (2) and expanding it
with the use of Eq. (4), we obtain a series whose terms can
be classified into two categories based on their explicit depen-
dence on wyT.

On the one hand, nonoscillatory terms are independent of
T and we can group them into a variable customarily termed
A (or «) [12,28]. On the other hand, we may combine the
oscillatory terms into the double series

D ITNT 181 cosQuot + ¢ — ¢7), (7)
L.l

where |TLi| and qui are the moduli and phase of the radial ma-
trix element in Eq. (5), for absorption and emission pathways.
The function gy ; contains the full angular information. To
obtain the explicit expressions for gz ;- (see the Appendix) we
adopt the geometric layout presented in Fig. 1(b). We choose
the quantization axis for angular momentum in the z direction,
whereas the attosecond pulse train is linearly polarized (blue
vector) along the x axis. The polarization vector of the IR laser
(red vector) and the photoelectron emission direction (green
vector) lie in the xy plane subtending the angles ® and 6 with
respect to the x axis, respectively.

043113-2



TWO-COLOR POLARIZATION CONTROL OF ANGULARLY ...

PHYSICAL REVIEW A 107, 043113 (2023)

(a) S p d
(D] Py

I 1
Z

DHay

FIG. 1. (a) Schematic representation of pathways contributing to
consecutive main bands and the sideband in between. For low IR
intensities, main bands are mainly populated by transitions from the
ground state to continuum states, triggered by the absorption of a sin-
gle photon with energy Q4 = (2g £ 1)wy, from the attosecond pulse
train. The interaction of these primary photoelectron distributions
with the IR gives rise to the sidebands. The reverse contributions,
where the IR photon is absorbed or emitted first, are not shown here.
(b) Geometric configuration. We indicate the polarization direction
of the XUV laser source by the blue vector £xyy collinear to the
Cartesian x axis. The polarization vector of the IR laser &g lies in the
xy plane and subtends an angle ® with the Cartesian x axis. The final
photoelectron momentum also lies in the xy plane and it is indicated
by the green vector k,.

The series above can be summed to give B cos(2wyT — ¢ar)
by virtue of the harmonic addition theorem [34]. Thus, the
photoelectron angular distributions of sideband lines reduce
to Eq. (1) also for angle-resolved setups. The angular depen-
dence is entirely contained in factors A, B, and the atomic
phase ¢, that satisfies the equation

Yoo\ TNT grw sin(dy, — @)
S | T NT gL cos(oy, — o)

This atomic phase ¢, is connected to the so-called total
atomic delay by 7y = ¢/2wo [17] because we consider
Fourier limited (chirp-free) attosecond pulses in the train [28].

From Eq. (8) we can unambiguously identify a neces-
sary condition to observe angular variations in time delays:
The phase of the radial matrix elements must depend on
the angular quantum number of the final state. Otherwise,
if q&Li = ¢*, the trigonometric functions on the right-hand
side of Eq. (8) can be factorized, the contribution of the g; ;/
functions cancels identically, and the angular dependence on
¢4 1s completely lost.

One main contribution of this paper is to show that a purely
analytic method can quantitatively describe the angular vari-
ation of atomic time delays, even for multielectronic targets.
Starting from Eq. (8) and based on the condition established
in the preceding paragraph, we must resort to a model captur-
ing the dependence of radial matrix elements on the angular
quantum numbers of final states. The analytic continuum-
continuum radial matrix elements (ACC-RME) model [33]

tan(¢y) =

®)

meets these requirements. Additionally, our model allows for
a factorization of radial matrix elements as

+ + igE |t + | ittt
TL = |TL |el¢L - |TL,bc||TL,L‘L'|el(¢hC+¢L'u)7 (9)

where TLibC describes the ionization step of the reaction and
T~ accounts for transitions upon exchange of one IR photon.

Tthg feature is common to most, if not all, of the procedures
to model radial matrix elements and it is the key to access-
ing the EWS time delay from RABBITT [12] (or streaking
[11]) traces. The added value of the ACC-RME model is
that TLﬁ,c factors depend on the angular quantum number
of final states, in contrast to previous analytic approaches
[12]. That aspect of our model allows us to survey the an-
gular variation of total atomic delays from a fully analytical
perspective. In addition, the ACC-RME model satisfactorily
recovers the universal character observed for the phases and
moduli of continuum-continuum transitions [19,30]. Thus,
provided reactions develop in spectral regions with smooth
background continua and multielectron effects [18,35,36] are
negligible, the study of general features of two-color angularly
resolved total atomic time delays for initial s states can be
constrained to hydrogenlike targets without loss of generality.
We further test the validity and accuracy of the model by
comparing it with available experimental data, the results from
the numerical solution of the time-dependent Schrodinger
equation (TDSE), and the widely employed SOPT.

III. RESULTS

We obtain the angle-resolved RABBITT spectra by solving
the TDSE with the QPROP code [37] for a comb of odd har-
monics with orders 11-27 and different pump-probe delays
7. We consider cosine-squared envelopes for both the XUV
and IR radiation fields, with three and ten IR cycles of to-
tal duration, respectively. To ensure that the system remains
within the perturbative regime, we set the intensity of the
800-nm (wp = 1.55 eV) IR field to 5 x 10 W/cm?. We
extract the total atomic time delay by fitting to Eq. (1) the
sideband signal dependence on t. Additionally, we substitute
into Eq. (8) the radial matrix elements we obtain from SOPT
[38] and ACC-RME [33] methods. First, we revisit the case
of collinear polarization of pump-and-probe fields for which
theoretical and experimental benchmark data are available
[17,19,28]. Then we explore the noncollinear case. Data sets
for the atomic time delays we obtain through all these methods
and for each configuration are publicly available [39]. Atomic
units are used unless stated otherwise.

A. Parallel case ® = 0°

From a theoretical point of view, we can provide precise
values for the photoemission time delay. However, the ex-
perimental determination of this quantity employs attosecond
pulse trains, usually generated with a frequency chirp that
is difficult to retrieve. Thus, it is common to extract relative
time delays with respect to a given reference. This is straight-
forward for angularly resolved measurements since there is
a perfect cancellation of the XUV phase when using as a
reference the signal retrieved for a specific angle.
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FIG. 2. Comparison of the angular variation of time delays at photoelectron energies coinciding with RABBITT sidebands for hydrogen
and helium atoms. Theoretical calculations for the hydrogen atom are computed through three different methods: TDSE, SOPT, and ACC-RME
calculations. The data from Refs. [17,27] correspond to the helium atom. The photoelectron kinetic energy of final states in both systems are

indicated in each panel. The sideband index corresponds to hydrogen.

The phase jump angle Oj.* is calculated from Eq. (11) and the relative

time delay for that emission angle is obtained from linear interpolation from the TDSE results. This leads to larger fluctuations for sidebands
with larger index due to the steeper variations of Aty,. The inset in figure for SB, shows the ratios |T0i / Tzil obtained from SOPT (stars) and
ACC-RME (lines) calculations [33]. The other insets show the close-up image of relative time delays for the gray-shaded areas.

In Fig. 2 we present the angularly resolved total time
delays for the hydrogen atom in the standard RABBITT
scheme, i.e., with a parallel linearly polarized XUV attosec-
ond pulse train and IR field. We display the relative time
delays, considering as reference the value for photoelectron
emission parallel to the light polarization direction Aty (6) =
Tat(0) — 74(0°). The results correspond to sidebands 12—18
in hydrogen, initially in its ground state. Model predictions
(green solid line) agree with ab initio results obtained within
the SOPT (orange dashed line) and by solving the TDSE
(blue circles). We observe that the mean-squared error of
model results with respect to those from ab initio calcula-
tions decreases as the photoelectron kinetic energy increases.
Slight inaccuracies in the phase of each radial matrix element
derived from the ACC-RME model explain the differences
from the ab initio calculations. In contrast, the moduli (quo-
tient) of ACC-RME radial matrix elements are in almost
perfect agreement with state-of-the-art calculations, as the
inset in the figure for SB, reveals. For comparison, we
also include the experimental data for the He atom from

Ref. [17]. It is interesting to note that, except for side-
band 12, ACC-RME results better describe the experimental
data (see insets for sidebands 14-18). This seems to be a
fortuitous circumstance. The model provides slightly larger
(smaller) phase differences between partial waves s and d
in the absorption (emission) channels compared to accurate
calculations [33]. In turn, these shifts seem to reproduce the
spectral contamination effect that pervades the experimental
data [17].

The relative time delay presents steep variations for elec-
tron emission angles 6 above 65°, as discussed in previous
studies [17,19,28]. In the past, the analysis of this trend
focused on the spherical harmonics describing the angu-
lar dependence of photoemission [17] and their interplay
with the transition matrix amplitudes [19]. Here we present
an alternative procedure for studying the phase jumps in
atomic time delay using simple analytical expression. We
start from the definition of relative time delays Aty (6)
and combine it with the expression for atomic phases in
Eq. (8). The angular dependence of relative time delays
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reduces to

1
At (0) = Yo arctan (10)

0

(f(9)—f(0))
L+ f(0)f(0) )

where f(0) is the right-hand side of Eq. (8). Phase jumps will
occur for zero values of the denominator in the arctan function
argument. However, in order to reach a simplified analytical
expression to predict the phase jumps, we will consider the
very likely scenario in which the phase differences between
different partial waves are almost equal for absorption and
stimulated emission [30,33], or equivalently ¢; ~ ¢5 + A,
with |A| < 1. Applying this approximation and for A = 0,!
we obtain a quadratic equation in cos(26) for the phase jump
angles that satisfies the relation

1 2|7

cos(26;7) ~ —<— + ——>.

11
3 3T (1

Here we remark that A # 0 is a necessary condition for the
obtention of atomic time delays depending on the photoelec-
tron emission angle. Otherwise, f(6) = f(0) in Eq. (10) and
no phase jump can occur because the angular dependenc is
lost. However, the specific values of A do not influence the
position of phase jump angles Gji aslong as |A] < 1.

From Eq. (11) we see that the modulus quotient of ra-
dial matrix elements TLi largely dictates the photoelectron
emission angles where phase jumps take place. Even though
propensity rules are liable to be overridden at some specific
conditions [40,41], we find that the qualitative usefulness
of Eq. (11) improves by combining it with the generalized
Fano propensity rule [19]. It states that continuum-continuum
transitions triggered by the absorption (emission) of one IR
photon favor the partial wave with higher (lower) angular
momentum. Thus, phase jumps shown in Fig. 2 can only
result from absorption pathways, as the quotient satisfies
0 < |T,"/T,"| < 1, and we can always find a real solution
6/ to Eq. (11). The vertical dashed lines in Fig. 2 display
the phase jump angles B;L we obtain by using radial matrix
elements from SOPT calculations [33,38]. Conversely, emis-
sion channels cannot induce phase jumps on this setup. The
inset in Fig. 2 for SB, quantitatively depicts the generalized
Fano propensity rule for initial s states. The almost perfect
agreement between exact SOPT (stars) and ACC-RME model
(solid lines) results over the entire energy range illustrates the
accuracy of the analytic method when it comes to predicting
modulus ratios of radial matrix elements. Consequently, we
can safely invoke the factorization of radial matrix elements
that the ACC-RME model predicts to reach an additional
conclusion. The phase jump angle G;F derived from Eq. (11)
will only depend on the relative strength of the continuum-
continuum transitions p — s and p — d. Ultimately, this
allows us to conjecture a direct dependence of the phase jump
angles on the photoelectron energy, the net charge of the
parent ion, and the IR photon wavelength.

For comparison, in Fig. 2 we also include the experimental
data for the relative total atomic delays in helium reported in

!The next-order term in the Taylor expansion around A = 0 of the
solutions to the quadratic equation are negligible due to |A| < 1.

Ref. [17]. The similarity between the theoretical results for hy-
drogen and the experimental data for helium is not surprising
and follows from two facts. First, the single-electron dynamics
dominates the response of helium atoms in this energy range
[17,40]. Second, the quotients of transition matrix amplitudes
for s and d partial waves, Toi / Tzi, govern the relative time-
delay patterns [17]. Moreover, as the moduli and phases of
these quotients follow a universal pattern for the same final
photoelectron energy [19,30,33], the angular variation of time
delays for hydrogen and helium atoms must be similar. The
assertion above is further tested by recent experimental re-
sults [27]. Although the measurement was conducted using
a stronger IR field, our theoretical results fall within the error
bounds of the observations. To appraise the impact of stronger
IR fields on angular variations of time delays, we perform
an additional set of TDSE simulations, using IR intensities
around the experimental value. The results we obtain for total
atomic delays using a stronger IR intensity (not shown here)
are almost identical to those in the perturbative regime. There-
fore, we can discard the IR intensity as the (only) source for
the asymmetry displayed by the theoretical data in Ref. [27]
and reproduced in Fig. 2. Moreover, the agreement of our
results for low and high IR intensities allows us, in principle,
to rule out focal volume averaging effects on this observable.

This universal trend is also captured in the results plotted
in Fig. 2, where we specify the photoelectron energy in each
sideband for both hydrogen and helium targets. For other
initial states, bound-continuum contributions may have a non-
negligible role in defining the phase jump emission angles
because intermediate states will have more than one possible
angular momentum value.

B. Nonparallel case © # (°

In the following, we explore the angularly resolved phase
differences (or equivalently in terms of time delays) resulting
from RABBITT spectra for different relative polarization an-
gles ® between the attosecond pulse train and the IR field.
In such a scheme, the light-atom system no longer has cylin-
drical symmetry and atomic time delays depend on both the
azimuthal and polar emission angles. We focus on electron
emission into the plane defined by the polarization vectors of
the XUV and IR fields. From now on, 6 denotes the photoelec-
tron emission angle in the xy plane measured from the positive
x axis, the polarization direction of the attosecond pulse train
(see Fig. 1).

In Fig. 3 we depict the angular variation of atomic time
delays for sidebands 12-16 in hydrogen and different rela-
tive polarization angles ® between the XUV and IR fields.
We notice that a double-well pattern unfolds as ® increases.
The broad symmetric valley shapes found for collinear fields
(Fig. 2) become two narrow shapes at specific angles (Fig. 3).
To reveal the physical origin of this phenomenon, we gen-
eralize the equation to obtain the approximate phase jump
angles to the case of noncollinear laser polarization directions.
Following the same steps leading to Eq. (11), we find that
phase jump angles in the nonparallel case satisfy the relation

cos(20F — ©) ~ —(l + gﬁ) cos ® (12)
R CE N ’
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FIG. 3. Angularly resolved atomic time delays at photoelectron energies coinciding with RABBITT sidebands for hydrogen atoms and
different relative polarization angles ®. The results are computed through three different methods: TDSE, SOPT, and ACC-RME calculations.
Theoretical and experimental data for helium were taken from Ref. [27]. The phase jump angles Q‘ji were obtained from Eq. (12) and the
relative time delay for that emission angle was obtained from linear interpolation of the TDSE results. This procedure may lead to larger
fluctuations for sidebands with larger index due to the steeper variation of At,,. We display only the first occurrence of the phase jump angles
Q/i associated with absorption and emission pathways. The second phase jump angle for each family arises at emission angles symmetric with

réspect to (r + ®)/2.

after setting A = 0. A distinctive feature of this equation, and
perhaps the central contribution of this paper, is that it pre-
dicts the emergence of another family of phase jump angles.
Briefly, the cos ® factor can make the right-hand side greater
than —1, regardless of the value for |T0jE / T2i|. Therefore, it
will be possible to find real solutions also for phase jump
angles 6, associated with emission pathways, which are for-
bidden in the parallel case. The availability of a second family
of phase jump angles should therefore restore atomic time
delays to values similar to those found before the first phase
jump induced by the absorption pathways. Hence, changing
the relative polarization angle can split the broad time-delay
valleys obtained for the parallel case into two narrower ones.
For sidebands 12-16, we find that a relative polarization angle
® larger than approximately 35° leads to physical solutions
also for emission pathways, in agreement with the results in
Fig. 3. Thus, the analytic expression in Eq. (12) predicts, in
a simplified manner, all the phase jump angles that ultimately
shape the angular evolution of atomic time delays.

As in the parallel case, the vertical dashed lines mark the
phase jump angles we calculate from Eq. (12) using SOPT

radial matrix elements. Although we do not explicitly in-
dicate them, each family presents a second phase jump at
emission angles symmetric with respect to (7 + ®)/2. A
visual inspection of Fig. 3 leads us to conclude that solutions
jS provide a reasonable approximation for the full width at
half minima of the time-delay valleys. Therefore, by using
Eq. (12), we can analyze the narrowing of the time-delay
valleys with increasing photoelectron energy or the relative
polarization angle. For fixed © values, the quotient |7;" /T, |
increases for increasing photoelectron energy, as the inset in
Fig. 2 shows. In that case, the right-hand side of Eq. (12) will
tend to — cos ® from above. In the asymptotic region, where
|T,F| >~ |T,"|, the first occurrence of the phase jump angle
9;’ will approach 90° from the left, i.e., the phase jump will
occur for electron emission perpendicular to the polarization
vector of the attosecond pulse train. A similar analysis shows
that the other phase jump enclosing the time-delay valley will
approach 90° from the right.

The previous analysis shows the role that radial degrees of
freedom play in shaping the angular variation of atomic time
delays through the radial matrix elements. Alternatively, the
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angular degrees of freedom may induce similar effects. Larger
tilt angles ® may also cause a narrowing of the time-delay
valleys we obtain for sidebands, as Fig. 3 shows. Under the
assumption that photoelectron kinetic energy remains con-
stant, larger ® values make the right-hand side of Eq. (12)
approach zero from below because of the cos ® factor. At
first glance, this factor should push the phase jump angle 9;'
to the left. However, this effect is overcompensated by the
©®/2 shift arising from the left-hand side of Eq. (12). In sum,
increasing the tilt angle ® has a net effect on the width of
time-delay valleys similar to considering higher photoelectron
kinetic energies. Here the angular algebra induces a depletion
of s final continuum states when © values move towards 90°.
This depletion is responsible for the better agreement between
our model and ab initio results we observe for larger ® values.
From a qualitative point of view, this trend relates to the fact
that models based on approximate wave functions for inter-
mediate and final states are expected to perform better when
phase differences between partial waves of final continuum
states approach zero.

The results in Fig. 3 display two minima for the total
time delay. One of them corresponds to electron emission
perpendicular to the XUV polarization vector, as observed in
the parallel case. The other one occurs for electron emission
directions perpendicular to the IR polarization vector, irre-
spective of the tilt angle ® and photoelectron kinetic energy. A
recent theoretical and experimental study conducted on noble-
gas atoms [27] reached the same conclusion about the latter
minimum. For increasing relative polarization angles ®, the
comparison of our results with the experimental observations
[27] deteriorates. The drift towards higher total time delays
that observations for helium display contrasts with theoreti-
cal results, even those for larger IR intensities. On the other
hand, the agreement of our results with theoretical data from
Ref. [27] is more satisfactory. The largest discrepancies are
observed for electron emission directions perpendicular to the
IR polarization vector.

Low photoelectron emission probabilities usually hinder
the direct observation of minima described above [17,27]. A
more efficient approach to experimentally verify their exis-
tence is to induce on the system the double phase jumps we
reveal. Contrary to what Fig. 3 might suggest, the emergence
of the double-well structure is not restricted to tilt angles
larger than 35°. The interplay of radial and angular degrees of
freedom evidenced in Eq. (12) makes it possible to find that
signature for every angle ® # 0 provided the photoelectron
kinetic energy &, is high enough. Nonetheless, for asymptot-
ically large &, values, the quotient of radial matrix elements
approaches unity with the consequent decrease in the width
of the wells, making them harder (if not impossible) to detect
experimentally. Clearly, photoelectron emission probabilities
play a central role in studying this phenomenon.

C. Photoelectron emission probabilities

Next we focus on how the relative polarization angle ®
modifies the angular emission pattern. With that goal in mind,
we concentrate on the A parameter in Eq. (1) to estimate
how the tilt angle ® affects photoemission probabilities in
different setups. For infinitely long IR fields, the A parameter

- 10-7] v . S 5 0 v
1081 TDSE H 5812
-1 === Eq. (14) N ,

1077_' v v 0 = 20° v
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FIG. 4. Time-delay-independent photoelectron emission proba-
bilities [A term in Eq. (1)] as a function of photoelectron emission
angle 6 for different relative polarization angles ® between the XUV
and the IR fields. Theoretical and experimental data for helium were
taken from Ref. [27].

is nothing but the zeroth-order Fourier series coefficient for
the periodic dependence of the sideband signal on the delay
7. Therefore, it is a robust (almost time-independent) measure
of the differential photoelectron emission probabilities.

In Fig. 4 we show the dependence of the A parameter
on the photoelectron emission angle 6 for different pump-
probe relative polarization angles. The solid line and circles
represent the results we obtain by fitting angle-resolved pho-
toelectron spectra from TDSE simulations with Eq. (1). The
data unambiguously show a signal decrease for electron emis-
sion in directions perpendicular to the polarization vectors
of XUV or IR laser fields. The trend becomes apparent for
increasing relative polarization angles ®, with deeper minima
in the signal. The photoelectron emission probabilities span
two orders of magnitude and explain the difficulties in the
detection, particularly for emission directions where atomic
time-delay minima arise. Again, we compare our results with
the theoretical and experimental data available [27]. From a
qualitative point of view, the experimental results suggest the
same pattern we find for minima. Quantitative agreement is
only obtained for electron emission directions where prob-
abilities are larger, which exemplifies the difficulties posed
by the detection of signals spanning one or more orders of
magnitude. The agreement with theoretical data is much more
satisfying. Differences in the depth of the wells of photoelec-
tron emission probabilities may stem from the IR pulse setups.
In our simulations, the full width at half maximum pulse
duration for the IR is about half that considered in Ref. [27]
and at the same time the envelopes are different. These two
properties are known to induce differences on the Fourier
transform of the IR that in turn may influence the numerical
values obtained around minima in the observables.

To further understand this behavior, we again resort to
analytic tools. Based on the soft-photon approximation [42],
it is possible to show that the angular dependence of the
nonoscillatory factor A in Eq. (1) is proportional to cos*6 in
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the parallel (® = 0°) case [28]. This result is formally valid
for asymptotically high photoelectron energies. However, it
describes the angular dependence of A for &, values above
a few eV [28,43]. In the following, we derive an analogous
expression valid for the nonparallel case. In Refs. [44,45] we
model the sideband photoelectron angular distributions for
different RABBITT-like configurations as

Ly(0, ¢)  [1 4 BPs(cos §)] sin® (kez'R), (13)

with 8 the asymmetry parameter for the single-photon ion-
ization of the atomic target by the XUV pulse (pump stage),
P>(x) the second-order Legendre polynomial, k. the photo-
electron momentum, and R a vector quantity collinear to the
IR polarization direction (see Refs. [44,45] for further de-
tails). At variance with more standard approaches like Eq. (1),
the equation above remains valid for IR intensities such that
continuum-continuum transitions beyond first-order signifi-
cantly contribute to sideband signals. For usual RABBITT
setups, with only lowest-order continuum-continuum chan-
nels effectively open, the relation |k, - R| < 1 holds and the
rightmost factor in Eq. (13) can be approximated by sin”(x) ~
x%. In addition, as we are analyzing electron emission in
the plane defined by the XUV and IR polarization vec-
tors, the scalar product k. - R reduces to k.R (cos6 cos © +
sin 0 sin ®) = k,R cos(f — ®). With these results in mind and
provided B =2 for initial s states, it is straightforward to
show that the angular dependence of the A parameter in
Eq. (1) reads

A  cos’ 6 cos*(6 — ©) (14)

for every © value and it recovers the cos* # law for a parallel
configuration of the fields.

The direct comparison between the asymptotic model in
Eq. (14) (red dashed line) and TDSE simulations in Fig. 4
highlights several facets of the process. First, the angular
algebra largely dictates the salient features of photoelectron
emission probability. Thus, we expect a universal character for
the A parameter provided the initial atomic state has the same
angular quantum numbers. Second, the enhanced predictive
power of Eq. (14) for ® approaching 90° brings to the fore
the fact that only d partial waves survive for such a configu-
ration [26,40]. Therefore, the s partial wave depletion makes
the unbalance of radial matrix elements play a diminishing
role. Such an arrangement of laser fields represents the best
opportunities for prediction models based on the soft-photon
approximation, as they cannot account for relative variations
in the weight of each partial wave. In turn, deviations in
Fig. 4 between the TDSE results and those from Eq. (14)
also stem from small phase shifts between partial waves.
However, the model and TDSE calculations differ for photo-
electron emission directions whose probabilities are so low
that their detection, with current experimental capabilities,
could represent a challenge. This fact renders soft-photon ap-
proximation models an ideal candidate for quickly assessing
some gross features in angularly resolved two-color reaction
processes.

IV. CONCLUSION AND OUTLOOK

A simple analytical model was presented in order to pre-
dict angularly resolved photoionization time delays in atomic
targets employing the RABBITT technique with different rel-
ative polarization angles between the XUV and the IR fields.
The model reproduced the significant variation of the time
delays with the photoelectron angle emission in H and He
atoms, revealing a clear phase jump at around 65°, discussed
in previous works [17,19,28]. This jump is associated with the
relative contribution of different partial waves. Our analytical
model perfectly reproduces this behavior. It was demonstrated
in hydrogenic atoms and compared with previous theoretical
and experimental data for a standard RABBITT scheme, i.e.,
with collinear fields. More interestingly, we further analyzed
the case of different relative polarization angles and compared
our results with the available theoretical and experimental
data.

First, it was found that it is possible to manipulate the
angular dependence of relative time delays by varying the
polarization angle between the fields. Indeed, a characteristic
double-well shape was found for the time delays as a function
of this angle. In other words, a set of phase jump angles was
found for noncollinear fields. We explicitly showed that radial
matrix elements of emission pathways dictate the photoelec-
tron emission angles for which this family of phase jumps
occurs. Furthermore, we demonstrated that phase jumps asso-
ciated with emission pathways are forbidden only for parallel
orientation of the XUV and IR polarization vectors. For
any other relative polarization angle between the XUV and
IR fields, it should be possible to observe the double-well
structure. However, for sufficiently high photoelectron kinetic
energy, its observation may be hindered by the shrinking of
the characteristic width of each well, which in turn can be
predicted from the dependence of radial matrix elements (quo-
tient) on the kinetic energy. Based on this, we can conclude
that the ability to guide the position of phase jumps via po-
larization control allows us to predictably adjust the response
time of electrons between the two levels that naturally arise in
these systems.

Then we studied the angular dependence of the fitting
parameter A characterizing photoelectron emission probabil-
ities in RABBITT sidebands. Taking advantage of previous
studies, we put forward an asymptotic law able to predict
the behavior of this fitting parameter with reasonably good
accuracy. In turn, this simple asymptotic law showed the deep
connection between time-delay minima for electron emission
directions perpendicular to either the XUV or the IR laser
fields and the angular degrees of freedom of the system.

Finally, we want to point out that our analytic model ad-
mits an extension to study angular variations of time delays
on more complex atomic (or even molecular) targets. That
goal can be achieved provided single-center expansions for
bound-continuum dipole matrix elements are available. Care
should be taken when selecting the method to describe the
pump stage of the reaction for other initial states. Noble-gas
atoms may display effects such as Cooper minima [46], which
should be correctly described by the method of choice in order
to ensure an appropriate level of accuracy [47]. We expect this
study may foster renewed experimental and theoretical efforts
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to understand the information conveyed by these observables
and eventually use that knowledge to control their behavior.
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APPENDIX: EXPANSION COEFFICIENTS g, ;-

In this Appendix we explicitly write the coefficients g,
for the double summation in Eq. (7) defining the oscillatory

pattern of sidebands. The same set of factors enter Eq. (8),
from which we extract the time delay 7,. As we solve the
TDSE with the QPROP code and it allows us to set noncollinear
fields only if their polarization vectors lie in the xy plane,
these results are obtained for that configuration of the fields.
In addition, as we consider emission into the plane xy defined
by the polarization vectors of the XUV and IR radiation fields,
the following results are specialized for that case:

0.0 = 1 cos” @, (Al)
0.2 = 7 cos O[cos © + 3 cos(® — 26)], (A2)
82,0 = 80,2, (A3)

822 = § c0s O[cos O + 6.cos(® — 20)]
+ 21+ cos(20 —40)]. (A4)

Using these expressions for gy 1/, it is possible to obtain the
angularly resolved time delays from Eq. (8) by replacing the
radial matrix elements obtained from SOPT or ACC-RME
calculations.
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