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Harrow-Hassidim-Lloyd algorithm (HHL) allows for the exponentially faster solution of a system of linear
equations. However, this algorithm requires the postselection of an ancilla qubit to obtain the solution. This
postselection makes the algorithm result probabilistic. Here we show conditions when the HHL algorithm can
work without postselection of the ancilla qubit. We derive expectation values for an observable M on the HHL
outcome state when ancilla qubit is measured in |0) and |1) and show a condition for postselection-free HHL
running. We provide an explicit example of a practically interesting input matrix and an observable, which
satisfies the postselection-free HHL condition. Our work can improve the performance of the HHL-based

algorithms.
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I. INTRODUCTION

The Harrow-Hassidim-Lloyd (HHL) algorithm [1] is a
quantum algorithm that provides a solution for a linear system
with an exponential speedup. While having several caveats
[2], this algorithm is an important subroutine in quantum
computing. Since its invention, numerous applications of this
algorithm to practical problems were demonstrated: solving
linear systems is used for differential equations [3,4], cal-
culating scattering cross sections [5], and building quantum
machine learning algorithms [6-8], or using this algorithm
as a tool to attack cryptographic protocols [9—-11]. There are
efforts to implement the HHL algorithm in a digital-analog
approach to quantum computing [12], which is more resilient
to quantum noise. Progress in quantum computing devices in
the last decades allowed conducting low-dimensional exper-
iments, which investigate practical opportunities and caveats
of the HHL algorithm [13-15].

The HHL algorithm requires postselection of an ancilla
qubit in a quantum state |1) to produce a solution. Ancilla
measurement in the |1) state has a nonunity probability, which
leads to discarding part of the algorithm runs on a quan-
tum processor. Consequently, discarding results leads to an
increase in quantum processor running time. An amplitude
amplification algorithm [16] is usually used after the HHL
circuit to increase the probability of measuring ancilla in |1).
This step requires O(k ) repetitions of the amplitude amplifica-
tion to make a success probability sufficiently high. Here « is a
conditional number of the input matrix A, where A represents
a system of linear equations we want to solve. A running
time of the HHL is O[log(N)s?«? /€] [1], where one k comes
from the amplitude amplification step. Although adding only a
polynomial (in «) complexity overhead, the amplitude ampli-
fication step increases algorithm running time and introduces
gate errors into computation when the algorithm is run-
ning on a noisy intermediate-scale quantum (NISQ) device
[17]. Until fault-tolerant quantum computation is available,
the postselection step decreases the efficiency of the HHL
algorithm.
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There were several works, which improve the solution of
linear systems on a quantum computer. In [18], a variable-
time version of the amplitude amplification algorithm allows
reducing the dependence on the conditional number from &>
to k log® k. In [19], a decomposition into a linear combina-
tion of unitary operations allows reducing the dependence
on precision from 1/¢ to log(1/€). In [20], an algorithm for
solving linear systems based on a quantum singular value
estimation algorithm allows solving the problem for dense
matrices. Finally, in a recent paper [21], an algorithm for
solving linear systems based on a discrete adiabatic theorem
allows solving the linear problem with optimal query com-
plexity of O[« log(1/¢€)]. Still, there is surprising room for
improvement in the original HHL algorithm.

In this paper, we demonstrate conditions for running the
HHL algorithm without postselection of the ancilla qubit.
This is possible for input matrices A and for measurement
matrices M, which satisfy a particular commutator identity.
When this identity is satisfied, the algorithm produces quan-
tum states for two ancilla measurement outcomes (]0) or [1)),
in which expectation values deviate from each other only
by an easily accessible constant. This connection of expec-
tation values allows using both output states to obtain an
expectation value of M on the solution of the linear system.
We provide an explicit example of an input matrix A, which
satisfies the postselection-free condition and which is widely
used in applications. This reduction of postselection leads to
the economy of O(x) operations of amplitude amplification,
otherwise used to amplify the success probability of ancilla
measurement.

This paper is organized as follows. In Sec. II, we pro-
vide a formulation of the HHL protocol and derive the
postselection-free condition. In Sec. III, we demonstrate a
practically interesting example of input matrices and observ-
ables, which satisfy the postselection-free condition. Finally,
we conclude this paper and discuss perspectives in Sec. IV.
The Appendix is devoted to a detailed work through of a
toy example with a 2 x 2 matrix, which demonstrates the
postselection-free HHL.

©2023 American Physical Society
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II. DERIVATION OF THE POSTSELECTION-FREE
CONDITION

A. HHL algorithm

Here we formulate the original HHL algorithm. The HHL
algorithm [1] is designed to provide a solution for a system of
linear equations in the form of a quantum state. Every system
of linear equations can be represented with a coefficient ma-
trix A, a vector of system solution X and an income vector b. If
a matrix A is invertible, a unique solution for the linear system
of equations exists. For an invertible matrix A, a vector X of
unknown variables and a vector b of known values, a system
of linear equations has the form

A% = b, (1)
with a solution of this system
T=A""b. )

In quantum formalism, this solution has a form

) = Z ). 3)

for an input matrix A

N
A=l ), “4)

and an input state |b),

N
= Bjluy). ©)
j=1

Here A; and |u;) are eigenvalues and eigenvectors of the
input matrix A. The HHL algorithm produces the following

quantum state:
1 )a) . (6)

—ZNjﬁm(/l o+ &
- 14 — T2 Wa 3
j=1 Aj Aj

After measurement of the ancilla qubit, this state transforms
into one of two quantum states

|x0) = Z Bj /1 Iu] when we measure a = 0, (7)
) = Z ﬁ, )

which we provide here in an unnormalized form for simplic-
ity (we will restore state norms further). The original HHL
algorithm tells, that the state (8) is a solution of the linear
system up to a constant C [compare to (3)]. At the same
time, (7) is the outcome when the algorithm fails to solve the
linear system problem in a sense of original HHL algorithm.
In the following sections we will show that, under particular
condition, the state (7) provides the same observable value
(M) as a state (8).

when we measurea = 1,  (8)

B. Observable value for different ancilla outcomes

To have a quantum speed up, the result of the HHL algo-
rithm is used in two ways: it is used as an input to another
quantum algorithm, or it is used to measure some quantity.
Here we concentrate on the second way and consider an
observable value, represented with a measurement operator
M. The result of measuring this operator on a final state (8)
is a correct outcome of the algorithm. At the same time,
measurement on a state (7) is considered a failure. In this
section we are going to find a connection of observable values
for states (7) and (8).

Let us rewrite (7) in a form of a linear system solution

lxo) = Az'1b), )

where AEI denotes an inverse matrix of some linear system.
The form of this matrix can be derived from (7):

Ac'Ib) = Zﬂ, /1- |u,>
= ZZﬂ,‘/ |uk><uk||u,>
k j=1

C2
=3 1—A—£|uk><uk|2ﬁ,-|u,>, (10)
k J

so a matrix form of AEI is

1 ¢
- :Z 1—k—i|uk)(uk|- (1D
X

We can connect this matrix with the matrix of the initial
system as following:

L C |3} |
:ZTk o5 — Mone) el
k
Z ol u,|Z ——1|uk (ue] = Ac'D,

(12)

-1 _ Cy,, . I . .
where A" = Zj A—jlu,)(u ;| is a normalized inverse of the
initial linear system matrix and

)\2
D=3\ 25 — ) (e (13)
k

is some additional transform.

Having connection (12), we can establish connection be-
tween observable values for two ancilla qubit outcomes. If we
measure an observable M on a state (7), we obtain a value

LT,

(x0|M|x0) = (b(Ac' D) MAL'DIb)

= (b|D'AZ'"MAZ'DIb) = (x)|D"MD|xy), (14)

and we measure an observable M on a state (8), we obtain a
value

(x1IM|x1) = (bIAZ TMAZ'|b). (15)
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The identity (14) is valid because [A, 1. D] = 0 as both matri-
ces are diagonal at the same basis.

The equation (14) shows that the result of measurement the
observable M on the quantum state (7) is equal to measure-
ment of another observable D'MD on the correct answer (8).
In the following section we are going to transform identity
for (14) to extract (15) from (14) and to investigate on the
remainder part.

C. Connection of observable values for different
ancilla outcomes

To derive a connection between (15) and (14), let us intro-
duce a new form for a matrix D as follows:

2
D= Z (1 — (1 —‘/% — 1))|u.,-)(uj| =I—A, (16)
J

where we introduced an auxiliary matrix A=} (1 -

Y % — D)|u;){(u;|. Let us prove a couple of identities for ma-
trices Ac, D, and A.

Lemma Il.1. A*> = A% — 2D.

Proof.

A2 :
A? = Z (1 — Csz — 1) o) (u;|

J

)\2
_Z<1_ ——1+(C2—1))|uj><u,~| (17)

_Zcz“‘/ ujl = Z __1

iujl = AZ — 2D.
(18)

Lemma I1.2. D* = A% —
Proof.

2
p=Y (% = 1)|uk><uk|
k
= Z

£ i) ] — D ) | = Az —1. (19)

k

[ |
Using the A-matrix form transforms (14) into a sum of two
parts

(xi|D'MDIxy) = (xi|M1x;) — (xi[MAlxy)
— (xilAMxy) + (xi|AM Alx;)
= (x1IMlx) + (0 [8M|x1), (20)
where we separated an error operator
SM = AMA — [M, Aly, [M,Aly =MA+ AM. (21)

Here we can see a part of (15) in (14), but the error term
(21) contains the sum of terms with auxiliary matrix A. We
are going to simplify this through several transforms and the

backward application of (16) identity. For convenience, let us

denote a commutator
M, Al=MA — AM =R. 22)

Using this commutator, we can rewrite the error term (21)
in two forms and then sum up results. These two forms are

following.
(1) First form:
AMA = (MA — R)A = MA? — RA, (23)
M, Als = MA + AM = 2MA —R. (24)

Using definition (16) and lemma (II.1), we obtain
SM = MA*> —RA —2MA +R =MA*> —2MA +R(I — A)
= M(AZ — 2D) — 2M(I — D) + RD
= MAZ — 2M + RD. (25)
(2) Second form:

AMA = A(MMA + R) = A’M + AR, (26)

M, Aly =MA+ AM =2AM +R. 27)
Using definition (16) and lemma (II.1), we obtain
M = A°M + AR —2AM — R = A°M — 2AM —
= (AZ —2D)M —2(I — D)M — RD
=AM —2M — DR. (28)
Combining (25) and (28) lead to the following identity:
SM = 1(8M + 8M) = MAZ + AZM — 2M + i[R, D]. (29)

(I— AR

Lemma I1.3. MAL + AZM
Proof.

= [[M,AclAc].

MAZL = MAL — AcMAc + AcMAc

= (MAc — AcM)Ac +AcMAc

=AcMAc + M, AclAc, (30)
AZM = AZM + AcMAc — AcMAc

= Ac(AcM — MA¢) + AcMAc

= AcMAc — AcIM, Acl, (31)

MAZ + ALM = [using (30) and (31)]
= 2AcMAc + [M, Ac)Ac — Ac[M, Ac)

= 2AcMAc +[[M, Ac]Ac]. (32)
|
Using lemma (I1.3) and (29), we obtain

8M = AcMAc — 2M + (M, AclAc — AcIM, Ac])
= AcMAc — 2M + {[IM, AclAc] + LR, D1 (33)

We can get rid of the R matrix in the (33) using the following
identity.

Lemma Il.4. |R, D] = —[[M, D], D].

Proof. We use definitions (16) and (22):

[R,D] = [[M, Al,D] =[IM,I—D],D] = —[[M, D], D].
(34)
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FIG. 1. Heatmaps of conditional values of an input matrix A (left) and a commutator (37) values (right) over dimensionless parameters
a and b from the input matrix. A dimension of the input matrix is 2°. Upper bound for conditional numbers is chosen 100 and commutator

Frobenius norm values are multiplied by 10® for clarity.

Finally, using lemma (I1.4) and lemma (II.2), we obtain

8M = AcMAc — 2M + 1[[M, Ac]Ac]

M Jap-1) Az -1 3)

Now we have everything to formulate a connection between
(xo|M|x0) and (x;|M|x;) explicitly. We use identities (14),
(20), and (35) and Ac|x;) = |b) to formulate a theorem.

Theorem I1.5. For the HHL algorithm with an input matrix
A and an input vector |b), results of measuring the observable
M on the output state for ancilla qubit outcomes equaling O
and 1 are connected in the following way:

(xoIM|x0) = (bIM|D) — (x1IM|x1) + (xi|K|x1),  (36)

where
K=K —K,, (37)
Ki = 3[[M, AclAc], (38)
Ky = A[[M. /A2 —1]. /a2 —1]. (39)

Corollary I1.5.1. 1f the error commutator K = 0, then the
results of measuring the observable M on the output state for
ancilla qubit outcomes equal 0 and 1 are connected in the
following way:

(xolM|x0) = (bIM|D) — (x1|M|x), (40)

and the HHL algorithm is postselection-free.

If commutators K; = 0 and K, = 0, then the HHL algo-
rithm is postselection-free; the input vector |b) is given by
assumption of the HHL algorithm [1,2] and the expectation
value (b|M|b) can be obtained at will. Thus, we can obtain an
expectation value (x;|M|x;) even if we measured |0) on the
ancilla and obtained an output vector |xp). In the following
section we will show a practically interesting example of an
input matrix, which satisfies the postselection-free condition.

Previously, we worked with unnormalized state for sim-
plicity. If we restore norms of quantum state, which occur
after ancilla measurement, we obtain a following connection
of expectation values:

(x1|M|x1) = ———=((b|M|b) — Pr(a = 0){xo|M|xo)),
Pr(a=1)

41)
where |xp) and |x;) are now normalized quantum states. This
identity follows from (40) with use of the fact that after,
the ancilla qubit measurement, a state of the input register
normalizes as |x;) /«/Pr(a = i) with i = 0, 1. A more detailed
analysis of the normalization influence is provided in the

Appendix.

III. EXPLICIT EXAMPLE

To demonstrate the applicability of the postselection-free
idea, we provide a particular example of a matrix, which is
important in solving many practical problems, e.g., this matrix
appears in solving differential equations (e.g., see [15]). The
matrix has the following form:

a b 0 0 0 0
b a b 0 0 0
0 b a 0 0 0

A — E . . . E
0 0 0 a b 0
0 0 0 b a b
0 0 0 0 b a
N—1 N-2

=ay k)Gl +b Y (k+ 1)kl + k) (k+ 1)), 42)

k=0 k=0

where a and b are dimensionless parameters which come from
a problem under the scope. In the following we will keep
these parameters (as well as observable values) dimensionless
for convenience, although their physical units can be assigned
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once the original problem (i.e., where the matrix came from)
is specified.

To illustrate the postselection-free work of the HHL al-
gorithm, we first here provide a simple explicit example for
a system of two linear equations with particular values of
a = 1.5 and b = 0.5, which we take from [22]. The matrix
then reads as follows:

15 05
Az(o.s 1.5)' “43)

This matrix can be rewritten in a form A = 1.5 + 0.5X

we have VA2 — ‘5(1 + X), which again commutes with
M: M, VAT =11 = L2[X, 11+ 2[X,X] = 0, and thus the

second part of the commutator (37) also vanishes. The
postselection-free condition is met in this case. We pro-
vide further details on numerical calculation of this case in
Appendix.

Next, we prove that this matrix commutes with an ob-
servable of the form M =X ® X ® --- ® X. To prove this
statement, we rewrite the observable in the following form:

with X = ((1) (1)). We take an observable M = X to meet the N-l
postselection-free conditions. Then, we have that [M, A] = M=X®@X® -®X= Z k) (N — 1 — k. (44)
1.5[X, 11+ 0.5[X, X] =0 and the first part of the commu- k=0
tator (37) vanishes. For a second part of the commutator, The commutator then takes the form
|
N—2N-1
[A, M] = all, M] +b2 Z(Vﬂ)(kl + k) (N — 1 = ka| = [ka)(N — 1 — kal|k1) (kg + 1] 45)
k1:0 k2:0
ki + D (ki) (N — 1 = ka| — [ko)(N — 1 — ka||ky + 1) {ky ). (46)
Using that [/, M] = 0 and orthogonality of quantum basis states (k;||k;) = ;;, we obtain
N-2 N-2
[A, M] = bZ(|k><N —2—k|—IN =2 —k){k]) ~I—b2(lk+ DN —1—k| =N —1—k){k+1]). 47
k=0 k=0
Each of the two sums is equal to zero. To show this, we rearrange the summation index in every second term of each sum as
follows:
N—2
YN =2 —k| = >IN =2 — k) (k| = [knew = N —2 — k]
k=0
N—2 N-2
= |k)(N_2_k| - Z |knew)(N_2_knew| =0, (48)
k=0 Knew=0
N-2 N-2
|k+1)(N—1—k|—Z|N—1—k)(k+l| = [knew + 1 =N — 1 — k]
k=0 k=0
N—2
=) k+1N—1—k - Z [Knew + 1N = 1 = knew| = 0, (49)
k=0 nevv—O

which proves that [M,A] = 0 for the matrix (42) and the
observable (44).

The second summand of the commutator (37) is
more complicated to solve exactly, so here we resort to
numerical analysis. To check the result, we calculated condi-
tional number values of a tridiagonal matrix and a commutator
(37) Frobenius norm for different a and b parameters values,
where the Frobenius norm is

Allr = D0 a2, (50)
i

where a; ; is an (i, j) element of a matrix A. We provide
corresponding heatmaps in Fig. 1. We calculated an input

(

matrix of dimension 2V with N = 6 for a grid of 201 values
for parameters a and b.

We can see that the commutator Frobenius norm has close
to zero values in a region of parameters (a, b). This region
corresponds to close to 1 values of the input matrix conditional
numbers. A conditional number describes a possibility to cal-
culate an inverse of the input matrix. The more the conditional
number is, the harder to calculate the inverse of the matrix
with good precision. In the case of tridiagonal matrix (42),
as long as matrix has low conditional number, it satisfies the
postselection-free condition. There is a region of parameters
a and b (a cone in the middle of heatmaps in Fig. 1), where
this condition is satisfied. Outside of this parameter region,
the HHL algorithm does not work well as the input matrix is
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|b) 4{ exp(iAL) H exp(iA%) }

FIG. 2. A quantum circuit implementing the HHL algorithm for a system of two linear equations for matrix (A1l).

not invertible and the postselection-free condition also loses
meaning.

IV. CONCLUSION AND OUTLOOK

We demonstrated that, for an input matrix A and an ob-
servable M, which satisfy a condition (37), the HHL can
work postselection-free. We derived outcome states of the
HHL for ancilla measurement in 0 and 1 and calculated their
expectation values M. We showed that expectation values
deviate only by an easily accessible constant value when the
postselection-free condition is satisfied. Thus, we can extract
a correct function of the linear system solution from both
algorithm outcomes. We provided a practical example of an
input matrix A and an observable M, which allows running
the HHL without postselection.

Our result can improve algorithms that use the HHL algo-
rithm as a subroutine. The HHL algorithm is efficient when
an output state is used to measure an expectation value of
some observable instead of measuring output vector compo-
nents [which takes O(N) steps]. For this application of the
HHL outcome state, we demonstrated that it is possible to get
the correct output without postselection of the ancillary qubit.
The other way to use HHL efficiently is to use the output state
as an input to another quantum algorithm. For example, the
HHL algorithm allows solving differential equations [3,4,23]
and numerous machine learning problems [24]. It is an open
question if the postselection-free condition translates to algo-
rithms based on the HHL. An explicit demonstration of such
translation is a subject of future research.

Another question is finding more problems, which sat-
isfy the postselection-free condition. The commutator relation

(37) provides a recipe for construction an input matrix A,
given a measurement matrix M and vice versa. For instance,
with a fixed measurement matrix M, one can look for an
input matrix A, which solves a particular problem and can
be effectively simulated (in the sense of Hamiltonian simu-
lation problem [25,26]). Contrary, with a fixed input matrix
A, one can look for a measurement M, which satisfies the
postselection-free condition, is efficiently realized on the
quantum device, and provides a solution for the problem
under the scope. Finally, it is reasonable to look for ma-
trices with postselection-free running of HHL in practical
matrices, such as one described in the main text. Prelimi-
nary results during the course of the main study favors that
more than 3-diagonal matrices (e.g., five and seven diagonal)
also satisfy postselection-free condition with the observable
(44). Building explicit examples of matrices, which satisfy
the postselection-free condition, is another subject of future
research.
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APPENDIX: DETAILS ON A 2 BY 2 MATRIX EXAMPLE

Here we provide further detail on the explicit example,
described in the main text. To demonstrate the idea of the
postselection-free HHL, we explicitly calculate a simple re-
alization of the HHL algorithm, introduced in [22]. Here,

050 — Classical solution | —— Classical solution
) Solution x; V% Solution xq J
0.25] o~ ~
s / e
T 0.00 S v
e e
Z y e //
-0.251 / S
e "
/
~0.50{ _ o e
00 02 04 06 08 10 00 02 04 06 08 1.0
6 6

FIG. 3. Expectation values of M on the HHL algorithm outcomes |x;) (Ieft plot), |xo) (right plot), compared to ¥’ Mx value (blue solid
curve), where X is a classical vector of the linear system solution. Classical solution values for different values of a parameter 6 are connected
with a curve to guide an eye. Parameter 6 is a dimensionless parameter of the initial quantum state.
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FIG. 4. Dependencies of a probability to measure (a) the ancilla in a state |1), (b) an average absolute difference between classical and
quantum solutions, and (c) a difference between observable values on classical and quantum solutions on a dimensionless parameter r, which

governs controlled rotation of the ancillary qubit in the HHL algorithm.

the HHL algorithm is used to solve a system of two linear
equations, represented by a matrix

1.5 0.5

A= (0.5 1.5)’
and we take an observable M = X. In Fig. 2, we provide a
quantum circuit of the HHL algorithm for this input matrix.
Here H is a Hadamard gate, QFT is a quantum Fourier
transform gate, exp(iAfy) is a unitary evolution for matrix A,
Ry is a Y rotation of a qubit state and U denotes an uncom-
puting gate for a sequence of gates before controlled ancilla
rotations. The input matrix can be decomposed into a form
A= %I + %X and commutes with the observable [M, A] =
%[X N+ %[X ,X] = 0. The second part of the commutator

(37) requires calculating a square root of the squared and
shifted matrix /A% — I. The math is the following:

(AL)

13 1\(3 1\_1(5 3
w3030 3)=50G 5 @
3/1 1
w-r=3(1 1) "
11 1 /1 1 1
(1 1>=ﬁ(1 1>=ﬁ(1+x). (A4)
Finally,
el ?(1 LX), (AS)

Itis easy to see, that this matrix also commutes with the matrix
of a chosen quantum observable: [M, /A2 — ] = */7§[X )+
BIx, X1 =0.

1. State vector simulator

We run the algorithm for 25 random initial vectors
|b) = cos %|O) + sin %|1) and obtained solution vectors |xp)
for ancilla measurement in state |0) and |x;) for ancilla
measurement in state |1). In Fig. 3 we provide expectation val-
ues M, = (x;|M|x;) and ﬁ[Mb — Pr(a = 0)M,], where
My = (xo|M|xp) and M, = (b|M|b). We compared results
with a classical solution for the system of linear equations X,
in particular, with a value ¥” Mx. From Fig. 3, we see perfect
coincidence with classical results and results obtained from

the HHL algorithm outcomes for ancilla values O and 1. In
Fig. 4 we provide dependencies of probability to measure the
ancilla in a state 1, fidelity of the |x;) with respect to classical
solution and an error on observable M between classical and
quantum solutions on a dimensionless parameter r, which
governs a rotation constant C = 2% in the HHL algorithm [re-
fer to (6)]. We can see that increasing r (lowering C) leads to
better precision of the HHL performance while decreasing the
probability of measuring the ancilla qubit in a state |1). A low
probability of the ancilla measurement (thus, a low probability
of the HHL correct outcome) is usually compensated with an
amplitude amplification [16]. Here we demonstrate that using
both output states for two ancilla measurement outcomes can
give a correct expectation value of M with only slight post-
processing (subtracting a constant value). This extraction of
correct expectation values is possible if a postselection-free
condition (I1.5.1) is satisfied.

2. QASM simulator

Measurement of an observable value in quantum com-
puting requires gathering statistics on a computational basis.
Thus, every observable value has a statistical error, which
depends on the size of the sample. Here we analyze how
statistical error influences the observable value of M, obtained
from two cases of ancilla qubit measurement.

2.5 —e— Nspots = 103

Nshots = 104

2.01 —a— Ngpots = 10°
—— Ngpors = 108
Sl=1.5
I “
S
gE
Sl 1.0
0.5
0.0
1 2 3 4 5 6 7
r

FIG. 5. Dependence (on parameter r) of a standard deviation to
value relation of an estimated probability to measure ancilla in a
state |1).
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FIG. 6. Dependencies (on parameter ) of estimated M value on resulting HHL vectors with ancilla measured in state |0) (left) and ancilla
measured in state |1). Every point is an average of 100 values, each of which is calculated by gathering statistics of 10° shots.

In the HHL algorithm, an important value for the algorithm
result is the probability to measure ancilla in a state |1). This
value is needed to introduce a proper normalization of (M)
and make it equal to a classical value of ¥” M for both cases
of ancilla measurement we need to divide the result on an
estimate of Pr(a = 1). In the previous section, we saw that
Pr(a = 1) decreases as a constant C decreases while the al-
gorithm precision increases. The smaller the Pr(a = 1) value,
the harder it is to estimate this value with gathered statistics.
For example, if Pr(a = 1) is of order 1073, it is required
to make about 10° algorithm runs in average to obtain one
measurement of ancilla in state |1). In Fig. 5 we provide a
variance-value ration of Pr(a = 1) for different number of
algorithm runs (shots). We can see that we need to make
more runs of the algorithm to estimate Pr(a = 1) as algorithm
precision increases [in a sense of result fidelity, provided in
Fig. 4(b)]. That means that a number of shots Ny, and a
constant value C have a trade-off, and we need to choose them
concerning requirements of algorithm results fidelity and time
consumption (if any).

For a fixed number of algorithm runs Ngos, a plot of
resulting observable M values for two cases of ancilla mea-
surement is provided in Fig. 6. Here are provided estimates of
observable values with standard deviations for different values
of algorithm constant C (remember that C is parametrized
with a parameter r in the considered toy problem). First, we
can see that for » > 3 both estimates (dots on plots) converge
to a classical value ¥T M*. That means that, for a particular
problem, there is a sufficient value of C, which gives adequate
precision to the answer, and taking C lower does not increase
the estimate precision significantly. Second, we can see that
the standard deviation (error bars on plots) is different for
two ancilla measurement cases. If we measure ancilla qubit
in a state |0) and construct an estimate of observable M with
equation (41), we obtain a correct estimate with a standard
deviation larger than in the case of the straightforward HHL

algorithm use, when ancilla is measured in state |1). The
estimate (41) uses estimated values of (b|M|b), (xo|M|xy) and
Pr(a = 1), each of which has statistical error. In the numerator
of (41), we have two estimated values with nonzero variance,
hence we have two sources of uncertainty instead of one in
the case when ancilla is measured in state |1). As a result,
the method to estimate observable M value for the state |xy),
which we propose in this paper, provides a correct estimate
with a price of a higher statistical error. Nonetheless, this
increased statistical error is not dramatic, and, with a proper
choice of a constant C and a number of algorithm runs Nghors,
we can obtain estimates with comparable precision.

For a fixed value of parameter r = 4, a plot of the standard
error of observable value estimates is provided in Fig. 7. For
a number of algorithm runs more than 10, standard errors of
two estimates (for ancilla measured in state |1) and |0)) are of
comparable value.

10
—o— My, estimated
8 M,
6 r=4
s
5 4
2
0 —o
10! 102 103 104 10° 106

lOg Nshots

FIG. 7. Dependence (on a logarithm number of shots) of stan-
dard deviations of observable value estimates for ancilla measured in
a state |0) (M, esiimaea) and for ancilla measured in a state [1) (M, ).
Both dependencies are provided for a parameter value r = 4.
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