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The Bell nonlocality is one of the most intriguing and counterintuitive phenomena displayed by quantum
systems. Interestingly, such stronger-than-classical quantum correlations are somehow constrained, and one
important question to the foundations of quantum theory is whether there is a physical, operational principle
responsible for those constraints. One candidate is the information causality principle, which, in some particular
cases, is proven to hold for quantum systems and to be violated by stronger-than-quantum correlations. In
multipartite scenarios, though, it is known that the original formulation of the information causality principle
fails to detect even extremal stronger-than-quantum correlations, thus suggesting that a genuinely multipartite
formulation of the principle is necessary. In this work, we advance towards this goal, reporting a different formu-
lation of the information causality principle in multipartite scenarios. By proposing a change of perspective, we
obtain multipartite informational inequalities that work as necessary criteria for the principle to hold. We prove
that such inequalities hold for all quantum resources and forbid some stronger-than-quantum ones. Finally, we
show that our approach can be strengthened if multiple copies of the resource are available, or, counterintuitively,
if noisy communication channels are employed.
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I. INTRODUCTION

It is undeniable that quantum theory is one of the most
successful scientific theories ever developed. Its mathematical
formalism and axioms, although counterintuitive, led to ex-
tremely precise and, oftentimes, intriguing predictions, which
were confirmed experiment after experiment. Among the most
counterintuitive phenomena that quantum systems can dis-
play, Bell nonlocality [1,2] is one of the most fascinating.

Bell nonlocality refers to stronger-than-classical corre-
lations between outcomes of measurements performed on
space-like separated systems. However, as noted by Tsirelson
[3], and later by Popescu and Rohrlich [4], nonlocal corre-
lations displayed by quantum systems are limited and are
not as strong as they could be, in principle. From a formal
viewpoint, such limitations follow from the mathematical ax-
ioms of quantum theory. From a physical viewpoint, though,
it would be of interest to the foundations of quantum theory
to identify operational axioms that could explain the limits of
quantum nonlocality and, ultimately, lead to the derivation of
the mathematical axioms of the theory from first principles.

In the last couple of decades, several principles were pro-
posed with the goal to explain why quantum theory is not
more nonlocal. Among them are the principle of nontrivial
communication complexity [5], the principle of macroscopic
locality [6], and the principle of local orthogonality [7]. Al-
though all of the cited candidate principles are very good
at identifying and forbidding unreasonable consequences of

*lpolly@ifi.unicamp.br

stronger-than-quantum correlations, they are provably not ca-
pable of excluding all stronger-than-quantum correlations [8].

One candidate principle that may be capable of singling
out the nonlocal correlations allowed by quantum theory from
more nonlocal ones is the information causality (IC) prin-
ciple [9]. Roughly speaking, the principle states that, in a
communication scenario, the receiver’s available information
concerning the sender’s initial set of data cannot exceed the
message information amount. The violation of the principle
would allow, for instance, one to receive an amount of in-
formation corresponding to one page of a book, and choose,
afterwards, which page the receiver would like to read.

It is well known that all quantum correlations, despite
nonlocal, obey the information causality principle. It is also
known that some stronger-than-quantum correlations violate
the principle [9]. It is unclear, though, if all stronger-than-
quantum correlations violate it. The main reason for this is
the fact that the principle, although relatively intuitive, is very
hard to formalize in the form of a mathematical criteria. A suf-
ficient criterion for the violation of the principle was proposed
in Ref. [9], but it was later proved that there were nonquan-
tum correlations that do not violate it [10]. Since then, other
techniques were developed to generate stronger criteria for the
information causality principle [11,12], but, so far, none of
them has shown to be strong enough to characterize the exact
set of quantum correlations, even in simple scenarios.

Another requirement that was discovered recently is that
any operational principle has to be genuinely multipartite
to correctly retrieve all quantum nonlocal correlations [13].
This observation complements the finding that the bipartite
formulation of the original IC proposal cannot be applied to
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exclude even some extremal tripartite stronger-than-quantum
correlations [14]. Hence, it is clear that a genuinely multipar-
tite formulation of information causality is necessary for it to
be a valid and tight operational principle for quantum theory.

In this work, we propose a multipartite perspective for the
information causality principle. First, we establish a multi-
partite communication task that, in a sense, generalizes the
random access code (RAC) task associated with the original
IC formulation of Ref. [9]. Thus, we present different mul-
tipartite informational-theoretic criteria, which ensure IC in
the proposed scenario. We then prove that the inequalities
hold for all quantum nonlocal resources and are violated by
some stronger-than-quantum ones. Also, if many copies of the
nonlocal resource are available, we show that, by applying the
concatenation approach presented in Ref. [9], and in analogy
to the result obtained in such a reference, one obtains stronger
criteria for IC. In addition, we show that our findings are in
agreement with the recent results reported in Ref. [15], where
it was shown that the employment of noisy communication
channels leads to the same constraints as the concatenation
procedure mentioned.

II. BIPARTITE INFORMATION CAUSALITY

The information causality scenario [9], considers a strictly
bipartite communication task: Alice encodes a bit-string x of
length n in a message M of m bits (where m < n) and sends
this message to Bob; he then decodes the message and pro-
duces a guess Gi about a randomly selected bit Xi (the ith bit
of the string x) of Alice. Within this context, the information
causality principle states that Bob’s information gain about
the initial n bits of Alice, considering all their possible local as
well as preestablished shared resources, cannot be greater than
the number of bits m, sent by Alice. The principle, proven to
hold quantum mechanically, is mathematically captured by an
information inequality, written in terms of Shannon entropies
as

n∑
i=1

I (Xi : Gi ) � H (M ), (1)

where H (M ) = −∑
m p(m) log2 p(m) is the Shannon entropy

of the random variable M described by the probability dis-
tribution p(m) = p(M = m). In turn, I (Xi : Gi ) = H (Xi ) +
H (Gi ) − H (Xi, Gi ) stands for the mutual information between
Alice’s bit Xi and Bob’s guess Gi. Put differently, as expressed
in Eq. (1) above, the IC principle states that if Bob is trying to
guess one of the random variables Xi in possession of Alice,
the total accuracy of his guess, quantified by the sum of the
mutual informations I (Xi : Gi ), will always be limited by the
amount of information sent from Alice to Bob [as quantified
by the Shannon entropy H (M ) of the message].

The information causality inequality (1) can be violated by
postquantum correlations, that is, correlations incompatible
with the quantum mechanical rules. A paradigmatic example
is that of a Popescu-Rohrlich (PR) box [4], a nonsignalling
(NS) correlation described by the probability distribution

p(a, b|x, y) =
{

1/2 if a ⊕ b = xy,
0 else. (2)

To verify that is indeed the case, it is sufficient to consider
Alice has two input bits, described by the random variables
X1 and X2. Thus, consider the following protocol in the IC
scenario. Alice inputs x1 ⊕ x2 on her share of the PR box,
obtaining outcome a that is then encoded in the message
m = a ⊕ x1 to Bob. Bob inputs y = 0 if his aim is to guess
the bit x1 and y = 1 if he wants to guess the x2 of Alice,
using as his guess gi = m ⊕ b. Using the definition of the PR
box, if y = 0 we see that g1 = x1 ⊕ a ⊕ b = x1. If y = 1, g2 =
x1 ⊕ a ⊕ b = x1 ⊕ x1 ⊕ x2 = x2, implying that I (X1 : G1) =
I (X2 : G2) = H (M ) = 1, thus violating the IC inequality (1).
Here and throughout the paper, we denote random variables
by capital letters such as Xi and Gi and use the common
shorthand notation p(x) = p(X = x) to denote the probability
of the random variable X taking value x.

Notice that the simple protocol above employs a single
copy of the distribution p(a, b|x, y), which operationally can
be understood as a black-box taking local inputs and pro-
ducing correlated outputs. By introducing a concatenation
procedure (a version of which will be detailed below), one can
also consider the case of multiple copies of identical binary-
input and binary-output nonsignaling boxes. In particular, the
concatenation procedure introduced in Ref. [9] shows that
the IC inequality implies another constraint for nonsignaling
correlations, given by

E2
I + E2

II � 1, (3)

where Ej = 2Pj − 1 is defined in terms of the conditional
probabilities p(a, b|x, y) as

PI = 1
2 [p(a ⊕ b = 0|0, 0) + p(a ⊕ b = 0|1, 0)], (4a)

PII = 1
2 [p(a ⊕ b = 0|0, 1) + p(a ⊕ b = 1|1, 1)]. (4b)

In fact, this constraint is equivalent to the bipartite quadratic
Bell inequality, the so-called Uffink’s inequality [16] (inter-
estingly, however, in the next sections we will show that, for
multipartite scenarios, such equivalence no longer holds).

Of particular relevance is the fact that this mapping from
the IC inequality (1) to Uffink’s inequality (3) proves that
any correlation beyond the Tsirelson’s limit for the Clauser-
Horne-Shimony-Holtz (CHSH) inequality [17] will violate
the information causality principle and thus witness its incom-
patibility with quantum theory. More precisely, as proven by
Tsirelson [3], the classically valid CHSH inequality

CHSH = 〈A0B0〉 + 〈A0B1〉 + 〈A1B0〉 − 〈A1B1〉 � 2, (5)

achieves a maximum value in quantum theory of CHSHQ =
2
√

2. A PR box, in turn, leads to CHSHNS = 4. A direct anal-
ysis shows that any distribution achieving CHSH > CHSHQ

violates Uffink’s inequality and thus has its postquantum na-
ture witnessed by the information causality principle. One
should remark, however, that it remains unclear whether the
entire set of quantum correlations can be recovered from
the IC principle [8,10,18]. Interestingly, there are known
postquantum correlations known to not violate Uffink’s in-
equality [11,19].

Motivated by that insufficiency of the standard formula-
tion of the IC principle, a general informational-geometric
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approach was introduced in Ref. [11] and shown to lead to
stronger IC information inequalities. For example, the in-
equality given by

n∑
i=1

I (Xi : Gi, M ) +
n∑

i=2

I (X1 : Xi|Gi, M )

� H (M ) +
n∑

i=2

H (Xi ) − H (X1, . . . , Xn). (6)

The original IC inequality (1) is a particular case of Eq. (6). As
a matter of fact, the stronger IC inequality (6) was proven, in
some cases, to be even stronger than Uffink’s inequality (3).
More precisely, with a single copy, inequality (6) can detect
the postquantumness of correlations that cannot be detected
by Eq. (3) even in the asymptotic regime of infinite copies of
the correlation under test.

Building upon the original IC criterion, a more recent ap-
proach [15], generalized it to consider noisy channels between
Alice and Bob, namely,

n∑
i=1

I (Xi : Gi ) � C, (7)

where C ≡ I (M : M ′) is the noisy channel capacity defined in
terms of Shannon’s mutual information and M ′ is the message
that reaches the receiver after passing through the channel.
Contrary to the original formulation, this approach proposes
to search for the strongest nonsignaling correlations allowed
by IC for every possible noisy channel between the parts.
A generalization that allows recovering standard results, for
instance, the Tsirelson’s bound implied by Uffink’s inequality
(3), most importantly, however, without the need of a concate-
nation procedure, that is, in the single-copy level. This stems
from the fact that, as the channel’s noise is increased, the
bound in Eq. (7) becomes stronger, capable of detecting the
postquantum nature of correlations that cannot be witnessed
in the noise-free version.

The main goal of this paper, as will be detailed in the
following, is to generalize all such results, stated so far only
for the bipartite scenario, into the multipartite setting.

III. NEW CRITERIA FOR MULTIPARTITE
INFORMATION CAUSALITY

Our first goal is to introduce a natural generalization of
the bipartite IC inequality to the multipartite scenario. For
that, we will closely follow the information-theoretic ap-
proach based on quantum causal structures envisioned in
Ref. [11]. In this approach, information principles such as in-
formation causality are nothing else than entropic constraints
arising from imposing a quantum description to a given causal
structure. As such, each quantum causal structure will have
associated with it a given set of entropic inequalities, each
of which can be interpreted as an information-theoretical
principle.

In this work, we consider a particular class of quan-
tum causal structures that naturally generalize the known
bipartite scenario. Consider N parts, among which N − 1
are senders in possession of their respective bit-strings xk =
(X k

1 , X k
2 , . . . , X k

n ), where k ∈ {1, 2, . . . , N − 1}. Each sender

FIG. 1. Quantum causal structure, described as a DAG, associ-
ated with the multipartite information causality scenario.

encodes a classical message Mk of size m < n to the N th
part, the receiver who has to compute one out of n possi-
ble bits functions f j (X 1

j , X 2
j , . . . , X N−1

j ), by producing the
guess Gj , where j ∈ {1, . . . , n}. This scenario is illustrated
for the tripartite case, as a directed acyclic graph (DAG),
in Fig. 1. As proven in Appendix B, considering that, addi-
tionally to any local operations, every part may explore their
preestablished correlations mediated by a joint quantum state
ρ, the following multipartite version of information causality
holds:

N−1∑
k

n∑
i

I
(
X k

i : X 1
i , . . . , X k−1

i , X k+1
i , . . . , X N−1

i , Gi
)

� H (M1, . . . , MN−1) +
N−1∑

k

n∑
i

I
(
X k

i+1, . . . , X k
n : X k

i

)
.

(8)

Or, in other words, the new multipartite inequality (8) holds
for all correlations provided by quantum theory. To illustrate,
we consider the tripartite scenario, depicted in Fig. 1, such that
Alice and Bob have just two initial uncorrelated bits and that
the communication task of Charlie is to compute two specific
functions f1 = x1

1 ⊕ x2
1 and f2 = x1

2 ⊕ x2
2. The communication

task is trivialized if the parties share the following tripartite
nonsignaling (postquantum) correlation [20]:.,

p(a, b, c|x, y, z) =
{

1/4 if a ⊕ b ⊕ c = xz ⊕ yz,
0 else, (9)

where a, b, c, x, y, z ∈ {0, 1}. To achieve it, the parties per-
form the protocol detailed in Fig. 2. In each run, Charlie
can always perfectly compute each of the functions, since
g1 = x1

1 ⊕ x2
1 and g2 = x1

2 ⊕ x2
2. In other words, similarly to

the usual information causality scenario, Charlie has potential
access to the four bits of Alice and Bob but receives just two
bits communicated by them. Particularizing inequality (8) to
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FIG. 2. The communication protocol is performed by Alice, Bob,
and Charlie that share a nonsignaling resource. Alice (Bob) receive
initially two bits {x1, x2} ({y1, y2}) and perform her local measure-
ments as x = x1 ⊕ x2 (y = y1 ⊕ y2). After obtaining her outputs a (b),
Alice encodes the message with mx = a ⊕ x1 (my = b ⊕ y1). Charlie
inputs on his side z = 0 if he wants to compute f1, and z = 1 if he
wants to compute f2. After receiving the messages, Charlie computes
his guess by following gj = mx ⊕ my ⊕ c.

this case, we obtain

I = I
(
X 1

1 : X 2
1 , G1

) + I
(
X 1

2 : X 2
2 , G2

)
+ I

(
X 2

1 : X 1
1 , G1

) + I
(
X 2

2 : X 1
2 , G2

)
� H (M1, M2),

(10)

an inequality that is maximally violated by the NS correlation
(9) with the protocol described above since I = 4 while the
quantum valid upper bound is H (Mx, My) = 2. In fact, the
multipartite version (8) can be violated by the multipartite
extension of the postquantum correlation (9), given by

p(a1, a2, . . . , aN |x1, x2, . . . , xN )

=
{

1/2N−1 if
⊕N

k=1 ak = ⊕N−1
k=1 xkxN ,

0 else.
(11)

Considering n = 2, f j = X 1
j ⊕ X 2

j ⊕ · · · ⊕ X N−1
j , and the di-

rect extension of the protocol described in Fig. 2 for the
multipartite case, we see that the communication task is trivi-
alized, implying the maximal violation of the multipartite IC
inequality (8).

Additionally, it is important to highlight that the multipar-
tite inequality (8) does not consist of the parallel application
of the criterion (1) between each sender with the receiver, an
approach followed by the authors of Ref. [21]. Indeed, looking
at the simplest tripartite case for n = 2, when the receiver
Charlie perfectly computes g1 = x1

1 ⊕ x2
1 and g2 = x1

2 ⊕ x2
2 all

informational terms in the left-hand side of Eq. (1) vanish,
showing that the postquantum behavior reached with the pro-
tocol of Fig. 2 cannot be detected by this previous approach
based on the parallelization of the bipartite IC criterion.

IV. CONCATENATION PROCEDURE

As previously discussed, the first proposal for information
causality [9] with the criterion (1) was able to witness the
postquantum nature of all nonsignaling correlations beyond
Tsirelson’s bound. For that, however, it was essential to con-
sider a concatenation procedure involving many copies of
the correlation under test. Here we show how such a con-
catenation can be constructed for the tripartite scenario, also
generalizing it to arbitrary multipartite scenarios.

Similarly to the bipartite scenario, the success probability
for the protocol in Fig. 2 can be connected to the probability
of the resource shared between the parts, more specifically,
to the probability p(a ⊕ b ⊕ c = xz ⊕ yz|x, y, z). Clearly, the
probabilities of Charlie correctly computing the values of x1 ⊕
y1 and x2 ⊕ y2 are, respectively,

PI = 1
4 [p(a ⊕ b ⊕ c = 0|0, 0, 0) + p(a ⊕ b ⊕ c = 0|0, 1, 0)

+ p(a ⊕ b ⊕ c = 0|1, 0, 0) + p(a ⊕ b ⊕ c = 0|1, 1, 0)],

(12a)

PII = 1
4 [p(a ⊕ b ⊕ c = 0|0, 0, 1) + p(a ⊕ b ⊕ c = 1|0, 1, 1)

+ p(a ⊕ b ⊕ c = 1|1, 0, 1) + p(a ⊕ b ⊕ c = 0|1, 1, 1)].

(12b)

In the particular case where the parties share the correlation
described by Eq. (9), we obtain PI = PII = 1.

In Fig. 3, we specify the concatenation procedure for the
tripartite communication protocol of Fig. 2. In this case, Alice
and Bob initially receive the respective bit-strings x and y of
length n = 2K and share 2K − 1 identical copies of binary-
input and binary-output nonsignaling boxes with Charlie. The
success probability that Charlie produces a guess gj correctly
is given by (see Appendix A)

p(gj = x j ⊕ y j ) = 1
2

(
1 + EK−r

I Er
II

)
, (13)

where r denotes the number of times that Charlie measures
z = 1 in the K levels of the concatenation code displayed
in Fig. 3 and Ei = 2Pi − 1 [see Eq. (12)]. By considering
this success probability, we show in Appendix C that infor-
mation causality is always violated when E2

I + E2
II > 1. In

other words, when combined with a concatenation procedure
and multiple copies of the behavior under test, the tripartite
information causality inequality (10) leads to a generalization
of the bipartite inequality (3), given by

E2
I + E2

II � 1. (14)

Similarly to Eq. (10), the multiple copies criterion (14) is max-
imally violated by the behavior (9) since, for this case, EI =
EII = 1. Moreover, for isotropic correlations described by a
visibility parameter E and such that EI = EII = E , the tripar-
tite multiple copies inequality is violated when E > 1/

√
2,

which is exactly the same bound obtained by the authors of
Ref. [9] for the bipartite scenario. However, for the tripartite
scenario, the Navascués-Pironio-Acin (NPA) hierarchy [22]
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FIG. 3. Concatenation performed by Alice, Bob, and Charlie of the protocol in Fig. 2. Alice and Bob initially receive n = 2K bits and
Charlie receives a K bit string {z1, z2, . . . , zK }, which indicates which pair x j ⊕ y j he is interested in, j = ∑K

l=1 zl 2l−1. Thus, Alice and Bob
encode their bits in pairs, just following the protocol in Fig. 2. Now, instead of sending each respective message, they encode pairs of these
in other identical NS boxes with the same strategy. So both Alice and Bob perform this procedure until one message remains. Alice and Bob
are then allowed to send these one-bit messages to Charlie, who receives the message and to each NS box performs the decoding protocol just
as Fig. 2. The idea is that, in a given concatenation level k, Charlie recovers the sum of Alice and Bob messages previously encoded in the
current box, which is associated with a subsequently higher level k + 1 NS box. The picture shows a particular case with n = 4, where ak

i , bk
i ,

and ck
i represent the output of the box i in the level k to Alice, Bob and Charlie, respectively. In the level k = 1 Charlie recovers the messages

associated with the box i = 1 of the level k = 2 and is able to recover x3 ⊕ y3 or x4 ⊕ y4 depending on z2
2.

implies that for any E � 1/2 the corresponding correlation
will have a postquantum nature. That is, the tripartite in-
formation causality, at least with the specific concatenation
considered here, is unable to recover the Tsirelson’s bound.

As previously mentioned, the bipartite version of Eq. (14)
is equivalent to the quadratic constraint obtained by Uffink
[16]. However, for more than two parts, such equivalence no
longer holds. For the tripartite scenario, the Uffink inequality
reads as

(C001 + C010 + C100 − C111)2

+ (C110 + C101 + C011 − C000)2 � 16, (15)

where Cxyz = ∑
a,b,c(−1)a+b+c p(a, b, c|x, y, z). Indeed, there

is no way to alternate between the inequalities (14) and (15)
by changing labels. Even more importantly, as we will show in
the next section, there are postquantum correlations violating
the multiple copies inequality (14) that do not violate the
tripartite Uffink inequality (15) (and all the inequalities that
are obtained from it by relabeling of parties, measurements,
and outcomes).

V. NO CONCATENATION VERSION

The motivation for the generalization of the IC inequality
given by Eq. (7) comes from the fact that the upper bound
in the information gain of the receiver in Eq. (1) should be
understood as the single use of a noiseless classical channel
of capacity |M|. Interestingly, our results in the multipartite
scenario can also take into account this insight. Indeed, for the
multipartite scenario described in Sec. III we may consider
that each of the N − 1 senders performs a single use of a
classical noisy channel of capacity Ck = I (Mk : M ′

k ), where
Mk is the message encoded by each sender k and M ′

k is the
respective message reaching the decoder after the message
passes through the noisy channel. In this case, the criterion

defined in Eq. (8) is easily rewritten in terms of the channel ca-
pacity by considering data processing inequalities and the fact
that Mk completely determines M ′

k [that is, M ′
k is conditionally

independent of any random variable V of the causal structure
given Mk , I (M ′

k : V |Mk ) = 0]. As proven in Appendix D, it
follows that

N−1∑
k

n∑
i

I
(
X k

i : X 1
i , . . . , X k−1

i , X k+1
i , . . . , X N−1

i , Gi
)

�
N−1∑

k

Ck +
n∑
i

I
(
X k

i+1, . . . , X k
n : X k

i

)
. (16)

Particularizing for the tripartite scenario and, for simplic-
ity, assuming completely uncorrelated initial bits, such a result
reads as

I ≡
n∑

i=1

[I (Xi : Yi, Gi ) + I (Yi : Xi, Gi )] � I (Mx : M ′
x )

+ I (My : M ′
y), (17)

where the two senders have initially x1 = (X k
1 , X k

2 , . . . , X k
n )

and x2 = (Y k
1 ,Y k

2 , . . . ,Y k
n ), and M ′

x and M ′
y are the messages

reaching the receiver after Mx and My pass through the noisy
channel, respectively. To illustrate, an application of the noisy
tripartite IC inequality will be shown in the next section.

VI. NUMERICAL TESTS

More importantly, to understand the strength of the criteria
derived, we considered the following slice of the nonsignaling
set

p(a, b, c|x, y, z) = γ p45 + εpD + (1 − γ − ε)pW , (18)

where γ , ε ∈ [0, 1], p45(a, b, c|x, y, z) is the distribution we
defined in Sec. III in Eq. (9), pD(a, b, c|x, y, z) = δa,0, δb,0δc,0
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FIG. 4. NS polytope slice given by Eq. (18). Every dot above
these curves violates the respective criterion represented. The black
dashed and solid lines describe the NS and quantum edges, respec-
tively (the last was computed with the level 2 of NPA hierarchy
[22]). The single and multiple copies limits defined by the criteria
in Eqs. (10) and (14) are, respectively, depicted with the red and blue
solid lines. Finally, the edge defined by the noisy channel criterion
(17) is described by the orange dashed line.

and pW (a, b, c|x, y, z) = 1/8. Thus, we obtained Fig. 4, which
highlights that Eq. (14) excludes even more supraquantum
correlation than Eq. (10). In addition, despite the distance
evidenced between the quantum set and IC, we enforced that
the bound in Eq. (14) follows from the particular commu-
nication protocol depicted in Fig. 3. Therefore, it does not
exclude the existence of better protocols, able to single out
the quantum set for this slice of the nonsignaling set or rule
out postquantum extremal correlations.

In Fig. 4, also we present the edge implied by Eq. (17)
for the same slice in Eq. (18), where we consider that all
communication is made through a binary symmetric channel
that flips the bit with probability ε. In this case, to obtain the
curve, we followed the results from Ref. [15] and considered
ε → 1/2. From this result, it is clear that our stronger criterion
in Eq. (14) and this noisy channel approach are in complete
agreement, even considering the simplest noisy channel. The
codes related to Fig. 4 are available in Ref. [23].

For the tripartite scenario with binary-input and binary-
output there exist, 53 856 nonsignaling extremal correlations
that are divided into 46 different equivalence classes, among
which 45 are supraquantum ones [20]. An important result
from Ref. [14] states that class 4 of these could never have
its postquantumness detected by principles with a strict bipar-
tite formulation, just as those in Eqs. (1) and (6). Thus, we
also checked the ability of Eq. (14) to exclude correlations
from class 4, and even more generally, we tested all the 45
supraquantum extremal distributions of the nonsignaling set.
In Table I, we highlight those classes for which we could
find a violation of Eq. (14). Despite the fact that class 4 does
not violate Eq. (14), we stress that this result is limited to a
specific protocol performed among the parties. As it always
happen with applications of information causality, it is an

TABLE I. Classes of nonsignaling extremal correlations defined
in Ref. [20] that violate Eqs. (14) or (15).

Inequality Extremal boxes

Eq. (14) 35, 37, 38, 40, 41, 42, 43, 44, 45
Eq. (15) 21, 22, 30, 34, 36, 39, 41, 44, 46

open problem whether there are other protocols that would
ensue that imply a violation of Eq. (10) for class 4 and others
of supraquantum correlations. Furthermore, Table I contains
the same analysis for the tripartite Uffink inequality (15).
From these results, it is clear the no equivalence between the
multiple copies IC inequality (14) and the Uffink result (15)
since there exist extremal nonsignaling correlations which
respect one constraint while violating the other. The codes
related to the results from Table I are available in Ref. [24].

VII. CONCLUSION

We proposed a different multipartite communication task
in which the previous IC formulation does not detect nonlocal
advantage. Thus, by employing the quantum causal structure
formalism, we proposed a different criterion to describe IC
in such a context and proved its truthfulness for the entire
set of quantum correlations, for any number of parts. Fur-
thermore, we proved that our model allows the concatenation
approach from Ref. [9], which enabled us to derive even
stronger constraints for the multipartite nonsignaling correla-
tions set. In that case, our multipartite inequality proved to be
strictly stronger than the multipartite Uffink’s inequality from
Ref. [16], which contrasts with the previous bipartite result
from Ref. [9]. In addition, our findings are in complete agree-
ment with the recent noisy channel approach from Ref. [15],
which allows many other analyses for such a multipartite
context.

Despite the negative result to single out the class 4 cor-
relations defined in Ref. [20], we emphasize that our results
are limited by one specific protocol, which is optimal to
Eq. (11), however, it does not ensure that it is optimal for all
nonsignaling correlations. Thus, searching for better protocols
for different correlations may yield stronger results and it is
indeed one of the main interesting further directions. Further-
more, the analysis of nondichotomy scenarios, or even cases
where the sender’s initial bits are correlated, may also produce
interesting results, as previously analyzed in Ref. [25]. More-
over, our findings open a class of nonsequential multipartite
RACs, where multiple parts send messages to each other with
the task to compute a boolean function of the senders’ initial
bits. The figure of merit, in this case, is to compute the success
probability concerning the receiver to compute correctly such
a function. Thus, investigating these new thresholds for such
a probability of success may have important implications for
quantum information processing.
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APPENDIX A: CONCATENATION IN A MULTIPARTITE
COMMUNICATION TASK

Here we extend the tripartite communication task from
Sec. III to a general multipartite scenario. Thus, consider
N parts, among which N − 1 are senders that initially have
their respective bit-strings xk = (X k

1 , X k
2 , . . . , X k

n ), where k ∈
{1, 2, . . . , N − 1}. Each sender encodes a classical message
Mk of size m < n to the N th part, the receiver. This last one
needs rightly compute one of n possible initial bits functions
f j (X 1

j , X 2
j , . . . , X N−1

j ), by producing the guess Gj , where j ∈
{1, . . . , n}. Just as in the main text, in addition to the classical
messages, nonsignaling correlations are allowed among all N
parts.

Now consider a little more particular case, where n = 2
and f j = X 1

j ⊕ X 2
j ⊕ · · · ⊕ X N−1

j . Just as in the previously
described tripartite scenario, we find such a particular mul-
tipartite communication task is trivialized by a generalization
of the correlation (9) for the (N, 2, 2) Bell scenario, i.e.,

p(a1, a2, . . . , aN |x1, x2, . . . , xN )

=
{

1/2N−1 if
⊕N

k=1 ak = ⊕N−1
k=1 xkxN ,

0 else.
(A1)

where ak and xk , respectively, denote the output and input of
the part k. To see this, consider that the N parts perform the
strategy depicted in Fig. 2. That is, each sender performs the
encoding xk = X k

1 ⊕ X k
2 and Mk = X k

1 ⊕ ak and the receiver
computes the guess Gj = ⊕N−1

k=1 Mk ⊕ aN . In this case, by
considering Eq. (11) we find

Gj =
N−1⊕
k=1

(
X k

1 ⊕ ak
) ⊕ aN

=
(

N−1⊕
k=1

X k
1

)
⊕

(
N⊕

k=1

ak

)

=
(

N−1⊕
k=1

X k
1

)
⊕

(
N−1⊕
k=1

xkxN

)

=
(

N−1⊕
k=1

X k
1

)
⊕

(
N−1⊕
k=1

(
X k

1 ⊕ X k
2

)
xN

)
. (A2)

Therefore, if the receiver chooses his measurement as xN =
j, when j = 0 we have G0 = X 1

1 ⊕ X 2
1 ⊕ · · · ⊕ X N−1

1 , and for

j = 1 we obtain G1 = X 1
2 ⊕ X 2

2 ⊕ · · · ⊕ X N−1
2 . i.e., the re-

ceiver always computes the functions perfectly and trivializes
the communication task. It is clear that the task success is
related to the probability of the nonsignaling boxes working
just as Eq. (11), i.e., p(a1 ⊕ a2 ⊕ · · · ⊕ aN = x1xN ⊕ x2xN ⊕
· · · ⊕ xN−1xN |x1, x2, · · · , xN ). Thus, the probabilities that the
receiver computes the function values f1 and f2 correctly are,
respectively, given by

PI = 1

2N−1

[ ∑
x1,...,xN−1

p

(
N⊕

k=1

ak

=
N−1⊕
k=1

xkxN |x1, . . . , xN−1, xN = 0

)]
, (A3a)

PII = 1

2N−1

[ ∑
x1,...,xN−1

p

(
N⊕

k=1

ak

=
N−1⊕
k=1

xkxN |x1, . . . , xN−1, xN = 1

)]
. (A3b)

When the parts share Eq. (11), we have PI = PII = 1.
However, by introducing a parameter E ∈ [0, 1], we can
investigate other nonsignaling behaviors by means of the fol-
lowing probability of success:

p

(
N⊕

k=1

ak =
N−1⊕
k=1

xkxN

)
= 1

2
(1 + E ). (A4)

The perfect correlations of behavior in Eq. (11) are re-
trieved when E = 1 and uniform probabilities are retrieved
when E = 0.

From this example, one can see that the concatenation
approach, depicted in Fig. 3, can also be employed in this
multipartite scenario. This is due to the fact that, to com-
plete the task, it is sufficient for the receiver to know only⊕N−1

k=1 Mk , instead of each message Mk . For instance, when
n = 4, the senders can divide their bits into two pairs and
perform the encoding just as in the previous strategy. Now,
if instead of sending their respective messages, M0

k and M1
k ,

the parts encode them in a third NS box (11) by employing
Eq. (A2), the receiver is able to recover perfectly one of the
functions

⊕N−1
k=1 Mi=0,1

k . This allows the parts to perform the
same decoding one more time, resulting in perfect access by
the receiver to one of the functions f0 = X 1

0 ⊕ X 2
0 ⊕ · · · ⊕

X N−1
0 , f1 = X 1

1 ⊕ X 2
1 ⊕ · · · ⊕ X N−1

1 , f2 = X 1
2 ⊕ X 2

2 ⊕ · · · ⊕
X N−1

2 , or f3 = X 1
3 ⊕ X 2

3 ⊕ · · · ⊕ X N−1
3 .

In the most general scenario, the receivers have, initially,
n = 2K bits, share n − 1 perfect copies of the nonsignaling
resource (11), and the senders and the receiver perform the
strategy just as depicted in Fig. 3. Here, for each part k, we
denote the output and input of the box i of the level l by ai,l

k

and xi,l
k , respectively. Thus, we may write the guess produced
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by the receiver as

Gj =
(

N−1⊕
k=0

Mk

)
⊕

(
K−1⊕
l=0

ail ,l
N

)
, (A5)

where the box il is defined in terms of the box measured in the
previous level, il = 2il−1 + zl + 1, when l � 1. In this case,
the receiver performs measurements in K boxes, one in each
level, among which (N − r) are to zi,l

N = 0 and r to zi,l
N = 1,

where r = z0 + z1 + · · · + zK−1. Just as in the single-copy
scenario, the task success is directly related to the probability
that the n − 1 nonsignaling boxes behave as Eq. (11), i.e.,
Eq. (A4). Thus, when E < 1, for each box, there exists a
probability that the receiver output ai,l

N−1 is wrong and the

property
⊕N−1

k=1 ai,l
k = ⊕N−2

k=1 xi,l
k xi,l

N does not hold. However,
if an even number of mistakes is produced in the outputs of
the receiver, then they all cancel each other and the produced
guess with Eq. (A5) will be correct. Therefore, the success
probability for the multipartite task with concatenation is
equal to the probability that the receiver produces an even
number of wrong outputs, i.e.,

p

(
Gj =

N−2⊕
k=0

X k
j

)
= Q(K−r)

even (PI )Q(r)
even(PII )

+ Q(K−r)
odd (PI )Q(r)

odd(PII ), (A6)

where PI and PII are defined in Eq. (A3) and Q(s)
even(P) and

Q(s)
odd(P) are given by

Qs
even(P) =


 s
2 �∑

j=0

(
s

2 j

)
(1 − P)2 jPs−2 j = 1

2
[1 + (2P − 1)s],

(A7a)

Qs
odd(P) =


 s−1
2 �∑

j=0

(
s

2 j + 1

)
(1 − P)2 j+1Ps−2 j−1

= 1

2
[1 − (2P − 1)s]. (A7b)

These describe the probabilities of the receiver producing an
even and an odd number of mistakes, respectively, after s
measurements; P denotes the probability of obtaining the right
output in a NS box.

By inserting Eq. (A7) in Eq. (A6) and considering the bias
from Eq. (A4) in the probabilities from Eq. (A3), we find the
communication task success probability

p

(
Gj =

N−2⊕
k=0

X k
j

)
= 1

2

(
1 + EK−r

I Er
II

)
, (A8)

where Ei = 2Pi − 1.

APPENDIX B: PROVING NEW IC CRITERIA

In this Appendix, we prove criterion (8), however, for the even more general multipartite scenario described in Appendix A.
The strategy will be similar to the one employed in the first bipartite proposal [9], so, for completeness, we start by defining the
following mutual information chain rule and data processing inequalities:

I (A : B|C) = I (A : B,C) − I (A : C), (B1)

I (A : B′) � I (A : B), where B −→ B′. (B2)

Following the description given in Appendix A, first, we consider the following quantity, I (xk :
x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c), and prove that it is lower bounded by the left-hand side of Eq. (8). By applying the
chain rule in Eq. (B1) two times, we obtain

I (xk : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c) = I
(
X k

1 : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c
)

+ I
(
X k

2 , . . . , X k
n : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c|X k

1

)
= I

(
X k

1 : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c
) + I

(
X k

2 , . . . , X k
n : x1, . . . , xk−1,

xk+1, . . . , xN−1, Mk, c, X k
1

) − I
(
X k

2 , . . . , X k
n : X k

1

)
, (B3)

From data processing (B2) we have

I
(
X k

2 , . . . , X k
n : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c, X k

1

)
� I

(
X k

2 , . . . , X k
n : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c

)
. (B4)

Furthermore, by applying the chain rule in the first term in the right-hand side of Eq. (B3), and using strong subadditivity
I (A : B|C) � 0, we obtain

I
(
X k

1 : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c
) = I

(
X k

1 : X 1
2 , . . . , X 1

n |X 1
1 , x2, . . . , xk−1, xk+1, . . . , xN−1, Mk, c

)
+ I

(
X k

1 : X 1
1 , x2, . . . , xk−1, xk+1, . . . , xN−1, Mk, c

)
� I

(
X k

1 : X 1
1 , x2, . . . , xk−1, xk+1, . . . , xN−1, Mk, c

)
. (B5)
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Therefore, back to Eq. (B3), we write

I (xk : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c) � I
(
X k

1 : X 1
1 , x2, . . . , xk−1, xk+1, . . . , xN−1, Mk, c

)
+ I

(
X k

2 , . . . , X k
n : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c

) − I
(
X k

2 , . . . , X k
n : X k

1

)
.

(B6)

Similarly to Eq. (B5), we can employ the chain rule and strong subadditivity N − 3 times in the first right-hand side term in
Eq. (B6) to highlight only the first bit X k

1 of each bit-string xk :

I (xk : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c) � I
(
X k

1 : X 1
1 , X 2

1 , . . . , X k−1
1 , X k+1

1 , . . . , X N−1
1 , Mk, c

)
+ I

(
X k

2 , . . . , X k
n : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c

) − I
(
X k

2 , . . . , X k
n : X k

1

)
.

(B7)

Notice that the right-side third term in Eq. (B7) is, exactly, I (xk : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c), but without X k
1 of the

bit-string xk . Therefore, by performing the same steps n − 1 times, we achieve

I (xk : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c) �
n∑
i

I
(
X k

i : X 1
i , X 2

i , . . . , X k−1
i , X k+1

i , . . . , X N−1
i , Mk, c

) −
n∑
i

I
(
X k

i+1, . . . , X k
n : X k

i

)
.

(B8)

From the data processing inequality (B2), we write

I
(
X k

i : X 1
i , X 2

i , . . . , X k−1
i , X k+1

i , . . . , X N−1
i , Mk, c

)
� I

(
X k

i : X 1
i , X 2

i , . . . , X k−1
i , X k+1

i , . . . , X N−1
i , Gi

)
, (B9)

and, finally, obtain the lower bound

I (xk : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c) �
n∑
i

I
(
X k

i : X 1
i , X 2

i , . . . , X k−1
i , X k+1

i , . . . , X N−1
i , Gi

) −
n∑
i

I
(
X k

i+1, . . . , X k
n : X k

i

)
.

(B10)

The next step will be to prove that I (xk : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c) � H (Mk ). So

I (xk : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c) = I (xk : Mk|x1, . . . , xk−1, xk+1, . . . , xN−1, c)

+ I (xk : x1, . . . , xk−1, xk+1, . . . , xN−1, c)

= I (Mk : x1, . . . , xN−1, c) − I (Mk : x1, . . . , xk−1, xk+1, . . . , xN−1, c)

� I (Mk : x1, . . . , xN−1, c), (B11)

where here we apply the chain rule two times, considering the nonsignaling between the N parts and the nonnegativity of
the mutual information I (A : B) � 0. At this point, just as argued in Ref. [9], from the data processing inequality, we have
I (Mk : x1, . . . , xN−1, c) � I (Mk : Mk ) = H (Mk ), which finally yields

I (xk : x1, . . . , xk−1, xk+1, . . . , xN−1, Mk, c) � H (Mk ). (B12)

Now, we can put Eqs. (B10) and (B12) together to achieve

n∑
i

I
(
X k

i : X 1
i , . . . , X k−1

i , X k+1
i , . . . , X N−1

i , Gi
)
� H (Mk ) +

n∑
i

I
(
X k

i+1, . . . , X k
n : X k

i

)
. (B13)

Finally, we recover Eq. (8) by summing inequality (B13) over k and considering nonsignaling between the N parts, i.e.,∑N−1
k H (Mk ) = H (M1, . . . , MN−1):

N−1∑
k

n∑
i

I
(
X k

i : X 1
i , . . . , X k−1

i , X k+1
i , . . . , X N−1

i , Gi
)
� H (M1, . . . , MN−1) +

N−1∑
k

n∑
i

I
(
X k

i+1, . . . , X k
n : X k

i

)
. (B14)

APPENDIX C: MULTIPLE COPIES INEQUALITY

Here we prove the multipartite generalization of the multiple copies criterion (14), first derived in Ref. [9] for a strict bipartite
scenario.
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First of all, we need to prove a simplified lower bound for Eq. (8). So, rewriting the left-hand side summation argument in
Eq. (8), we have

I
(
X k

i : X 1
i , . . . , X k−1

i , X k+1
i , . . . , X N−1

i , Gi
) = H

(
X k

i

) − H
(
X k

i |X 1
i , X 2

i . . . , X k−1
i , X k+1

i , . . . , X N−1
i , Gi

)
= 1 − H

(
X k

i ⊕ X 1
i |X 1

i , X 2
i , . . . , X k−1

i , X k+1
i , . . . , X N−1

i , Gi
)

� 1 − H
(
X k

i ⊕ X 1
i |X 2

i , . . . , X k−1
i , X k+1

i , . . . , X N−1
i , Gi

)
. (C1)

Here, we particularized to the case where every bit X k
i is associated with a uniform distribution, H (X k

i ) = 1. Further, we
considered the fact that H (A|B,C) = H (A ⊕ B|B,C) because knowing B results in the same uncertainty about A and A ⊕ B,
and H (A ⊕ B|B,C) � H (A ⊕ B|C), i.e., to remove the conditioning in B does not increase the uncertainty of A ⊕ B. This same
argument can be applied N − 2 times to move every conditioned random variable in the right-hand side of Eq. (C1):

I
(
X k

i : X 1
i , . . . , X k−1

i , X k+1
i , . . . , X N−1

i , Gi
)
� 1 − H

(
X 1

i ⊕ X 2
i ⊕ . . . ⊕ X N−1

i ⊕ Gi
)
. (C2)

However, from the communication task, when X 1
i ⊕ X 2

i ⊕ · · · ⊕ X N−1
i ⊕ Gi = 0, we necessarily have Gi = X 1

i ⊕ X 2
i ⊕ · · · ⊕

X N−1
i . Thus, the probability p(X 1

i ⊕ X 2
i ⊕ · · · ⊕ X N−1

i ⊕ Gi = 0) is exactly the success probability of the receiver, p(Gi = X 1
i ⊕

X 2
i ⊕ · · · ⊕ X N−1

i ), while p(X 1
i ⊕ X 2

i ⊕ · · · ⊕ X N−1
i ⊕ Gi = 1) is the complementary part. Therefore, the right-hand side term

from Eq. (C2) can be written in terms of the binary entropy, which in Eq. (B14) finally yields

(N − 1)
n∑
i

{
1 − h

[
p
(
Gi = X 1

i ⊕ X 2
i ⊕ · · · ⊕ X N−1

i

)]}
� I � H (M1, . . . , MN−1). (C3)

Notice that we considered the fact that the left-hand side has no dependence on the index k. Furthermore, the rightmost term in
Eq. (B14) does not appear in Eq. (C3) because we are assuming a uniform distribution for every initial bit X k

i .
At this point, we particularize our description to the concatenation strategy earlier described in Appendix A. Here we rewrite

the left-hand side summation in Eq. (C3) in terms of the number of instances r where the receiver performed measurement
xn

k
j = 1 and substitute the concatenation success probability (A8)

(N − 1)
n∑
i

{
1 − h

[
p
(
Gi = X 1

i ⊕ X 2
i ⊕ · · · ⊕ X N−1

i

)]} = (N − 1)
K∑
r

(
K

r

)[
1 − h

(
1 + EK−r

I Er
II

2

)]

� (N − 1)

2 ln 2

K∑
r

(
K

r

)(
E2

I

)N−r(
E2

II

)r

= (N − 1)

2 ln 2

(
E2

I + E2
II

)K
, (C4)

where we consider 1 − h( 1+y
2 ) � y2

2 ln 2 and Ei = 2Pi − 1, from Eq. (A3). After performing such encoding, each sender sends
only a single bit message. Thus, H (M1, . . . , MN−1) in Eq. (C3) is always fixed in N − 1, necessarily. Therefore, with Eqs. (C3)
and (C4), we find that, when E2

I + E2
II > 1, the proposed criterion (8) can always be violated by some concatenation protocol

with K levels. Thus, we finally conclude the proof for the previously mentioned criterion in Eq. (14)

E2
I + E2

II � 1. (C5)

APPENDIX D: NEW INEQUALITY IN TERMS OF NOISY
CHANNEL CAPACITY

Here we prove the inequality (16), where the senders com-
municate their messages Mk through a single use of a noisy
channel to the receiver. The proof for the noiseless version
(8) is essentially valid in this context, but it is necessary to
introduce a new variable M ′

k , representing the message after
the action of the channel, on step Eq. (B11) to obtain the upper
bound in terms of the channel capacity Ck = I (Mk : M ′

k ). So,
we have

I (xk : x1, . . . , xk−1, xk+1, . . . , xN−1, M ′
k, c)

� I (M ′
k : x1, . . . , xN−1, c)

� I (M ′
k : x1, . . . , xN−1, c, Mk ), (D1)

where we considered the data processing inequality in the
second step. As mentioned in the main text, Mk completely

determines M ′
k , so M ′

k is conditionally independent of any ran-
dom variable from the causal structure, i.e., I (M ′

k : V |Mk ) =
0. Thus, we may write I (M ′

k : x1, . . . , xN−1, c, Mk ) − I (M ′
k :

Mk ) = 0 and obtain in Eq. (D1)

I (xk : x1, . . . , xk−1, xk+1, . . . , xN−1, M ′
k, c)

� I (M ′
k : Mk ) = Ck . (D2)

The next steps are quite similar as Appendix B, therefore, we
may write

N−1∑
k

n∑
i

I
(
X k

i : X 1
i , . . . , X k−1

i , X k+1
i , . . . , X N−1

i , Gi
)

�
N−1∑

k

Ck +
n∑
i

I
(
X k

i+1, . . . , X k
n : X k

i

)
. (D3)
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