
PHYSICAL REVIEW A 107, 033330 (2023)

Localization of matter waves in lattice systems with moving disorder
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We study the localization phenomena in a one-dimensional lattice system with a uniformly moving disordered
potential. At a low-moving velocity, we find a sliding localized phase in which the initially localized matter
wave adiabatically follows the moving potential without diffusion, thus resulting in an initial state memory in
the many-body dynamics. Such an intriguing localized phase distinguishes itself from the standard Anderson
localization in two aspects: it is not robust against interaction, but persists in the presence of slowly varying
perturbations. Such a sliding localized phase can be understood as a consequence of interference between the
wave-packet paths under moving quasiperiodic potentials with various periods that are incommensurate with the
lattice constant. The experimental realization and detection are also discussed.
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I. INTRODUCTION

The absence of the diffusion of waves in a disordered
medium (dubbed Anderson localization) originates from the
interference between various scattering paths, thus it is ubiq-
uitous in wave physics [1]. Such a phenomenon is expected
to be robust against weak interactions, and has reattracted
enormous interest recently in the context of many-body local-
ization (MBL) [2–5]. Even though disorders naturally exist in
solid-state settings, they can also be artificially introduced into
intrinsically clean systems (e.g., the ultracold atom or trapped
ion) in a controllable matter [6,7]. Owing to its unique features
such as the perfect isolation and high degree of parameter tun-
ability [8], the cold-atom system represents a new perspective
for studying localization [9–12]. For instance, it allows the
exploration of localization physics in a far-from-equilibrium
system within a strong driving regime inaccessible in con-
ventional solid-state settings [13–16], and thus is beyond the
scope of the linear response theory derived by Mott [17].

In cold-atom experiments, a quantum many-body sys-
tem can be driven out of equilibrium by periodically or
stochastically modulating the system parameters. Recently, an
intriguing driving protocol other than a regular (periodic) or
completely irregular (stochastic) driving protocols was pro-
posed [18]. Therein, neither a spatial translational symmetry
nor a temporal translational symmetry (TTS) are present for
the driving potential, which, instead, exhibits nontrivial in-
tertwined space-time symmetries that cannot be decomposed
into a direct product of spatial and temporal symmetries. Ow-
ing to the absence of discrete TTS, such a driving protocol
significantly differs from the periodic driving, thus the widely
employed Floquet description no longer applies, nor does it
resemble the stochastic or quasiperiodic ones [19–22] due to
its strong correlation along a particular space-time direction.
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Such an intriguing driving protocol avails new possibilities
exploring nonequilibrium physics beyond the scope of peri-
odically driven systems [23–25]. As an example, in this study,
we explore the localization physics in a driven-disordered sys-
tem with a sliding space-time translational symmetry (SSTS).
The proposed system is a one-dimensional (1D) quantum
model subjected to a time-dependent inhomogeneous poten-
tial as a superposition of a dynamic disordered potential
moving at a constant velocity and a static periodic one (see
Fig. 1). As will be demonstrated, such a moving disordered
potential with tunable velocity can be readily achieved in the
cold atomic systems, even though it is unrealistic in solid-
state settings. Contrary to the periodically driven disordered
systems which are generally delocalized by low-frequency
perturbations [14,26–29], in the proposed model, a sliding
localized phase (SLP) was observed at a sufficiently low ve-
locity of the moving potential. Even though the center of mass
(COM) of the matter wave adiabatically follows the moving
potential, it does not cause diffusion. Such an SLP persists
in the noninteracting many-body systems, which exhibit an
initial state “memory” effect. However, dissimilar to the MBL
systems, SLP will be delocalized even by weak interactions.
The system is delocalized at a high moving velocity. More-
over, instead of diffusion, we find a ballistic transport in the
single-particle dynamics and an algebraic decay of the initial
state memory at the many-body level.

II. MODEL AND METHOD

First, we considered a time-dependent single-particle
Hamiltonian, which is defined in the 1D continuum space as
follows:

Ĥ (x, t ) = P̂2

2m
+ Vs(x) + Ṽ (x, t ), (1)

where Vs(x) = Vs(x + a) is a static periodic potential that is
produced by the optical lattice with lattice constant a. Ṽ (x, t )
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FIG. 1. Schematic of the static periodic and moving disordered
potentials in our model.

represents the time-dependent disordered potential that breaks
the spatial translational symmetry at any given time. To drive
the system out of equilibrium, the disordered potential is
suddenly pushed forward at a constant velocity v indicating
Ṽ (x, t ) = Ṽ (x − vt, 0). The explicit form of Ṽ (x, t ) would
be formulated subsequently. Ĥ (x, t ) preserves the SSTS even
though it breaks the temporal and spacial translational sym-
metry separately

Ĥ (x, t ) = Ĥ (x + a, t + a/v). (2)

Provided the static periodic potential is sufficiently deep, we
adopted the single-band approximation and derived the tight-
binding Hamiltonian in the 1D lattice as

Ĥ (t ) =
∑

i

[−J (C†
i Ci+1 + H.c.) + Vi(t )n̂i], (3)

where Ci (C†
i ) is the annihilation (creation) operator of the

spinless fermion on site i and n̂i = C†
i Ci. J is the nearest-

neighboring (NN) single-particle hopping amplitude and
Vi(t ) = Ṽ (x = ai, t ) is the moving disordered potential at
time t. Assuming Vi(t = 0) was randomly sampled from a
uniform random distribution with Vi(t = 0) ∈ [−�,�]. To
recover the continuum function Ṽ (x, t = 0) from a set of
given points {Vi(t = 0)}, we performed cubic spline interpo-
lation to smoothly connect these points on the different sites,
and derived the continuum function Ṽ (x, t = 0). The results
did not significantly depend on specific interpolation methods
(see Appendix A). Immediately after determining Ṽ (x, t = 0),
Vi(t ) at any given time can be obtained using the identities
Ṽ (x, t ) = Ṽ (x − vt, 0) and Vi(t ) = Ṽ (x = ai, t ). Despite the
similarity in their SSTS, we should emphasize that the pro-
posed potential is significantly different from that in the
space-time crystal [18,30] since our potential has only one
lattice vector as shown in Eq. (2), thus it is not a crystal in
the 1 + 1-D space time.

III. SINGLE-PARTICLE DYNAMICS

We first consider the single-particle situation, where the
initial state was chosen as the ground state of Hamiltonian
(3) with t = 0. Starting from such a spatially localized wave
packet, we study the time evolution of the wave function
|ψ (t )〉 by directly solving the time-dependent Schrödinger

equation with different moving velocities. The density distri-
butions ρi(t ) = 〈ψ (t )|n̂i|ψ (t )〉 during the time evolution were
plotted in Fig. 2(a), which revealed that the COM of the wave
packet X (t ) = ∑

i iρi(t ) could not catch up with the moving
potential at a relatively high velocity [X (t ) < X (0) + vt as
shown in Fig. 2(b)]. Consequently, the wave packet experi-
enced a sequence of rapidly varying disordered potentials,
which consistently perturbed the wave packet stochastically
as noise and finally delocalized it. This delocalization can
be characterized by the width of the wave packet w(t ) =√∑

i ρi(t )[i − X (t )]2. Figure 2(c) shows that w(t ) roughly
grows linearly after a long time, indicating a ballistic trans-
port [w(t ) ∼ t] rather than diffusion [w(t ) ∼ t

1
2 ] reported

previously in noisy disordered systems [20,31]. This discrep-
ancy exists because the SSTS [Eq. (2)] resulted in a strong
space-time correlation for the disorder-induced “noise,” thus
stopping it from being “white” noise. Such a ballistic transport
resembles the dynamics of the disorder-free case, indicating
that a fast-moving disordered potential does not qualitatively
change the long-time dynamics of lattice systems, it only
renormalizes the hopping amplitude J .

The situation is qualitatively different at a low velocity.
Figure 2(b) shows that the COM adiabatically followed the
moving potential [X (t ) = X (0) + vt], while its width w(t )
was bounded even after sufficiently a long time [see Fig. 2(c)],
indicating the absence of diffusion. The uniform motion of
COM and the absence of the diffusion of the wave packet were
the main features of SLP at the single-particle level. The exis-
tence of the SLP indicates the validity of the adiabatic theorem
in our model (see Appendix D). The localization or delocal-
iztion of a wave packet does not only depend on the moving
velocity, but also on the initial state energy. For instance, if
we begin from another eigenstate of Ĥ (t = 0) close to the
band edge, the physics is similar as analyzed above, while
for an initial state in the band center, even an infinitesimal
velocity would be sufficient to delocalize the wave packet.
Consequently, for a given velocity, a critical initial energy
exists to separate the sliding localized and delocalized states.
The existence of such a critical initial energy is crucial for our
subsequential discussion regarding the many-body cases with
and without interactions.

It is helpful to compare our results with the wave-packet
dynamics under a suddenly moving single trap. For instance,
the dynamics of a bound state in the presence of a uniformly
moving attractive δ potential (with a velocity v) can be solved
exactly [32], which showed that the wave packet will be split
into three parts with different velocities: one adiabatically
follows the moving trap at a velocity v, while the other two
escape from the trap (with a velocity 0 and 2v, respectively)
and there is no dynamics phase transition. In our model, the
two wave packets escaping from the original trap will be
localized by the disordered potential in the SLP, thus the wave
packet will adiabatically follow the moving potential.

IV. MANY-PARTICLE DYNAMICS WITHOUT
INTERACTION

One of the valuable features of localization is the memory
effect of the initial-state information, which will be par-
tially preserved during time evolution. For instance, if we
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FIG. 2. (a) Density distributions of the wave packet at different time slices during the single-particle dynamics in the SLP (v = 0.01Ja) and
delocalized phase (v = Ja). The inset magnifies the lower panel. Evolution of the (b) COM and (c) width of the wave packet under different
moving velocities. Here and hereafter, tv rather than t would be employed to characterize the evolution time, thus allowing the comparison of
the dynamics with different v on the same footing. (d) Comparison between M(t ) in SLP (v = 0.01Ja) and delocalized phase (v = Ja) during
the noninteracting many-body dynamics beginning from the same (|1010 · · · 〉) initial state. The inset is the envelope of the oscillations in (d) in
a log-log plot. (e) Dynamics of M(t) in the noninteracting systems with different system sizes L for the SLP (v = 0.01Ja for the upper panel)
and delocalized phase (v′ = Ja for the lower panel). The inset is a finite-size scaling of the amplitudes of the persistent periodic oscillations
(M) in the SLP (v = 0.01Ja). (f) Dynamics of M(t ) in the small systems with different NN interaction strengths U . The inset is the envelope
of the oscillations in (f) in a log-log plot. The system sizes are chosen as L = 1000 for (a)–(c), L = 240 for (d) and L = 16 for (f). The discrete
time step �t = 0.001J−1 for all the cases except v = 0.01Ja where �t = 0.01J−1 and � = 4J for (a)–(f). A random disorder realization was
selected for (a)–(c) and the ensemble averages over 300 disorder realizations were performed for (d)–(f). [a] indicates in the unit of lattice
constant a.

begin from a half-filled charge-density-wave (CDW) state
|1010 · · · 〉, the density imbalance between two sublattices
of the 1D lattice M(t ) = 1

L

∑
i(−1)iρi(t ) in the initial state

would be memorized [M(t → ∞) 	= 0] in localized phases
[12], however, in the delocalized phase, it would be washed
out after extended period [M(t → ∞) → 0]. Thus, to charac-
terize the feature of SLP from the perspective of many-body
physics, we selected the |1010 · · · 〉 initial state and studied the
time evolution under the noninteracting Hamiltonian (3) with
different v by solving the equation of motion of the equal-time
single-particle Green’s function Gi j (t ) = 〈ψ (t )|C†

i Cj |ψ (t )〉,
from which all the physical quantities at any given time,
including M(t ), were derived.

Without interaction, the dynamics of the many-body
(fermionic) systems can be understood as the collective
behavior of different single-particle states, each of which
evolves independently. At a low velocity, the system adiabat-
ically followed the moving potential, so is the CDW state. A
CDW state moving at a constant velocity can be character-
ized by the persistent periodic oscillation of M(t ) [Fig. 2(d)].
Notably, the oscillation amplitude is smaller than that in the

initial state [M(0) = 0.5], which can be explained by the
aforementioned delocalized single-particle states that barely
contribute to the sliding CDW order. M(t ) in systems with
different system sizes were plotted in Fig. 2(e). Therein, a
finite-size scaling (see the inset and Appendix A) shows that
such periodic oscillations in SLP persisted in the thermody-
namic limit. Although such a sliding CDW state resembles
the “moving solid” proposed in the steady states of CDW
systems driven by applied electric fields [33–35], there is a
significant difference: the CDW order in the “moving solid”
is induced by interactions, while that in our study originated
from the initial state memory. At a high velocity, the long-time
dynamics of M(t ) noticeably exhibited an algebraic decay
∼t−α (accomplished by an oscillation) with a nonuniversal
exponent α depending on v.

V. MANY-PARTICLE DYNAMICS WITH INTERACTION

To examine the effect of interaction on the SLP in our
model, the NN interactions between fermions were introduced
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as follows:

ĤI (t ) =
∑

i

[−J (C†
i Ci+1 + H.c.) + Vi(t )n̂i + Un̂in̂i+1], (4)

where U is the strength of the NN interaction. Employ-
ing the exact diagonalization method, the time evolution
of M(t ) was studied beginning from the |1010 · · · 〉 state
under the Hamiltonian (4) for a relatively small system
(L = 16) and compared with the noninteracting case. Fig-
ure 2(f) shows that even a weak interaction in the SLP
(v = 0.01J) can delocalize the system and lead to an alge-
braic decay of M(t ). This is strikingly different from the
static disorder-induced localization, which is generally ro-
bust against weak interaction. Such an interaction-induced
delocalization can also be explained by the aforementioned
critical initial energy, above which the single-particle states
are delocalized. Generally, the interaction would induce scat-
terings between the different single-particle states, thus mix
the localized and delocalized states. Therefore, those delocal-
ized states above the critical initial energy act as a bath that
is coupled to the localized states and delocalize the whole
system.

VI. DISCUSSION

Under Fourier transformation Ṽ (x, t ) = 1√
L

∑
k Vkeik(x−vt ),

the moving disorder potential turns to a superposition of a
set of moving periodic potentials with different wavelengths,
which are typically incommensurate with the lattice constant
a. Therefore, to understand the SLP, one should first focus
on the dynamics of a particle in the presence of a moving
quasiperiod potential (qPP) with a period incommensurate
with a. Regarding the static case (v = 0), it is known that a
sinusoidal qPP with � > 2J would also result in a localization
that is similar to the Anderson localization in the disordered
system [36]. Thus, their dynamical behaviors in the presence
of the moving potential could be expected to be similar. How-
ever, Fig. 3(a) shows this is not the case. In the presence
of a slowly moving qPP Vk0 (x, t ) = � cos 2πk0(x − vt ) with
v = 0.01J , starting from the initial state as the ground state of
Vi = Vk0 (ia, 0), the variance of the wave packet w(t ) is plotted
in Fig. 3(a) (the solid black curve), which grows linearly with
time, indicating a ballistic transport behavior similar with that
of disorder-free case.

The delocalization of a particle under a slowly moving
qPP can be understood via the Landau-Zener tunneling (LZT)
[37]. Considering a qPP with a period a0 incommensurate but
slightly larger than a, and further assuming that initially the
minima of the qPP and lattice potential coincide at site i, we
choose the initial state as the ground state at t = 0, which is
spatially localized around site i. Since a0 is slightly larger
than a, the potential energies on site i and i ± 1 at t = 0
are close to each other but separated from those on other
sites. We focus on site i and i − 1 whose potential energies
vary with the movement of qPP. As shown in Fig. 3(b), at
time t∗ = a0−a

v
, the energy minimum is shifted from site i

to i − 1 [Vi−1(t∗) = Vi(0)], indicating an energy level cross-
ing. Considering the particle tunneling between site i and
i − 1, this physics resembles the Landau-Zener tunneling:
for a slow moving velocity v � J , the wave packet will

FIG. 3. (a) Comparison between the dynamics of the width
of wave packet in the presence of a single-moving quasiperiodic
potential Vk0 (x, t ) = � cos 2πk0(x − vt ) with and a superposition
of two quasiperiodic potentials V ′

k0
(x, t ) = �

2 [cos 2πk0(x − vt ) +
cos 2πk′

0(x − vt )]. The parameters are chosen as � = 4J , L = 1000,

v = 0.01Ja, k0 =
√

5−1
2 , and k′

0 =
√

6−1
2 . (b) Sketch of the nearest-

neighboring tunneling of the wave packet induced by a moving qPP
during the period [0, t∗] with t∗ = a0−a

v
.

follow the energy minimum thus tunnel from site i to site
i − 1 at t = t∗. With further movement of qPP, the wave
packet will keep tunneling, thus give rise to a ballistic trans-
port with a renormalized tunneling rate depending on t∗ see
Appendix D.

This picture is helpful for us to understand the SLP in
the moving disordered potential, which can be considered
as a superposition of moving qPPs with different a0. For a
single qPP, a wave packet tunneling from site i to i − 1 carries
a phase depending on the tunneling time t∗, which in turn
is determined by a0 of the qPP. Therefore, in the presence
of many qPPs with random a0, the wave packets carrying
different phases will interfere with each other at site i − 1,
thus suppressing the effective tunneling and lead to localiza-
tion. This point can be numerically verified by comparing
the dynamics of w(t ) with a single qPP and more than one
qPP. As shown in Fig. 3(a), in the presence of two qPPs
with different periods, w(t ) significantly deviates from the
linear growth, indicates that the effective tunneling is strongly
suppressed.

The qualitatively different dynamics behavior between the
cases with slow and fast moving velocities indicates there
exists a localized-to-delocalized phase transition. However,
based on the LZT picture, one may argue that at a small
velocity (e.g., v = 0.01Ja as chosen here), the heating rate
is exponentially small, thus is beyond the numerical precision
in our simulation. As a consequence, the observed localized
phase is not actually localized, but a delocalized phase with
extremely slow spreading. To check this point, we choose
another moving velocity v = 0.05Ja and calculate the energy

033330-4



LOCALIZATION OF MATTER WAVES IN LATTICE … PHYSICAL REVIEW A 107, 033330 (2023)

absorption in this case. As shown in Appendix E, we find there
is no qualitative difference between the cases with v = 0.01Ja
and v = 0.05Ja: at sufficiently long time, the energy of the
system still saturates and we have not observed any signature
of slow heating in this case. This result, although not a rigor-
ous proof, suggests that the proposed sliding localized phase
is indeed a stable phase that exists in a finite regime of the
phase diagram. However, due to the limit of the finite size and
simulation time in our numerical simulation, it is difficult to
preclude the possibility of a delocalized phase with extremely
slow spreading.

VII. EXPERIMENTAL REALIZATION AND DETECTION

The proposed model can be experimentally simulated by
loading atoms into a quasi-1D optical lattice, in which the
disordered and quasiperiodic potentials can be introduced in
controllable ways: the first was realized by by implementing
a speckle potential generated by a laser beam passing through
a diffusion plate [6,10], while the second can be introduced
by imposing an additional optical lattice whose period is
approximately incommensurate with that of the original one
[11]. In both cases, the moving potentials could be realized
by shifting either the diffusion plate or the phase of the ad-
ditional lasers at a constant velocity. For an optical lattice
with a = 512 nm and J 
 400 Hz, one can estimate that the
realistic moving velocity corresponds to the typical param-
eter regime discussed above is in the order of a magnitude
of 10 µm/s. Regarding the detections, the density imbalance
M(t ) can be be directly or indirectly measured via the super-
lattice band-mapping technique [38] or heterodyne detection
method, respectively [39,40].

VIII. CONCLUSION AND OUTLOOK

In summary, the dynamics of quantum systems with
moving disordered potentials were studied and a sliding
localized phase, which availed a new perspective for study-
ing of driven-disordered systems, was clarified. This result
can apply to matter waves in a wide range of wave phe-
nomena in disordered media [41–43]. Future developments
will include generalization or extension of our findings to
higher-dimensional systems in which the motion of disordered
potentials along a certain dimension might produce intriguing
anisotropic localized phases in which the matter wave is de-
localized along the driving direction, but still localized along
other directions that are perpendicular to it. A more general
question is whether there exists an effective time-independent
description analog to the Floquet Hamiltonian for this type
of driven systems with intertwined space-time symmetry. If
there exists any, what are the “local” integrals of motions
that account for the initial state memory in the sliding local-
ized phase? Finally, even though we focused on localization
physics, the proposed driving protocol can be studied in a
broader context, especially in the interacting quantum sys-
tems where the interplay between the spontaneous symmetry
breaking and the moving disorder might give rise to nontrivial
phenomena, e.g., a generalization of the Imry-Ma arguments
[44] for the robustness of symmetry breaking to such a moving
disorder.

FIG. 4. The time evolution of width (upper panel) and COM
(lower panel) of the wave packets under three different disorder
realizations with system size (a) L = 1000 and (b) L = 4000, v =
0.01Ja, and � = 4J .
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APPENDIX A: DETAILS OF THE NUMERICAL
SIMULATIONS

In this section, we check the dependence of the sliding lo-
calized phase on different disorder realizations, system sizes,
and spline interpolations.

1. Disorder realizations

In the main text, the single-particle dynamics is calculated
under a given set of randomly chosen disorder realization
{Vi(t = 0)}, it is thus important to check that our results
do not crucially depend on the choices of the disorder re-
alizations. To this end, we calculate the dynamics of the
center of mass (COM) and width of the wave packets for
different disorder realizations {Vi(t = 0)} starting from the
initial state as the ground state of the corresponding Hamil-
tonian. Without losing generality, we choose those disorder
realizations whose ground state locates close to the center
of the 1D lattice to avoid the boundary effect during the
evolution as possible as we can. As shown in Fig. 4(a), the
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long-time dynamics of the wave packets with different disor-
der realizations are qualitatively identical: at a low velocity
(v = 0.01Ja), the COMs of the wave packets under different
disordered potential adiabatically follow the moving potential
X (t ) = X (0) + vt , while in all these cases, their widths keep
oscillating within a finite regime, which indicates an absence
of diffusion. Therefore, the existence of the sliding local-
ized phases does not depend on the choices of the disorder
realization.

2. System size dependence and localization length

The single-particle simulation in the main text is performed
on a 1D lattice with finite system site (L = 1000), which
also limits the maximum simulation time (tmax ∼ La/v), after
which the wave packet will be bounced by the boundary
of the 1D lattice under the open boundary condition. For a
1D system with periodic boundary condition, in principle,
the COM of a wave packet located on a ring is ill defined.
To avoid the boundary or finite-size effect, we choose those
initial states localized close to the middle of the 1D lattice
[X (t = 0) 
 L/2] and the typical simulation time T < tmax/2.

It is known that sometimes the localization phenomena
may be sensitive to the system size, especially for the weak
disordered cases where the localization length is long enough
to be compatible to the system size. To make sure that
the system size (L = 1000) and simulation time chosen in the
main text are long enough to capture the physics of the infinite
long-time dynamics of a system in the thermodynamic limit,
here we study a larger system (L = 4000), which also allows
us to simulate the dynamics with a longer time. The dynamics
COM and the width of the wave packets in a system with
L = 4000, v = 0.01Ja, but different disorder realizations are
shown in Fig. 4(b), from which we can see that there is no
qualitatively difference between the results of L = 4000 and
L = 1000 shown in Fig. 4(a).

In the single-particle dynamics, it is difficult to derive
the localization length due to the intrinsic nonequilibrium
nature of our model, which is different from the conventional
Anderson localization or periodically driven systems where
the localization length can be derived from the eigenstates
of the single-particle (Floquet) Hamiltonian. In our model,
there is no effective Hamiltonian description, thus the
eigenstate analysis is invalid. However, as shown in the
main text, the many-body dynamics of the sliding localized
phase starting from the |1010 · · · 〉 state will approach an
asymptotic periodically oscillating dynamics, which allows
us to study the equal-time single-particle correlation function
G(r, t ) = 〈ψ (t )| 1

L

∑
i C†

i Ci+r |ψ (t )〉 in this asymptotic regime.
We calculate G(r, t ) at two different time slices [t1 and t2 as
shown in Fig. 5(a)], which, respectively, correspond to a wave
peak and a wave node in the asymptotic oscillation regime. As
shown in Fig. 5(b), both G(r, t1) and G(r, t2) rapidly (exponen-
tially) decay in distance. By making an analog to the Anderson
localization, such an exponential decay of the single-particle
Green’s function enables us to estimate the localization length
(a few lattice constants), which is significantly smaller than
the typical system sizes in our simulation (hundreds of lattice
constants).

FIG. 5. (a) The dynamics of M(t ) for a noninteracting many-
body system starting from the |1010 · · · 〉 with parameters L = 240,
� = 4J , v = 0.01Ja. (b) The equal-time single-particle Green’s
function at two different time slices (t1 and t2), which, respectively,
correspond to a wave peak and node of M(t ) as shown in (a). En-
semble average over 300 disorder realizations are performed in (a)
and (b).

3. Finite-size scaling of the many-body dynamics

At half-filling case, the SLP is characterized by a per-
sistent oscillation of the CDW order parameter M(t ) =
1
L

∑
i(−1)i〈�(t )|n̂i|�(t )〉 if we start from the initial state

|1010 · · · 10〉. As for the stability of the SLP, it is important to
distinguish the persistent oscillation from an extremely slow
decay and one needs to show that the oscillation amplitude
does not decay to zero in the thermodynamic limit. To this
end, we extended the simulation time of the many-body dy-
namics and provided some details of the finite-size scaling
in this section. We plotted the envelop of the oscillations of
M(t ) for different system sizes up to a sufficiently long time
in In Fig. 6(a), from which we can find that Men(t ) barely
decays in time. We define the saturated amplitude M as the
average of the Men(t ) over the period 240a/v < t < 480a/v

and study its dependence with system size. Figure 6(b) shows
that M decays linearly with 1/L, and in the thermodynamic
limit, M extrapolates to a finite value, which indicates that
the persistent oscillation does survive in the thermodynamics
limit in the SLP.

4. Interpolation dependence

To recover the continuum potential function Ṽ (x, t = 0)
from a set of discrete points {Vi(t = 0)} in our simulation we
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FIG. 6. (a) The envelop of M(t ) for different system sizes in the
many-body dynamics of SLP. (b) Finite-size scaling of the saturated
amplitude of the oscillation M. � = 4J and v = 0.01Ja for (a) and
(b). 300 disordered realizations are performed for each system size.

used the cubic spline interpolation to assure the smoothness
of the function Ṽ (x, t = 0). Here, we will show that our re-
sults does not crucially depend on such a specific choice of
interpolation. To this end, we choose a different interpolation
method [linear interpolation as shown in Fig. 7(a)] to derive
Ṽ (x, t = 0) from the same set of {Vi(t = 0)} and calculate
the dynamics of the wave packet under such a nonsmooth
potential. As shown in Fig. 7(b) in spite of the roughness of
the potential derived by linear interpolation, at a low moving
velocity, the dynamics of the wave packet is qualitatively
the same as that in the cubic spline interpolation, thus the
existence of the sliding localized phase does not depend on
the interpolation method. However, we should emphasize
that the interpolated potential should be spatially continuous,
otherwise it is impossible to define a adiabatic process. For
instance, for a step-like potential Ṽ (x) = Vi, if (i − 1

2 )a < x <

(i + 1
2 )a, there is no sliding localized phase no matter how

slow the potential moves. Such a step-like moving potential is
equal to the periodically kicked driving as we will analyze in
the subsequential section.

APPENDIX B: OTHER DRIVING PROTOCOLS

1. Disordered potential with a periodically kicked driving

To the check the dependence of the SLP on the driving
protocol of the disordered potential. We first consider a driv-
ing protocol with periodic kicks: instead of moving uniformly,
within each driving circle, the disordered potential keeps static

FIG. 7. (a) A comparison between the cubic spline interpolation
and the linear interpolation from a same set of random {Vi(t = 0)}.
(b) The dynamics of COM (upper panel) and width (lower panel) of
the wave packet under the moving potential Ṽ (x, t ) derived from the
linear interpolation with parameters L = 1000, � = 4J , v = 0.01Ja.

for a period of a
v

and then is suddenly pushed forward by a
lattice constant. Mathematically, this disordered potential can
be expressed as

V1(x, t ) = V [x − θ (t ), 0], (B1)

with θ (t ) = na for (n − 1)a/v < t < na/v. Notice that, on
average, the disordered potential moving forward at a velocity
v, however, the wave-packet dynamics under such a step-like
driving protocol is qualitatively different from that under a
uniformly moving disordered potential. As show in Fig. 8(a),
at a low averaged velocity (v = 0.01Ja), the COM of the wave
packet cannot follow the potential (it moves towards the oppo-
site direction) and its width keep grows in time, indicating the
absence of localization. The reason behind this is that there
is no adiabatic limit for such a periodically kicked driving
driving protocol no matter how small v is due to the sudden
movement of the potential, thus it is impossible for the wave
packet adiabatically following the moving potential.

2. Disordered potential with a periodically modulated amplitude

The second case considered involved a model of disordered
potential with periodically modulated amplitude in which
Ṽ (x, t ) takes the form of

V2(x, t ) = cos vt × Ṽ (x, 0), (B2)
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FIG. 8. (a) The dynamics of the COM [X (t ) in the upper panel]
and width [w(t ) in the lower panel] of the wave packet in the pres-
ence of disordered potentials with (a) a periodical kicked driving
and (b) a periodically modulating amplitude with the parameters
L = 1000, � = 4J , v = 0.01Ja. Neither of them exhibit the sliding
localized phase at low v.

with Ṽ (x, 0) being defined the same as in the main text.
However, different from the moving disordered potential in
the main text, V2(x, t ) preserves the discrete temporal trans-
lational symmetry V2(x, t ) = V2(x, t + 2π/v). Figure 8(b)
shows that, in the presence of such a periodically driven disor-
dered potential, there is no localizations: the width of the wave
packet keeps growing even in the presence of a low frequency
v = 0.01aJ .

APPENDIX C: INITIAL STATE DEPENDENCE:
EXISTENCE OF A CRITICAL INITIAL ENERGY

In this section, we will study the initial state dependence
of the single-particle dynamics and show that the initial-state
energy plays an important role in determining the long-time
dynamics of the wave packet. We choose different initial states
as the single-particle eigenstates of the Hamiltonian at t = 0,
all of which are spatially localized in our 1D system. We use
the energy En to characterize different initial states, where En

is the eigenenergy of the nth eigenstate. As shown in Fig. 9(a),
the long-time dynamics of the wave packet crucially depends

FIG. 9. (a) The dynamics of the COM of the wave packet starting
from initial states with different eigen-energies for the initial state.
(b) �X = X (T ) − X (0) as a function of the initial state eigenenergy
En with parameters T v = 200a, v = 0.01Ja, and L = 2000 and two
different disorder realizations (upper and lower panels).

on Ei: at a fixed (low) velocity (v = 0.01aJ), for those initial
states close to the band edges (e.g., E = −4.33J), the long-
time dynamics [X (t ) = X0 + vt] are qualitatively identical to
those starting from the ground state (E = −5.41J) and we
still find a sliding localized phase, but with a lower critical
velocity, while for those initial states close the band center
(e.g., E = −0.02J), the COM of the wave packet does not
follow the potential [it move towards the opposite direction
of the potential as shown in Fig. 9(a)], and even an infinites-
imal driving velocity can delocalize the system and induce a
ballistic transport behavior.

For a given velocity, there exists a critical initial energy
Ec to distinguish those sliding localized states from delocal-
ized states. Numerically, the critical energy Ec is determined
by the onset of the deviation of the adiabatic COM dynam-
ics [X (t ) = X0 + vt], which is always accompanied by the
divergence of the width of the wave packet. For a fixed
v = 0.01Ja, we plot �X = X (T ) − X0 with vT = 200a as
a function of the eigenenergy En in Fig. 9(b), from which
we can find �X = 200a for En < Ec, while for En < Ec,
�X < 200a. Figure 9(b) also suggests that the critical initial
energy seems depends on the disorder realizations, but we
are not sure whether such a dependence is a finite-size effect
or not.
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APPENDIX D: WAVE-PACKET DYNAMICS
IN THE PRESENCE OF MOVING QUASIPERIODIC

POTENTIAL

1. Ballistic transport and effective tunneling amplitude

In the main text, we show the wave-packet dynamics un-
der a moving quasiperiodic potential is qualitatively different
from that under a moving disordered potential, at a low veloc-
ity the moving disordered potential will be localized, while the
moving quasiperiodic potential is characterized by a ballistic
transport, where the width of the wave packet grows linearly
with time. The slope of this linear growth can be considered
as the velocity of the ballistic transport, which is proportional
to the effective single-particle tunneling amplitude between
adjacent sites (J ′). As shown in Fig. 10(a), the slopes depend
on the moving velocity of the potential from which we can
derive a moving velocity dependence of the effective tunnel-
ing amplitude. Figure 10(b) suggests that J ′ depends on v in
an oscillatory way whose envelop roughly grows linearly with
increasing v. In the main text, we consider the situation where
the period of the quasiperiodic potential (a0) is slightly larger
than the lattice constant (a). At a small moving velocity, the
typical tunneling time between the adjacent sites is t∗ ∼ a0−a

v
,

whereas the effective tunneling amplitude J ′ ∼ 1
t∗ , thus is

proportional to v. For a general a0, the moving quasiperiodic
potential may induce longer-range tunneling since the first
excited state in this case may not locate at the adjacent sites of
the ground-state wave packet.

2. Breakdown of adiabaticity in the presence of moving
quasiperiodic potential

In the main text, we mentioned that the qualitatively dif-
ferent behaviors between the systems with moving disordered
and quasiperiodic potential is related with the breakdown of
the adiabaticity in the latter, here a detailed analysis of this
point is provided. In general, for an isolated system with
some external parameter being slowly driven from some ini-
tial value to the final one with a ramp speed v, assuming there
is no energy level crossing on the way, the adiabatic theorem
states that the excess entropy or energy density (δe) pumped
into the system in this process as a function of v will approach
to zero as δe ∼ v2 in the limit v → 0. This is due to the fact
that δe is an analytic function of v, but insensitive to its sign
[δe(v) = δe(−v)].

Specific to our system, the time varying parameter is the
phase shift φ(t ) of the moving potential, which grows lin-
early as φ(t ) ∼ vt , where the moving velocity v is the ramp
speed. For simplicity, we consider the single-particle case.
Initially, φ(t = 0) = 0 and we choose the initial state as the
ground state of Ĥ (t = 0). The final phase shift is chosen to
satisfy the potential is pushed forward by one lattice con-
stant φ(t = t f ) = a, thus t f = a/v. Due to the sliding space-
time translational symmetry, the Hamiltonian at the final stage
Ĥ (t = t f ) is equivalent to initial one Ĥ (t = 0) by shifting one
lattice constant (i → i + 1). Under the periodical boundary
condition, this equivalence indicates that the energy spectrums
of Ĥ (t = t f ) and Ĥ (t = 0) are the identical with each other.
As a consequence, the excess energy pumped into the system
in this process (the disordered or quasiperiodic potential is

FIG. 10. (a) The dynamics of width of the wave packet in the
presence of a slowly moving quasiperiodic potential Vk0 (x, t ) =
� cos 2πk0(x − vt ) with different moving velocities. (b) The depen-
dence of the renormalized nearest-neighboring tunneling amplitude
[the slope of w(t )] as a function of moving velocity of the quasiperi-
odic potential. The parameters are chosen as k0 =

√
5−1
2 , � = 4J , and

L = 1000.

pushed forward by one lattice constant) is defined as

δe = 〈ψ (t f )|Ĥ (t = t f )|ψ (t f )〉 − E0, (D1)

where E0 is the ground-state energy for both Ĥ (t = t f ) and
Ĥ (t = 0), which is also the system energy at t = 0. |ψ (t f )〉 is
the wave function at the final time t f .

The excess energy δe as a function of v for both cases
with disordered and quasiperiodic potential are plotted in
Fig. 11(a), which indicates a qualitative difference between
them: as for a moving disordered potential, the excess energy
grows with the moving velocity as δe ∼ v2, which suggests
that the adiabatical theorem still holds in this case. On the
contrary, for the moving quasiperiodic potential δe → const.
in the limit of v → 0, indicating a breakdown of the adia-
batical theorem, which can explain that even an infinitesimal
velocity can delocalize the system. We expect that such a
breakdown of the adiabatical theorem is due to the presence
of a large amount of level crossings [∞L as shown in the inset
of Fig. 11(b)] during this process, which pumps the particle to
excited states via a sequence of Landau-Zener tunnelings. For
a finite-size system, the level crossing as shown in Fig. 11(b)
are actually separated by a small gap �E . However, it is worth
mentioning that such a small gap decays exponentially with
the system size [as shown in Fig. 11(c)] and will close in the
thermodynamic limit.

APPENDIX E: ENERGY ABSORPTION

To distinguish the localization from a slowly spreading
delocalization, we extend our simulation time up to O(102)
times longer than that in the main text, and systemati-
cally study the dependence of the long-time behavior on the
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FIG. 11. (a) The excess energy pumped into the system after the
potential is pushed forward by one lattice constant δE as a function of
the moving velocity v in the presence of disordered or quasiperiodic
potentials. (b) The instantaneous eigenenergies during this period
0 < tv < a. The parameters are chosen as L = 64 and � = 4J for
(a) and (b). The inset of (b) indicates the number of the energy
crossing between the instantaneous ground state and first excited
state as a function of the system size L. (c) The gap as a function
of system size in the presence of moving quasiperiodic potentials.

simulation time, system size, and most importantly, the mov-
ing velocity.

1. Absorbed energy as a signature of localization
or delocalization

In a previous study, we used the width of the wave packet
to characterize the localization or delocalization. However, in
the long-time dynamics, we are confronted with a dilemma: to
study the dynamics of the wave packet, one needs to choose

a 1D system with an open boundary condition (OBC) since
the center of mass of the wave packet is ill defined in a 1D
chain with periodic boundary condition (PBC) (e.g., an exten-
sive wave packet with an uniform distribution within a ring).
However, for the OBC, the simulation time is bounded since
the wave packet should not be rebounded by the boundary
during the evolution, otherwise the estimation of the width of
the wave packet is not accurate. This dilemma indicates that
the longest simulation time τmax in our previous simulation
should be limited as τmax < La

v
.

To bypass this dilemma and study the longer-time dynam-
ics, here we use the PBC but choose a quantity other than
the width of the wave packet to characterize the localization
or delocalization. The quantity we calculate is the absorbed
energy �E (t ) = E (t ) − Eg, where Eg is the initial energy [the
ground-state energy of H (t = 0)] and E (t ) is the energy of
the wave packet at time t . We only focus on the stroboscopic
dynamics at tn = nt0, where n is an integer and t0 = a/v is a
timescale during which the disordered potential is pushed for-
ward by one lattice constant. Under PBC, the energy spectrum
of H (tn) is exactly the same as that of H (0) due to the transla-
tional symmetry, thus �E (tn) represents the energy absorbed
from the driving during the evolution. These quantities can be
used to characterize localization or delocaliztion in this driv-
ing system: since we start from the site with lowest potential
energy, if the wave packet is delocalized it will spread and its
energy will keep growing until it reaches the upper bound of
the single-particle energy ∼O(J ). Otherwise, the wave packet
will be localized around its original site and its energy will
quickly saturate up to a value much smaller than O(J ). It is
known that the energy absorption rate is also considered as
a signature of the dynamical localization in periodic driven
systems [45–48].

2. Numerical results

In the following, we extend the simulation time up to a
timescale of 104a/v and systematically study the dependence
of �E (t ) on system size and moving velocity.

We first fix v = 0.01aJ and study the long-time dynamics
of �E (t ) for different system sizes. Figure 12(a) shows that
�E (t ) will quickly saturate to a finite value ∼O(10−4J ), then
oscillates around it. Physically, it means that the wave packet
is breathing instead of spreading, which was also confirmed
by our previous results of the dynamics of the width of the
wave packet (Fig. 4). Within the timescale of our simulation
(106J−1), there is no signature that �E (t ) increases with time.
Based on the numerical results, one can estimate that the
heating rate, if it exists, should be much smaller than 10−10J2.
By comparing the results of various system sizes one can
see that the saturate value of �E (t ) does not significantly
depend on the system sizes (it indeed depends on the disorder
realization).

One may argue that the chosen velocity (v = 0.01Ja) is too
small compared to the typical energy scale �d between the
ground and first excited state of the instantaneous Hamilto-
nian. (�d ∼ 0.1J for our model with the chosen parameters),
thus the heating rate is exponentially small and indeed much
smaller than 10−10J2. To clarify this point, it is important to
study another velocity that is compatible with �d . To this
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FIG. 12. The evolution of the absorbed energy �E (tn) with different system sizes L and moving velocity v in the presence of moving
disordered potential with � = 4J .

end, we study the dynamics with v = 0.05Ja. As shown in
Fig. 12(b), the saturated value of �E (tn) ∼ 10−2J is larger
than that in the case with v = 0.01Ja, but still much smaller
than O(J ), which indicates that even though the spatial dis-
tribution of the late-time wave packet with v = 0.05Ja is
boarder than that with v = 0.01Ja, it is still spatially local-
ized. More importantly, from Fig. 12(b), one can see that,
similar to the v = 0.01Ja case, there is no heating signature
up to the time scale of 104a/v. If the localization observed in
the v = 0.01Ja is an artifact of v � �d , one should expect
a significant heating rate in the v = 0.05Ja case where v is
compatible to �d , but this is not the case according to our
numerical results.

As a contrast, we consider the dynamics of �E (tn) at a
fast moving velocity (v = Ja), where genuine delocalization
occurs. As shown in Fig. 12(c), �E (tn) also saturates after
a sufficiently long time. However, the energy saturation in

this case has a completely different origin from those in
v = 0.01Ja and v = 0.05Ja. As analyzed above, the second
result is due to localization, while the first is due to the fact
that there is an upper bound for the single-particle energy in
such a 1D lattice system. The initial energy is E (0) = −5.2J ,
while Fig. 12(c) indicates that, after long-time �E (tn) oscil-
lates around 5J , thus the final energy of the particle [E (0) +
�E (tn)] is O(0.1J ). This value can be easily understood by
the fact that, in the delocalized phase, the wave packet keeps
absorbing energy from the driving until it is spread over all the
lattice sites with random potential energies within [−4J, 4J]
(being most extensive) after sufficiently long time.

In summary, the qualitatively same long-time dynamics
between the v = 0.01Ja and v = 0.05Ja cases indicates that
the sliding localization state proposed in this study is indeed
a robust “phase” that persists in a finite regime of the phase
diagram.
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