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Energy and angular distributions of electrons emitted in proton collisions with molecular hydrogen
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The description of experimental data on energy and angular distributions of electrons produced in
intermediate-energy proton collisions with H2 has remained an insurmountable problem for over five decades. A
coupled-channel method is developed that provides an accurate solution to the problem. The doubly differential
cross section as a function of the energy and angle of the ejected electron is calculated. Excellent agreement
between the present results and the experimental data is found. This breakthrough in theoretical modeling of
differential ionization in p + H2 collisions paves the way to accurate description of the recent kinematically
complete experiments.
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I. INTRODUCTION

Ion collisions with atoms and molecules represent one of
the most fundamental physical processes and remains an ac-
tive area of research [1,2]. In part this is due to an abundance
of atomic collisions occurring in astrophysical and laboratory
plasmas, as well as stringent accuracy requirements in hadron
therapy treatment of cancer [3]. Consequently, experimental-
ists and theorists continue to investigate collisions between
atoms and molecules to better understand the underlying
physics. Researchers face unique challenges and some types
of collisions that are easier to investigate in the laboratory are
very difficult to calculate, and vice versa. For example, it is
easier to prepare H2 targets experimentally than H atoms [4];
however, theoretical modeling of collisions with molecules
is a significantly more challenging task than those involv-
ing atomic targets. Significant differences still exist between
theory and experiment for some of the most fundamental
collision systems, such as proton scattering on molecular
hydrogen. Recent advances in experimental techniques, e.g.,
cold target recoil ion momentum spectroscopy (COLTRIMS),
have enabled kinematically complete experiments capable of
measuring the fully differential cross sections for ionization
[5] and dissociative capture [6]. Calculating the doubly and
fully differential cross sections for these processes remains
a challenging task for theorists. Theoretical approaches con-
tinue to be developed and applied to describe the latest highly
accurate experimental data (see, e.g., Refs. [7–9] and refer-
ences therein); however, the theory is still lagging far behind
the experiment, particularly in the intermediate-energy region.

Recent measurements of the doubly and fully differen-
tial cross sections for ionization in p + H2 collisions [10,11]
reveal inconsistent agreement with the currently available the-
oretical results (see, for instance, Ref. [12]). In particular,
significant differences between theory and experiment still
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exist for the doubly differential cross section (DDCS) for
ionization as a function of the emission energy and the angle
of the ejected electron [13,14]. Resolving these discrepancies
is an essential step towards understanding the disagreement
between theory and experiment for the fully differential cross
section.

The angular and energy distributions of ejected electrons
were first measured by Kuyatt and Jorgensen [15] across an
incident energy range from 50 to 100 keV over five decades
ago. Rudd and Jorgensen [16] then measured the DDCS for
ionization at 100 keV over a wider ejection energy and ejec-
tion angle range. The authors of Refs. [15,16] both found
that, although the energy distribution of ejected electrons was
represented reasonably by the first-order Born approximation
(FBA) calculations, agreement between theory and experi-
ment for the angular distribution was very poor. Even at an
incident energy of 300 keV, where the measured total ioniza-
tion cross section demonstrates improved agreement with the
FBA one, significant disagreement was still observed between
theory and experiment for the DDCS [17]. Additionally, when
the differential cross section measured in these early exper-
iments was integrated, the resulting total ionization cross
section (TICS) was 35–100% larger than that reported by
direct measurements. Toburen and Wilson [18] independently
measured the DDCS for ionization in p + H2 collisions from
300 keV up to 1.5 MeV. In general, their results agree well
with those of Rudd et al. [17] at 300 keV. However, their data
deviate from those of Rudd et al. [17] at ejection energies
less than 50 eV for ejection angles greater than 30◦. The most
significant difference is seen at the highest measured ejection
energies and for emission in the backward direction where
the cross section is very small and the signal-to-noise ratio
in their measurements is low. At the larger impact energies
considered by Toburen and Wilson [18], the binary-encounter
peak becomes visible for ejection of high-energy electrons at
small emission angles. This secondary peak in the DDCS is
the result of essentially binary collisions between the projec-
tile and the active electron.
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Rudd [19] measured the DDCS for ionization at the lower
impact energy of 20 keV. Here the FBA results demonstrated
significant disagreement with the measurements at small ejec-
tion energies, even after considering experimental error that
was greater than 20% at these ejection energies. As with their
earlier data reported in Ref. [17], the integrated DDCS they
measured was significantly larger than direct measurements
of the TICS. Gibson and Reid [20] measured the DDCS
for ionization at 50 keV for ejection energies over a range
from 5 to 150 eV and emission angles from 0◦ to 100◦;
however, the TICS found by integrating their results differed
from direct measurements by 33%. Furthermore, subsequent
experiments called into question the accuracy of their results
due to potential spreading of their proton beam [21]. The latest
experimental measurements of this type were performed by
Gealy et al. [4] using a new apparatus specifically designed
to measure the flux of low-energy electrons accurately. They
reported the DDCS for ionization for impact energies from 20
to 114 keV as a function of both ejection energy and angle
for electron energies as small as 1.5 to 400 eV at the highest
incident energy. Their angular range extended from 15◦ to
165◦. Additionally, the integrated cross section obtained in
this work agreed well with the independently measured TICS.

The experimental data of Rudd et al. [17] and Gibson
and Reid [20] also show evidence of a sharp peak in the
DDCS when the electron is emitted in the narrow forward
direction. This so-called electron capture into the continuum
(ECC) peak [13] is the result of the ionized electron leaving
the system in the same direction and with the same velocity as
the projectile. In the projectile frame this is equivalent to the
electron having near-zero relative velocity. Calculating differ-
ential cross sections for ionization in this kinematic regime
is a difficult problem. Accurate modeling of this interesting
mechanism deserves an investigation of its own and will be
addressed elsewhere. In this work, we focus on calculating
the DDCS for ionization at all emission angles and energies
except the forward direction.

Theoretically, the DDCS as a function of the emission
energy and angle has mainly been investigated with the first
Born approximation. In this approach the results for collisions
with the molecular target are obtained by applying either the
Bragg additivity rule or an energy-scaling procedure to the
FBA results obtained for scattering on the atomic target [22].
The inability of these approaches to accurately model the
underlying physics is evident from poor agreement with the
experimental data of Refs. [15–18]. A different approach was
taken by Macek [13] who used the first term in the Neuman
expansion of Faddeev’s equations for the final state of the
projectile-electron-residual ion system to calculate the DDCS
for ionization. The calculations were performed at an inci-
dent energy of 300 keV. The results also showed significant
deviation with the experimental data. The most recent calcu-
lations of this cross section were performed by Galassi et al.
[14] using both the FBA and the continuum-distorted-wave
eikonal-initial-state (CDW-EIS) methods. As with the FBA,
the CDW-EIS is a perturbative approach and only applica-
ble at sufficiently high collision energies. Their approach to
calculating the cross section for the molecular target, dubbed
the continuum-distorted-wave eikonal-initial-state molecular-
orbital (CDW-EIS-MO) approach, treats the target as two

independent H atoms separated by the equilibrium internu-
clear distance of the H2 molecule. The cross section for
proton scattering on H2 is averaged over all orientations of the
molecular target. Results are only available at four emission
angles at an incident energy of 114 keV. Overall, the CDW-
EIS-MO calculations demonstrate improved agreement with
experiment compared to FBA calculations.

Very recently, the two-center wave-packet convergent
close-coupling (WP-CCC) approach has been extended to
calculate total and singly differential cross sections for
all single-electron processes occurring in p + H2 collisions
[23,24]. This nonperturbative method accounts for strong cou-
pling effects between different reaction channels. Previously
it has been applied to calculate the DDCS as a function of
the emission energy and projectile scattering angle in proton
collisions with atomic hydrogen at 75 keV, demonstrating
excellent agreement with experiment [25]. At this impact en-
ergy, the total ionization cross section is near its maximum
and many different competing reaction channels, including
electron capture by the projectile, play important roles in
the collisional dynamics. For over five decades experimen-
talists have worked to improve the accuracy and precision
of measurements of ionization cross sections in p + H2 col-
lisions [11,15,26,27], yet theorists have thus far been unable
to consistently calculate the DDCS across the wide range of
emission energies and angles for which experimental data
are available. In this work we further develop the WP-CCC
method to address this long-standing discrepancy between
theory and experiment.

Unless specified otherwise, atomic units (a.u.) are used
throughout this paper.

II. THEORY

The WP-CCC method is based on the semiclassical
impact-parameter formalism for ion-atom scattering. The
underlying approach for calculating differential cross sec-
tions for ionization in p + H2 collisions is detailed in
Ref. [24]. Briefly, the Schrödinger equation for the total
scattering wave function �+

i , subject to the outgoing-wave
boundary conditions, is (H − E )�+

i = 0, where H is the
full three-body Hamiltonian of the collision system and E is
the total energy. The total scattering wave function develops
from the initial channel i representing the projectile incident
on the target in the ground electronic state. The latter is
expanded in terms of N target-centered (ψT

α ) and M projectile-
centered (ψP

β ) pseudostates,

�+
i ≈

N∑
α=1

Fα (t, b)ψT
α (rT)eiqα ·ρ +

M∑
β=1

Gβ (t, b)ψP
β (rP)eiqβ ·σ,

(1)

where Fα (t, b) and Gβ (t, b) are expansion coefficients that
depend on time t and impact parameter b. We position the
origin of our coordinate system at the target nucleus and use
two sets of Jacobi coordinates. In the first set, rT is the position
vector of the active electron relative to the target nucleus and
ρ is the position of the projectile nucleus relative to the target
system. In the second set, rP is the position of the active elec-
tron relative to the projectile and σ is the position of the atom
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formed by the projectile after capturing the electron (hereafter
called the projectile atom) relative to the residual target ion,
H+

2 . The momentum of the projectile relative to the target is
denoted qα and the momentum of the projectile atom relative
to the target nucleus is denoted qβ . The projectile moves with
the velocity v in a straight line parallel to the z axis with its
position given by R = b + vt , where the impact parameter is
perpendicular to the projectile velocity, b · v = 0. We include
both target- and projectile-centered basis states in Eq. (1) to
accurately calculate ionization since the positive charge of
the projectile results in a high probability of ejected electrons
leaving the system in the vicinity of the projectile nucleus.
This electron capture into the continuum process contributes
significantly to the total ionization cross section [28].

In order to describe the structure of the H2 molecule, we
use the effective one-electron method suggested by Vanne
and Saenz [29]. In this method the field of the residual target
ion is collectively represented using a model potential that
results in an accurate ground-state ionization energy of H2

corresponding to the equilibrium internuclear separation. The
radial wave functions of the negative-energy target states in
Eq. (1) are constructed by solving the Schrödinger equation
for the target using an iterative Numerov approach. The ener-
gies of the states are given by the corresponding eigenvalues.
To construct pseudostates representing the continuum, the
continuum is subdivided into Nc nonoverlapping momentum
intervals from κmin to κmax. We then construct a wave packet
for each interval by numerically integrating the continuum
wave over the width of the interval. The corresponding energy
of the continuum pseudostate is given by the midpoint of
the interval. The procedure is repeated for all Nc intervals.
We find that κmax = 10 a.u. is sufficiently large for the re-
sults of interest to converge. Combined, the set of negative-
and positive-energy pseudostates form an orthonormal basis
that diagonalizes the target Hamiltonian. The projectile-atom
states are constructed from eigenstates of the hydrogen atom
and wave packets made using the pure Coulomb wave func-
tion. Together they also form an orthonormal basis that
spans the negative- and positive-energy spectrum of the
projectile atom.

The expansion of the total scattering wave function in
Eq. (1) is substituted into the time-independent Schrödinger
equation. Using the semiclassical approximation, after some
algebra, this results in a set of first-order differential equa-
tions for the unknown expansion coefficients. In the limit
as t → +∞ the expansion coefficients Fα (t, b) and Gβ (t, b)
yield the scattering amplitudes for the final channel specified
by α and β, respectively. See Refs. [23,24] for details of the
scattering equations and matrix elements.

Once the expansion coefficients have been calculated, the
momentum-space transition amplitudes corresponding to di-
rect scattering, T DS

f i (q f , qi ), and electron capture, T EC
f i (q f , qi ),

are calculated using the Fourier-Bessel transformations of
Ff (+∞, b) and G f (+∞, b), respectively. The WP-CCC ap-
proach to calculating differential ionization cross sections is
detailed in Ref. [24]. Briefly, we construct identity operators
from our complete sets of target and projectile pseudostates
and then insert these into the general definition of the scat-
tering amplitude given in Refs. [30,31]. This splits the total
ionization amplitude into two parts, one for direct ionization

of the target and one for electron capture into the contin-
uum of the projectile. The direct-ionization (DI) amplitude
is given by the product of the direct-scattering amplitudes
of positive-energy pseudostates and the overlap between the
corresponding pseudostate and true continuum wave,

T DI
f i (κ, q f , qi ) = 1

(2π )3/2

∑
�m

〈
ϕT

κ

∣∣ψT
f

〉
T DS

f i (q f , qi ), (2)

where κ is the momentum of the ionized electron in the target-
centered coordinate system and ϕT

κ is the true continuum wave
solution of the target residual ion obtained using the effec-
tive potential. The ECC amplitude is given by the product
of the amplitudes for electron capture into positive-energy
pseudostates and the overlap between the corresponding pseu-
dostate and pure Coulomb wave,

T ECC
f i ( , q f , qi ) = 1

(2π )3/2

∑
�m

〈
ϕP

∣∣ψP
f

〉
T EC

f i (q f , qi ), (3)

where is the momentum of the ionized electron in the
projectile-centered coordinate system and ϕP is the pure
Coulomb wave. However, the DI and ECC amplitudes are
given in the target- and projectile-centered frames of refer-
ence, respectively. Hence, we must bring the amplitudes into a
common frame. We choose the laboratory frame of reference,
where the target is at rest, in order to compare our results with
experimental data. Thus, only the ECC component needs to be
transformed. Then, the fully differential cross section (FDCS)
for ionization is calculated according to

d3σ

dEed�ed� f
= μ2

T

(2π )2

q f κn

qi

(∣∣T DI
f i (q f , qi, κn)

∣∣2

+ ∣∣T ECC
f i (q f , qi, κn − v)

∣∣2)
, (4)

where μT is the reduced mass of the p + H2 system and κn

is the momentum of the wave packet that represents the nth
continuum bin. Thus, in our approach the FDCS has two
parts, the DI and ECC ones, that are added incoherently. Our
earlier calculations for proton-induced ionization of atomic
hydrogen showed that, when the basis size is sufficiently large,
the coherent and incoherent combinations of the DI and ECC
amplitudes lead to practically the same cross sections [25].
It was concluded that for practical purposes of calculating the
differential ionization cross sections, both ways could be used.
Therefore, we use the incoherent combination since it requires
significantly less CPU time and resources. It also makes trans-
parent the unitarity of the close-coupling formalism.

The DI component of the DDCS for ionization resulting
in electron emission along the surface of a cone at an angle
of θe to the z axis with a momentum between the boundaries
of the nth continuum bin is found by analytically integrating
over the scattering angle of the projectile. This leads to

d2σ DI

dEed�e
= 2π

κnwn

�max∑
�=0

�′
max∑

�′=0

�∑
m=−�

× Y ∗
�m(κ̂n)Y�′m(κ̂n)(−i)�

′−�ei(σ�′ −σ� )

×
∫

dbbF̃ ∗
nlm(∞, b)F̃n�′m(∞, b), (5)
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FIG. 1. Doubly differential cross section of ionization for 300-keV proton collisions with H2 as a function of the ejected electron energy at
various emission angles. Experimental data are from Rudd et al. [17] and Toburen and Wilson [18]. Theoretical results: The WP-CCC approach,
the first-order Born approximation by Rudd et al. [17], and the Faddeev approach by Macek [13]. The present DI and ECC components are
also shown.

where F̃nlm(t, b) = eimφbFnlm(t, b) is the target-centered ex-
pansion coefficient that does not depend on the azimuthal
angle of the impact parameter. For the ECC component we
follow the same procedure. Therefore, the ECC part of the
DDCS has the same form as the DI component in Eq. (5), but
with the substitutions → κ − v, and F̃nlm → G̃nlm, where
G̃nlm(t, b) = eimφbGnlm(t, b) is the projectile-centered expan-
sion coefficient that does not depend on the azimuthal angle
of the impact parameter.

We find that a basis containing 10 − � bound states for each
included orbital quantum number � up to �max = 4 is sufficient
to obtain converged results. The continuum was discretized
with 25 bins for each included orbital quantum number and
the electron-momentum cutoff was 10.0 a.u. The z grid was
extended from −200 to +200 a.u.

III. RESULTS

We have calculated the DDCS in the incident energy range
spanning from 20 to 300 keV, which represents the most
difficult intermediate-energy region where the total ionization
cross section peaks and where many competing reaction chan-
nels play important roles in the collisional dynamics. Here
we show our results at a representative collision energy.
The further details of the calculations and more results will
be reported elsewhere. Figure 1 shows the present results for

the DDCS for ionization at an incident energy of 300 keV as
a function of the ejected electron energy for emission angles
from 10◦ to 130◦. We can compare our calculations to the two
independent sets of experimental data from Rudd et al. [17]
and Toburen and Wilson [18]. Additionally, we also show the
DI and ECC components of the cross section, except at 10◦
where we compare with the FBA calculations from Rudd et al.
[17] and the calculations based on the Faddeev equations by
Macek [13]. There are no other calculations for other emission
angles.

At the top of each panel we show the velocity of the
ejected electron ve in terms of the projectile velocity. In the
forward direction the ECC component peaks when ve/v = 1.
The smallest emission angle considered here is 10◦. We see
no evidence of the ECC peak in our result or the experimental
data at this emission angle.

We find excellent agreement between our calculations and
the experimental data of Rudd et al. [17]. The present results
agree well with the measurements of Toburen and Wilson [18]
as well, but only within the energy range where their data are
in agreement with the data of Rudd et al. [17]. For emission
into 10◦ the FBA calculations by Rudd et al. [17] significantly
deviate from the experimental results, underestimating the
data from 0 up to 600 eV and then falling off sharply at
higher emission angles. At this impact energy, the projectile
velocity is v = 3.465 a.u. It is sufficiently high for the FBA
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to be considered suitable for calculating the TICS. However,
we see that the FBA fails to reproduce the underlying DDCS.
The approach used by Macek [13] based on the Faddeev
equations overestimates the experimental data significantly
at small emission energies and then decreases to eventually
agree at 650 and 700 eV.

The WP-CCC results reproduce both the main peak in the
DDCS for the very low emission energies and the binary-
encounter peak. Furthermore, we explicitly calculated the
direct ionization and electron capture into the continuum con-
tributions to the DDCS. This allows us to analyze the roles
these mechanisms play in emission of electrons in a wide
range of kinematic regimes. We find that for small ejection
angles the DDCS is dominated by DI for small energies and
ECC for larger ejection energies. Near the emission angle of
70◦, the DI and ECC components become comparable, except
for very small ejection energies where the ECC part falls off
steeply towards the ionization threshold. At 90◦ and above,
the DDCS is primarily made of DI, only for very large ejec-
tion energies does the ECC contribute for backward ejection
angles. This makes physical sense since ejection into angles
greater than 90◦ will result in the electron being closer to the
target nucleus while the projectile nucleus moves away from
the scattering system in the forward direction.

IV. CONCLUSIONS AND SUMMARY

The present results represent the first calculations of the
DDCS for p + H2 collisions in the intermediate-energy range,
in particular, at 300 keV, that are capable of reproducing the
available experimental data. The previously applied theoreti-
cal approaches are perturbative and hence are only applicable
at sufficiently high projectile energies. Their fundamental
assumptions are not valid when the projectile velocity is
comparable to or less than the orbital velocity of the target
electrons. The WP-CCC method is the only nonperturbative
approach to differential ionization that accounts for the strong
coupling between the reaction channels. Additionally, we are
able to distinguish between the DI and ECC mechanisms, pro-
viding further insight into the underlying physics. The present
results demonstrate that strong coupling between reaction
channels and both DI and ECC mechanisms play important
roles in the electron emission cross section, indicating that
inclusion of the two-center nature of the scattering system
is essential for accurately calculating differential cross sec-
tions for ionization.

This work lays the foundations for applying the WP-CCC
approach to other types of DDCS for ionization, such as
those differential in both the scattering angle of the projec-
tile and the ejected electron energy, which were measured
in Refs. [32,33]. Currently there is no theory capable of
accurately describing the ionization cross-section differen-
tial in both the scattering angle of the projectile and the
ejected electron energy across the energy range of the emitted
electrons measured by experiment. The current results repre-
sent an essential step towards developing a single complete

theory capable of describing the different types of DDCS in
all kinematic regimes. It is worth mentioning that the WP-
CCC approach has recently been used to calculate singly
differential cross sections for ionization in p + He collisions,
also resulting in very good agreement with the experimental
data [34]. Moreover, calculations of the FDCS for ionization
in energetic proton-helium collisions using the single-center
WP-CCC method [7,8] showed very good agreement with the
recent high-resolution experiment by Gassert et al. [5]. Very
recent results based on a parabolic quasi-Sturmian approach to
ionization in p + He collisions by Zaytsev et al. [9] also show
good agreement with the experimental data from Ref. [5].
However, both theoretical approaches predict a shift in the
position of the binary peak. Furthermore, there is currently no
theory that can describe the experimental data for the FDCS
at 75 keV measured by Schulz et al. [35] and Dhital et al. [11]
consistently in all kinematic regimes. Therefore, we intend
to apply the two-center WP-CCC method to calculate the
FDCS in proton collisions with He and H2 to determine if
higher-order effects resulting from the presence of the second
center are able to explain the aforementioned discrepancies.
The recent fully differential study of capture with vibrational
dissociation in p + H2 collisions [6,36] is another intriguing
problem that presently available methods cannot describe. We
are working on extending our method to this problem.

The H2 molecule is a two-center target. In principle, the
waves scattered from the two centers may interfere. One can
expect that this may affect the cross sections. However, the
experimental data of Rudd et al. [17] and Toburen and Wilson
[18] for the DDCS in the energy and angle of the ejected
electron at a projectile energy of 300 keV, investigated here,
show no evidence of interference. This can be seen in Fig. 1.
Nevertheless, experiments by Hossain et al. [37] and Stolter-
foht et al. [38] suggest that interference becomes important at
significantly higher projectile energies and for highly charged
ions. At the same time, interference could also be important
for the DDCS in the energy of the electron and the scattering
angle of the projectile, and for fully differential cross sections.
We will investigate these elsewhere.

In conclusion, we have developed an approach to differen-
tial ionization in proton collisions with molecular hydrogen.
The method has been applied to calculate the energy and angu-
lar distributions of emitted electrons. The approach provides
an accurate description of the experimental data, resolving a
long-standing theoretical challenge. This is an essential step
towards closing the gap between theory and the latest experi-
mental developments.
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