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We have made an absolute, reference-free measurement of the 1s2s 3§, — 1s 'S, relativistic magnetic
dipole transition in He-like sulfur. The highly charged sulfur ions were provided by an electron-cyclotron
resonance ion source, and the x rays were analyzed with a high-precision double-crystal spectrometer. A
transition energy of 2430.3685(97) eV was obtained and is compared to most advanced bound-state quantum
electrodynamics calculations, providing an important test of two-electron QED effects and precision atomic
structure methods in medium-Z species. Thanks to the extremely narrow natural linewidth of this transition and
to the large dispersion of the spectrometer at this energy, a complementary study is also performed to evaluate
the impact of different silicon crystal atomic form-factor models in the transition-energy analysis. We find no
significant dependence on the model used to determine the transition energy.
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I. INTRODUCTION

Tests of bound-state quantum electrodynamics (BSQED)
are pursued with precision measurements in complementary
atomic systems, where the close comparison between exper-
iment and theory allows us to disentangle the various facets
of the theory. Highly charged ions (HCIs), i.e., few-electron
atomic systems, are a privileged terrain of study as the quan-
tum many-body problem can be solved most exactly for these
systems, and their strong Coulomb fields lead to amplified
BSQED effects in their atomic structure. Laser spectroscopy
of normal and muonic hydrogen allows us to test perturba-
tive BSQED to the threshold of third-order effects and to
measure the charge radius of the proton [1-4], deuton [5],
and the o particle [6]; see [7] for a recent review. High-
precision measurements of transition energies, such as the
work presented here, allow for precision tests of BSQED
energy corrections such as self-energy and vacuum polariza-
tion or electron-electron and many-body relativistic effects;
see [8] for a recent review. Precision measurements of other
quantities, like Landé g factors in HCIs [9-11] and g factor
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differences of coupled ions [12], also allow us to test BSQED
contributions, to measure fundamental constants [13], and to
place limits on new physics beyond the standard model.
H-like, single-electron systems have been studied across a
broad range of species up to uranium, but far fewer measure-
ments exist for He-like species [8]. A systematic divergence
between experiment and BSQED theory for He-like systems
has been observed [14,15], and an active ongoing discus-
sion continues in the literature [8,16-21], which all points
to the need for more high-precision data for He-like ions
across a broad range of Z. This task is complicated due
partly to the fact that, when moving beyond the lightest ions,
the transition energies enter the x-ray regime, making direct
laser spectroscopy impossible. While new approaches with
coherent laser spectroscopy and quantum logic are promis-
ing [22,23], currently, the highest-precision method broadly
applicable for determining transition energies in HCISs is us-
ing crystal spectrometers. These instruments may be coupled
with electron-beam ion traps (EBITs), electron-cyclotron-
resonance ion sources (ECRISs), and high-energy storage
rings depending on the desired atomic number, charge state,
and targeted transition [8]. With these methods, parts per mil-
lion (AE/E ~ 107°) accuracy can be achieved for medium-Z
species, which allows us to probe two-electron QED effects.
Here we present a measurement of the 1s2s 3§, — 15 1S,
relativistic magnetic dipole transition energy in He-like sulfur
using a reflection double-crystal spectrometer (DCS). The use
of such spectrometers has a long history. Our DCS, described
in Ref. [24], is based on the design of the vacuum DCS of the
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National Institute of Standards and Technology (NIST) [25].
DCSs allow us to make measurements with accuracies around
1 ppm in an energy range close to the S and Ar M1 energy
without any external reference to theoretical or experimental
transition energies if the crystal lattice spacing is known ac-
curately. For example, the broad L lines of Xe were measured
at NIST [26] across an energy range from 3.6 to 4.2 keV with
accuracies ranging from 20 to 40 meV. Recent work at NIST
provides a detailed study of the systematics involved and uses
techniques similar to those employed in the present work [27].
The S M 1 measurement provided here is compared to the most
advanced BSQED calculations. The theoretical S and Ar M1
lines have also been used as standards to measure other HCI
lines in S and Ar [28] with a spherically curved crystal. The
present work and Ref. [17] allow us to improve the signif-
icance of comparison to theory of such measurements since
fully experimental values can then be deduced.

II. EXPERIMENTAL METHOD

The measurements were performed at the Laboratoire
Kastler Brossel in Paris using the unique experimental setup
that couples a high-intensity ECRIS with a DCS [24,29]. The
ECRIS, called SIMPA (Source d’Ions Multichargés de Paris),
is jointly operated by the Laboratoire Kastler Brossel and the
Institute des Nanosciences de Paris on the Pierre and Marie
Curie campus of Sorbonne University. SIMPA uses 14.5-GHz
microwaves to create an intense plasma of highly charged ions
of medium-Z gaseous species, with a source size of a few
centimeters, making it well adapted to crystal spectrometers.
The electron temperature inside the ECRIS can reach 46 keV
for light elements like Ar [30], allowing us to create core-
excited He-like ions. The trapping depth in the source has
been determined based on an analysis of Doppler broadening
and comparison with simulations to be ~0.2 V [30], meaning
that the ions have kinetic energies smaller than ~0.2eV x g,
where ¢ is the ion charge. This leads to Doppler broadening
of the emitted transitions of approximately 100 meV [17]. It
should be noted that in precision measurements using EBITs
[16,18], the depth of the trapping potential is around 200 V,
which leads to a larger broadening. Furthermore, the relative
intensities of the observed lines produced by an ECRIS differ
from those in an EBIT. While the strongest line observed in
an EBIT is the 1s2p 'p; — 1s® 'Sy diagram line, it is the
relativistic M1 that is the strongest line observed in an ECRIS.
The diagram line has also been measured in argon [21] but is
less intense than M 1. This is due to the different processes
that populate the initial level in the two sources. While the
1s2s 3S; level is mostly created by ionization through the
electron impact of the Li-like sulfur ground state 15225 2§y 2,
the 1s2p ' P, level is populated by excitation of the 15> 'S,
ground state of the He-like sulfur, which is much less abun-
dant in the ECRIS plasma, thus leading to a less intense line
compared to M 1.

The DCS uses two 6 x 4cm?2, 6-mm-thick Si(111) crys-
tals made by NIST, whose lattice spacing in vacuum has
been measured to a relative uncertainty of 0.012 x 107° [24]
at a temperature of 22.5°C with respect to the definition
of the meter. The DCS is thus a reference-free instrument,
as the measured wavelengths are directly connected to the

definition of the meter. The DCS operates in reflection
mode and is capable of attaining world-record precision of
a few parts per million (AE/E ~ 107°) for few-keV x rays
emitted by highly charged ions. The optical axis of the spec-
trometer is aligned with the source axis so that the DCS
can see x rays emanating directly from the plasma. A de-
tailed description of the experimental setup may be found
in [17,21,24].

The experimental campaign was conducted in 2018 and
focused on the 1525 3§, — 1s*> 'S, magnetic dipole M1 tran-
sition in He-like sulfur. This same transition was measured
in Ar during a previous data-taking period [17], but as the
sulfur transition is located at lower energy, the dispersion
in the instrument is higher, and here we are thus able to
perform a more sensitive measurement. These M1 transitions
are unique as they have a natural linewidth that is negligi-
ble with respect to the broadening induced by the crystal
response of the DCS. Thus, after accounting for the small
Gaussian Doppler broadening due to the temperature of the
ions trapped in the space charge of the electrons, which has
been well characterized [17,24,30], the line shape that we
obtain for these transitions is directly related to the spec-
tral response of the photons diffracting through the crystal
structure. The fundamental description of this phenomenon
is provided by dynamical diffraction theory and atomic form
factors, the latter of which describes the response of the elec-
tronic cloud of the Si atoms in the crystal to the incident
radiation.

The measurement and analysis principles were described
in detail elsewhere [24], and here only the key points will be
summarized. During a measurement, the first crystal is main-
tained at a fixed position and acts as a first selector in energy
as only a small range of photon energies will be reflected onto
the second crystal. The second crystal is then oriented in one
of two modes: (1) nondispersive, where the two crystals are
parallel and the outgoing x-ray beam is parallel to the incom-
ing beam, or (2) dispersive, where the two crystals deflect the
x rays in the same direction. The peak shape obtained when
the two crystals are parallel, i.e., in the nondispersive mode,
depends only on the experimental geometry and reflection
profile of the crystals. In the dispersive mode the peak shape is
a convolution of the instrument response function and of the
line shape of the transition. The angular difference between
the two modes of the second crystal can be directly connected
to the Bragg angle, thus allowing one to analyze the energy of
the x rays. A microstepping motor rotates the second crystal
continuously within a predefined range for each mode, and
the number of x rays is recorded along with the crystal angles
and temperatures. During a typical day of measurement, the
majority of the time is spent measuring the dispersive-mode
spectrum, and nondispersive-mode spectra are taken at the
beginning and end of the day for a given transition. An ex-
ample of dispersive- and nondispersive-mode spectra for the
M1 transition in He-like sulfur is shown in Fig. 1.

The analysis of the data is based on an ab initio sim-
ulation of our spectrometer [24], which performs exact ray
tracing based on the geometry of our setup and of the ECRIS
source. The simulation uses as input the reflectivity profiles
(commonly called “rocking curves”) for the Si(111) crystals
obtained from an x-ray tracing program based on dynamical
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FIG. 1. Experimental pair of dispersive and nondispersive (parallel) spectra for the 1s2s S, — 1s? 1S, transition in He-like sulfur. (a) Top:
Experimental dispersive spectrum for the 1s2s 3§, — 1s% 'S, transition in He-like sulfur (black points) with 68 993 integrated counts, fit with
a simulated response function and linear background (red curve) with a corresponding reduced x> of 1.38. Bottom: The fit residuals. (b) Top:
Experimental nondispersive (parallel) spectrum for the 1s2s S, — 1s? 1S, transition in He-like sulfur (black points) with 15 205 integrated
counts, fit with a simulated response function and linear background (red curve) with a corresponding reduced x? of 1.36. Bottom: The fit

residuals.

diffraction theory. The rocking curves used in the analysis pre-
sented here were obtained using the x-ray oriented program
(xop) [31-33]. The response functions obtained from this
simulation are then used to fit the experimental spectra and
determine the transition energies and widths of the measured
transitions.

A. Evaluation of the Doppler widths

In the analysis procedure described in detail in
[17,21,24,34], we must first determine the Doppler broad-
ening of the lines. For the forbidden transition considered
here, this is straightforward as the natural width of the line
is negligible, so all the broadening seen in the spectra that
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dispersive spectra with different Doppler widths I';; ranging
from O to 500 meV, assuming the theoretical line energy,
setting the temperature in the simulation to 7 = 22.5°C,
and setting the Lorentzian (natural) linewidth to zero. The
dispersive spectra are then fitted with these simulations
superimposed on a linear background using the function

1(9 - 907 Imax» a, b) = ImaxSEo,FE,TO(Q - 90) + bo +a, (1)

where SEO,r,g,T is the set of simulated response functions with
different Gaussian widths, line energy Ej, and temperature
T. The fitting parameters are the peak intensity Iy, the
peak centroid 6, and the background slope b and offset a. An
example fit is shown in Fig. 1(a).

The quality of the fit is then evaluated by considering
the evolution of x? as a function of Gaussian width. Each
experimental dispersive spectrum is fitted with the set of sim-
ulations with different I'%, and the minimum in the X2 curve is
determined for each spectrum. Figure 2 shows an example of
the fits to a dispersive-mode spectrum with a set of response
functions with Gaussian widths in the 0- to 500-meV range.
The x? trend is shown in Fig. 3 for the different fits of a
single sulfur spectrum. The trend was fitted with an eighth-
degree polynomial to obtain the minimum. This analysis was
also checked by using the NESTEDFIT [35] Bayesian analysis
fitting program based on the methods described in [36]. In
this approach, the log of the Bayesian evidence of each fit
to the dispersive spectrum is evaluated as a function of the
simulated Doppler width, and the maximum of the evidence
generally indicates the maximum likelihood. The Bayesian
evidence, also called marginalized likelihood, is obtained by
the integration of the likelihood function over the fit parame-
ters. The (logarithmic) values of the evidence as a function
of the Doppler width were then evaluated and fitted with
both an eighth-degree polynomial and splines. The weighted
average of the maximum obtained with both polynomial and
spline regressions was taken to determine the Doppler broad-
ening from each spectrum. The standard uncertainty with this

FIG. 3. x? of the fit to the dispersive spectrum as a function of
Gaussian width (black points). The trend has been fitted with an
eighth-degree polynomial (red line).

method is given by a In(evidence) offset of 0.96 from the
maximum evidence, which corresponds to the 20 confidence
range, the accepted standard for Bayesian evidence analy-
sis uncertainty extraction [37]. The evolution of the Doppler
broadening obtained in this way for the different sulfur spectra
is shown in Fig. 4. The small fluctuations correspond to daily
variations in the ECRIS source parameters.

A weighted average of all the sulfur spectral widths
was evaluated to obtain an average Doppler broadening of
0.093(7) eV (FWHM), in agreement with the results of the
x* minimization of 0.095(7) eV. This Doppler width was
then used for the transition-energy analysis described be-
low. Note that this Doppler width is slightly larger than the
value published following our analysis of transitions in Li-
like sulfur [34], in which a value of 0.0917(74) eV was

—— Doppler = 0.093(7) eV
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FIG. 4. Doppler width as extracted from each dispersive spec-
trum with the statistical error bars. The weighted average and its
uncertainty are shown as the solid line and shaded bar, respectively.
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obtained, although they agree within their statistical uncer-
tainties. We checked the impact of this small change and
found that performing the analysis with the Doppler width
fixed at 0.0950 eV, instead of 0.0917 eV, leads to changes
in the natural linewidths of the 152s2p2Py 232 — 15725281,
transitions of 0.3% and 0.8%, respectively, which are negli-
gible with respect to the 17.5% and 24.4% uncertainties on
these linewidths.

B. Evaluation of transition energies

With the Doppler broadening determined from the analysis
described above, a new set of simulations for both nondisper-
sive and dispersive modes is performed for different transition
energies E; and crystal temperatures 7;, which both shift the
line position. The energies are simulated in a grid around the
theoretical transition energy according to E; = Eyeo + IAE,
where AE is an energy step (generally, ~#10 meV) and i is
an integer that can take positive or negative values. Each E;
is simulated for different crystal temperatures 20°C < T <
25°C. Each experimental spectrum is then fitted according to
Eq. (1), where now Ey = E;, Ty = T;, and the Gaussian broad-
ening I'; is fixed to the value obtained with the procedure
described in Sec. IT A.

For each experimental pair of dispersive and nondispersive
spectra, corresponding to a day of measurement, the offsets
in angle between the simulated and experimental spectra are
determined, where the offsets are given by

nk,l _ n _pn
AeExp—Sim - (eExpr GExprD)

~ (08im—b — O5im—x)- )
In the above expression, n indicates a given pair of dispersive
(D) and nondispersive (ND) spectra, resulting from a single
day of measurement. If Aeg;];’ism = 0, the temperature and
energy of the simulation corresPond to those of the experi-
ment. The angular offset A@g;!;;sm is then evaluated on the
grid of simulated energies and temperatures and fitted with
the bidimensional function:

Abgxp-sim(E, T) = p+ qE + rE* + sET +uT + vT?.
3)
For each pair of experimental spectra n, the above expression
is used to obtain the experimental line energy by determining
where A9Exp—$im(Ee"Xp, Texp) = 0, where Ty, is the measured
temperature of the second crystal. An example of an angular
offset surface used to obtain the transition energy from a pair
of measurement spectra is shown in Fig. 5. The transition
energies extracted from each pair of spectra are then averaged
to obtain the final transition energy, including statistical un-
certainties of 2430.3685(53) eV, as shown in Fig. 6.

Table I shows the experimental systematic uncertainties
and their contributions (in eV) to the uncertainties on the
transition energies. Including these effects, the final transition
energy is 2430.3685(97) eV. Note that with respect to our
previous works [24,34], the systematic uncertainty associated
with the energy-to-wavelength conversion has been removed
since the new definition of the International System of Units in
2018 defined the Planck constant to be exact [38], as the speed
of light has been since 1983. Nevertheless, this redefinition
has a negligible effect on our systematic uncertainty. As the

23.0
22.8
22,6
22.4

Angle offset difference (Degrees)

C)

2430.3

En@rgy (eV) 22,0 ature ¢

T ermpe’

FIG. 5. Fitted two-dimensional angular offset function from
Eq. (2) and experimental results (white spheres) for an example
pair of experimental spectra for the sulfur M1 transitions. The fit is
performed while taking into account the statistical error bars for each
point.

energy of the sulfur M1 transition is lower than the one in Ar,
the Bragg angle increases from 39.56° to 54.44°. This leads
to increased dispersion, and thus, the angular encoder error
effect is reduced from 0.0036 eV in Ar to 0.00171 eV in S.
For the same reason, the effect of the temperature stabilization
contribution to the uncertainty is decreased.

However, other contributions due to crystal structure are
increased due to the higher sensitivity to the shape of the sim-
ulated spectra. The contributions associated with the crystal
structure and geometric effects are evaluated through simu-
lations, following the procedure described in Ref. [24]. All
geometric effects (crystal tilts, vertical divergence, and vari-
ation of x-ray source size) yield a higher-energy shift in S
than in Ar. This means that for higher dispersion there is
an increase in sensitivity to possible misalignments of the
instrument and to the unknown spatial location of the ions
in the plasma. Thus, these effects have a higher impact on
the final uncertainty for larger Bragg angles. For instance, the

2430.380[— {
2430.375 ‘l 1

ol T TTTT ]

2430.360 J

| | | | | | | | | | | | | | |
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
measurement number

Energy (eV)

‘ I Transition energy === Weighted average Statistical error **== 4_.6‘

FIG. 6. Results of the transition-energy analysis for the different
pairs of dispersive and nondispersive spectra recorded during the
experiment. The error bars on the points correspond to the statis-
tical, temperature, and angle-encoder measure uncertainties added
in quadrature. The black solid line represents the weighted average
considering only the statistical uncertainty of each point. The gray
shaded region corresponds to the weighted standard deviation. The
blue dashed lines indicate the standard uncertainty on the weighted
average including both statistical and systematic uncertainties.
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TABLE I. Contributions to the systematic uncertainties for the
M1 transition in sulfur. All energies are given in eV.

Contribution Value

Angular encoder error (0.2") 0.00171
Temperature stabilization (0.5 °C) 0.00312
Vertical tilts of crystals (£0.01°) for each crystal 0.00085
Vertical divergence (1 mm) 0.00102
Variation of x-ray source size from 6 mm to 12 mm 0.00462
Si crystal atomic form factor 0.00300
X-ray polarization 0.00513
Lattice spacing error 0.00010
Index of refraction 0.00055
Thermal expansion 0.00015
Energy dependence of the Doppler width 0.00031
Total 0.00819

position and location of HCIs in the plasma may change due
to different conditions of the ECRIS operation, such as gas
pressure and microwave power. In order to account for this
source of uncertainty, the difference in energy obtained by
the data-analysis procedure described in Sec. II B for two sets
of simulations is considered: one for an x-ray source 12 mm
in diameter, which corresponds to the diameter of the input
collimator, and another source with a 6-mm diameter. The
difference in energy resulting from these two simulations has
been considered a largely overestimated contribution to the
final error bar. While this effect has an impact of 1.30 meV in
argon [17,24], for sulfur this energy difference is 4.62 meV.
Due to this increase in sensitivity to the spectrum shape, the
uncertainties related to crystal structure are also larger for S
than for Ar. The simulated spectra considering different Si
crystal form-factor databases are more disparate at this lower
energy, thus yielding higher deviations in energy depending
on which one is used. We thus use the difference in the
results obtained with the three different form-factor databases
as the uncertainty for this effect. A detailed investigation of
the effect of form factors is presented in Sec. IV. A simi-
lar procedure is followed for the uncertainty coming from a
possible polarization of the x rays. This effect is estimated
by considering two different sets of simulations, one with an
unpolarized reflectivity profile and another obtained with a
o-polarized reflectivity profile. The difference in transition
energy obtained via the analysis using the different sets of
simulations is considered to be the uncertainty due to the
presence of any polarized x rays.

We have also added another source of uncertainty in the
analysis of the energy of this line. As mentioned above, the
Doppler broadening is evaluated as a weighted-average value
of the one obtained for each individual dispersive spectrum.
Therefore, we checked for a possible energy dependence in
the analysis due to the Doppler width value used in the sim-
ulations. For the evaluation of this effect, we performed the
data analysis with simulations with the average value for the
Doppler width and with simulations with the average values
40 and —o. The largest energy deviation from the analysis
considering the average value of the Doppler broadening is
added to the uncertainty budget. Because of the contribution

TABLE II. Comparison between experimental transition energy
and theoretical values (eV). Calculated contributions to the 1s> 1,
and 1s2s 3, levels are from Ref. [40]. Uncertainties on the transition
energies are indicated in parentheses.

Contribution 1s% 1S, 1s2s 38, Transition
AEpie —3495.0044  —874.5000  2620.5044
AEiy 270.4822 80.9665 —189.5157
AEXP 0.7562 0.1014 —0.6548
AEZP —0.0715 ~0.0110 0.0605
AEZP 0.0009 0.0002 —0.0007
AEree 0.0563 0.0137  —0.0426
Theory [40] —3223.7803  —793.4292 24303511 (3)

Theory [41]
Expt. (this work)

2430.35208 (89)
2430.3685 (97)

of these effects, the final relative uncertainty is increased from
2.5 ppmin Arto 4 ppmin S.

III. COMPARISON WITH THEORY

Our experimental transition energy compared with most
advanced BSQED calculations is shown in Table II. Our re-
sult is particularly interesting to compare with theory, as this
intermediate-Z region is at the interface where both perturba-
tive methods with respect to the Zo parameter, best adapted
for light-Z ions, and nonperturbative methods, best adapted
for high-Z species, may be used but each is at the limit
of its domain of applicability. It is also in this region that
unaccounted for contributions from each of these methods
may reach their maximum (see discussion in [39]); thus, pre-
cision experiments able to test these methods are essential.
The theoretical results from Artemyev et al. [40] include the
complete set of two-electron QED corrections of orders o
and «? evaluated to all orders in Z, a method well adapted
to high-Z species, whose accuracy is tested here for this
medium-Z ion. The very recent calculations from Yerokhin
et al.[41], building on their previous results [39], are based
on the unified approach of Drake [42], which aims at bridging
the gap between perturbative and nonperturbative calculations
for medium-Z species, now with improvements to account for
higher-order QED effects of order ma’*. Both calculations
yield transition energies for this 1525 S, — 1s* 'S, line that
are lower than our experimental result, 1.80¢ and 1.7¢0 for
[40,41], respectively. This same trend was observed when our
group measured this same transition in He-like argon [17]. A
comparison between existing experiments for the M1 transi-
tions for 16 < Z < 29 and recent calculations are presented in
Fig. 7. A comparison of the theoretical values from Artemyev
et al. [40,41] is also presented.

IV. SENSITIVITY TO ATOMIC FORM FACTORS

The M1 line studied in this work has a negligible natural
linewidth; thus, it is a good probe to explore the systematic
effects in our experiment linked to the experimental response
function. Together with the Gaussian Doppler broadening
as described in Sec. IT A, the remaining line shape results
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from the details of the interaction between the x rays and
the Si(111) crystals within our experimental geometry. The
interaction with each crystal must be described by dynamical
diffraction theory (see, e.g., [47]), which takes into account
penetration of the x rays in the crystal and multiple scattering.
The differential absorption in the crystal must also be taken
into account. This is included in the simulation programs we
use and leads to the shift between the Bragg angle and the real
position of the diffraction peak, as shown in Fig. 8, and to the
slight line asymmetry.

For a photon scattering elastically on an atom (in this
case the Si atoms), the scattering process can be broken up
into three different processes: nuclear Thomson and nuclear
resonance scattering; bound electron scattering, also known as
Rayleigh scattering; and Delbruck scattering, which accounts
for vacuum fluctuations in the Coulomb field of the nucleus.
As nuclear and vacuum fluctuation effects become significant
only at high energies and large angles, the contributions that
play a role in our case are photoabsorption and forward-angle
Rayleigh scattering [48,49].

For ease of use, resonant scattering amplitudes are gener-
ally described using atomic form factors (FFs) [50]. The FF
is the Fourier transform of the electron distribution of the
atom and is generally written as the sum of three terms: an
angle-dependent term f; and two angle-independent terms,
/1 and f,, which account for energy-dependent reflection and
absorption, respectively. f; and f> are known as anomalous
scattering factors and may also be expressed as f’ and f”
depending on the notation, which can be related to f; and f,
via a constant factor. The available FF databases are based on
experimental data, S-matrix theory, or some combination of
the two. Average discrepancies between different theories are
10%-30% but may be much larger near absorption edges. Be-
low a few keV, in the region of interest here, the available data
to constrain FFs from photoabsorption measurements have
large experimental uncertainties and are thus unable to dis-
criminate between different FF models [51], hence the interest
in testing the FF sensitivity in this measurement. In a more
recent work, the mass absorption coefficient of silicon was
measured with improved accuracy [52], and the difference
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I

0.25

0.20

Reflectivity [%]
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b b b by
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6 - Bg,,9q [Hrad]
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FIG. 8. Si(111) rocking curves for unpolarized radiation
%(rr polarized 4 o polarized) calculated with the different models
used to produce the DCS response functions. The curves have been
evaluated for the theoretical energy of the 1s2s 3§, — 1s* 'Sy
transition of 2430.3511 eV taken from Ref. [40].

between these measurements and tabulated and theoretical
values is of the order of a few percent.

Sensitivity to the FF was tested by generating experimental
response functions using rocking curves obtained from the
Jena, XoP-Henke, and NIST codes. NIST refers to the MCX-
TRACE program [53] that uses the RTAB form-factor database
[54] from S-matrix calculations for the f1 and f2 compo-
nents and the NIST FFAST database for f; [49,51]. XOP uses
the Henke database [50]. The Jena model, DIXI [55], uses
the Henke experimental database and theoretical values from
Sasaki [56]. Si(111) rocking curves from these three models
for the x-ray energy regime of interest are shown in Fig. 8.
As explained previously, these rocking curves are used as
inputs for our ab initio simulation of our spectrometer used
to generate the simulated instrumental response functions.

The data analysis was then performed as described in
Secs. II A and II B. Doppler broadenings were simulated in
the range from O to 116 meV FWHM. The experimental
dispersive spectra were fitted with these simulated spectra
using the Bayesian analysis toolkit NESTEDFIT [35]. For each
experimental spectrum and FF model, the Bayesian evidence
was obtained as a function of the Doppler width, the results
were fit with an eighth-order polynomial, and the evidence
maximum and change in In(evidence) of 0.96 were used to
determine the Doppler broadening and associated uncertainty
for each spectrum. The results for a single dispersive spectrum
are shown in Fig. 9, where it is clear that the maximum shifts
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—240 ¥ JEna TABLE III. Comparison of Doppler widths and transition en-
$ xop ergies determined using different atomic form-factor models. All
—-260 $ NIST . . .
energies are given in eV.
5280 oy
§ ~300 Model Observable Value
o
37320 XOP Doppler width 0.093(7)
§’ -340 NIST Doppler width 0.100(7)
_360 Jena Doppler width 0.108(6)
380 XOP Energy 2430.3685(97)
NIST Energy 2430.3672(97)
-400
0.06 0.08 0.10 0.12 0.14 016  Jena Energy 2430.3654(97)
Width (eV)

FIG. 9. Bayesian evidence (BE) curves for different Doppler
widths for a single experimental dispersive spectrum. Fits are shown
with response functions generated with different atomic form-factor
models. The BE uncertainties are smaller than the size of the points.
The BE trends as a function of width are shown fit with eighth-degree
polynomials, from which the maximum evidence and standard BE
uncertainty are obtained, shown by the solid lines and colored bars,
respectively.

slightly for the different FF models. XxOP and NIST models
yield Doppler widths consistent within the uncertainties, but
the results from the Jena model are not compatible with XOP,
and the Jena model yields a larger Doppler width. This may
be understood by examining the line shapes in Fig. 8, where
it is clear that the rocking curve obtained with the Jena model
is narrower than the others.

Using these Doppler widths, the energy analysis was then
performed following the procedure in Sec. II B. The results
with the averages over the different pairs of experimental

2430.380
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RRRAN RRRRERER

2430.370

2430.365

Energy (eV)

2430.360

2430.355

IARERARRRRRRAS T

| | | | | | | | | | | | | | |
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

measurement number
I xop I nNisT I UENA
w— \Weighted average XOP === Weighted average NIST === Weighted average JENA
[ J+oxopr [ J+oNiST [ J+ocJENA

FIG. 10. Comparison of the transition-energy results from anal-
yses using different models for the reflective-profile calculation. The
error bars on the points correspond to the statistical, temperature,
and angle-encoder measure uncertainties added in quadrature. The
black dots correspond to the energy values extracted in the analysis
using simulations performed with XOP [31-33] calculated profiles,
the red triangles are from those using NIST profiles [53], and the
blue squares correspond to those using JENA [55] profiles. The
black, red, and blue solid lines represent the weighted averages of the
different energy values using the respective points of same color. In
the weighted-average calculation of the energy for each model, only
the statistical uncertainty of each point is considered. The shaded
areas correspond to the statistical uncertainty.

spectra are shown in Fig. 10. Unlike the evaluation of the
Doppler widths, the average transition energies extracted with
the different FF models are compatible within the statistical
uncertainties. This shows that these FFs cannot be a signifi-
cant source of uncertainty in the comparison with the BSQED
calculations, confirming the systematic uncertainty related to
the FFs included in Table I.

We note that there is a statistically significant difference in
the absolute value of the Bayesian evidence for the different
FF models; that is, it is possible to determine which line shape
corresponds most closely with our data, but a full study of
this effect is beyond the scope of this analysis. A summary of
the Doppler widths and transition energies obtained with the
different FF models is given in Table III.

V. CONCLUSION

We have measured the 1s2s 3§; — 1s% 1S, transition in
He-like sulfur. The measurement was performed using the
Paris double-crystal spectrometer and is thus reference free.
The measured transition energy is 2430.3685(97) eV, which is
in agreement with the most advanced QED calculations within
20 . With an accuracy of 4 ppm, this is the second most accu-
rate measurement of the He-like M1 transition energy after
the one we performed in Ar with a relative accuracy of 2.5
ppm. The extremely narrow natural linewidth of the transition
allowed us to perform a complementary study of the effect of
the choice of the Si crystal atomic form-factor model in our
experimental response functions, as we use them here for an
analysis in a region that is poorly constrained experimentally.
We found that although the different models yield different
Doppler broadenings, this does not have a significant impact
on our transition-energy analysis. Further work will aim at
extending our analysis of He-like ions to higher-Z species,
complementing ongoing studies of He-like uranium at the GSI
Helmholtzzentrum fiir Schwerionenforschung facility.
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