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Quantum battery (QB) is the miniature energy storage and release device and plays a crucial role in future
quantum technology. Here an implementation scheme of a QB is proposed on a superconducting circuit, which
is composed by N coupled transmon qubits and a one-dimensional transmission line resonator. We derive the
Hamiltonian of the QB system and investigate its charging performance by considering three decay channels.
We find that the presence of the decay channels suppresses the high oscillation of the energy storage process,
thereby realizing a stable and powerful QB. In particular, compared with the resonator decay and the qubit
relaxation, the qubit dephasing shows a counterintuitive advantage in our QB. We show that the nearest-neighbor
interaction always has a positive impact on the stable energy and the coupling only significantly influences the
maximum charging power in the fully nondegenerate ground-state region. We also demonstrate the feasibility of
our approach by evaluating the QB performance under experimental parameters.
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I. INTRODUCTION

Since Alicki and Fannes proposed the concept of quantum
batteries (QBs) in 2013 [1], an immense amount of effort has
been paid to obtain QBs that have ultrasmall size, ultralarge
capacity, ultrafast charging, and ultraslow aging [2-9]. Com-
pared to chemical batteries, which convert chemical energy
into electric energy through reactions between two species
with different chemical properties [10], QBs are constituted
of quantum systems, exploiting quantum resources (such as
quantum coherence and quantum entanglement) to store and
transfer energy [11-13].

The QB has been extensively studied and most theoretical
progress was achieved recently, ranging from constructing
QB models [2-5,14-33], analyzing roles of quantum re-
sources [34-43] and many-body interactions [20-23,44-52],
researching the effects of environment [53—67] and the initial
state [32,63,68-70], to discussing possible implementation
schemes [13,71-77].

Experimentally, nowadays QBs can be promisingly imple-
mented on many different physical platforms [72—77]. The
first experimental realization of the QB was reported by us-
ing an organic semiconductor as an ensemble of two-level
systems coupled to a microcavity [72]. Another experiment
characterizing a QB was realized with a semiconductor quan-
tum dot embedded in an optical microcavity, and the charging
and discharging process of the QB are featured by the energy
exchanges between the solid-state qubit and light fields [75].
In addition, the superconducting circuit is also one of the
experimental platforms for realizing QBs [17,27,73,77,78].
In contrast to other platforms, superconducting circuits can
be artificially designed and fabricated for different research
purposes. Their energy levels and the coupling strength be-
tween superconducting circuits and their electromagnetic
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environments can be adjusted by external parameters [79-83].
Recently, several experimental realizations of QBs based on
superconducting circuits were also reported, including the
quantum phase battery [84], the transmon qutrit QB [73], and
the Xmon qutrit QB [77]. The quantum phase battery consists
of an n-doped InAs nanowire with unpaired-spin surface states
based on a hybrid superconducting circuit. The charging and
discharging process is achieved as a continuous tuning of
phase bias by an external in-plane magnetic field [84]. The
transmon qutrit QB is made out of a transmon three-level sys-
tem coupled to an external field. Its stable charging process is
achieved utilizing the stimulated Raman adiabatic passage to
bypass unwanted spontaneous discharge or attenuation [73].
The Xmon qutrit QB, designed on a superconducting Xmon
qutrit, is charged via the external driving fields. The stable
energy storage process is explored by a freezing phenomenon
of populations, which is observed by building a shortcut to
adiabaticity in the three-level open system and controlling the
Markovian dynamics of the open system [77].

Most of works on QBs focused on the performance of QBs
in closed systems [2,5,23-26,85], leaving marginal discus-
sions on potential effects due to the unavoidable interaction
with the environment. In fact, in physical platforms, especially
in superconducting circuits, the resonator decay and the qubit
decoherence, which can affect the performance [6,53-59] or
stabilize the energy storage process of QBs [60-63], are im-
portant influencing factors lying on the way to experimentally
implement QBs.

In this work, we propose an implementation scheme of a
QB on superconducting circuits platform. First, we present
a superconducting circuit composed by N coupled transmon
qubits and a one-dimensional (1D) transmission line resonator
and derive its Hamiltonian. Second, we consider the QB sys-
tem of N coupled transmon qubits and the 1D transmission
line resonator as a charger. The QB’s stable and powerful
charging process is discussed with three decay channels,
i.e., the resonator decay, the qubit relaxation, and the qubit

©2023 American Physical Society
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FIG. 1. (a) The schematic of a superconducting circuit system
composed by N capacitively coupled transmon qubits and a 1D trans-
mission line resonator. (b) Effective circuit diagram of the transmon
qubit. (c) Sketch of the energy levels of a transmon qubit as a function
of the dimensionless gate charge n, and for different E;/E¢. Similar
to natural atoms, transmon qubit has discrete energy levels, but in
contrast to natural atoms, its energy levels can be adjusted by external
parameters, e.g., currents and voltages or magnetic and electric fields
[82].

dephasing. Finally, we demonstrate the feasibility of our im-
plementation scheme by evaluating the performance of our
QB under experimental parameters.

The paper is organized as follows. In Sec. II we present a
superconducting circuit and derive its Hamiltonian. Then we
define a QB based on this superconducting circuit and discuss
the QB’s stable and powerful charging process with three
decay channels in Sec. III. The performance of the QB under
experimental parameters is evaluated in Sec. IV. Finally, a
brief discussion and summary are given in Sec. V.

II. CIRCUIT QUANTUM ELECTRODYNAMICS

We consider a superconducting circuit as depicted in Fig. 1,
where each transmon qubit is coupled to its nearest-neighbor
qubit via capacitance C and coupled to a 1D transmission
line resonator with capacitance C, and inductance L, via ca-
pacitance C.. Each transmon qubit consists two Josephson
junctions with capacitance C; and Josephson energy E;. The
two Josephson junctions are shunted by an additional large
capacitance Cp and coupled to the gate electrode V, through
capacitance C,. The entire circuit is described by the following
Lagrangian:

N
1.
L=L+) [Lq,» + 5 Cel(®r — CI>,-)2:|
i=1

N—1

+ Z —C(d; — dip1)% (1)

where &, (k=r,iandi=1,...,N) is the flux at each node,
its derivative to time ®; represents the voltage at each node,
L, is the Lagrangian for the transmission line resonator, and
Ly is the Lagrangian for the ith transmon qubit, which we can
write as

Ly =C;; + 1Csd;
+ 1Cy(V, — ®;)* + 2E;cos8. )

Here 6 =2n®;/®, is the gauge-invariant phase differ-
ence between the superconductors, ®y = 7i/2e is the flux
quantum. For simplicity, we define the abbreviation C, =
Co +2C, Cyp = 2C; + Cp + Cy + C, and then the Lagrangian
becomes

N
L=L - Cd;
i=1

+ Z ( ~C,®? — CV,d; + 2E,cosa>

1 2 2
- EC (&7 + ) Zc<1> Dy (3)

Performing a Legendre transforming via the relation H =
> Qx®r — L and Qr = dL/d Py, we can write the classical
Hamiltonian as

N N
. . 1 e 2
H=H — § C.P, 0, + E(DCCDT — § 2E;cos8, (4)
i=1 i=1

where &> = (Cbl, Cbz, e, dJN) is the vector of the voltage and
C is the capacitance matrix defined as

C+C —C
—C Co+2C —C
C = —C Ch+2C —-C
_C :

The charge Q; is conjugate to the flux ®;, which obeys the
commutation relation [®;, Q;] = ihd;;. By following the usual
quantization procedure of the qubit [86—88] we obtain

T =2eC™"(ii — ny)T, (5)

where 7 = (ny, ny, ..., ny) is the vector of the Cooper pair

number, n; = Q;/2e is the number of Cooper pairs transferred
between the islands, and n, = —C,V,/2e is the dimensionless
gate charge.

By quantizing the transmission line-resonator mode, we
express ®, = /fiw, /(C, + NC.)(a + a'), H, = hw,a’a with
a(a’) being the annihilation (creation) operator of the res-
onator [89,90]. Note that here we only consider the lowest
resonant mode of the transmission line resonator. Using these
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relations in Eq. (4), the quantized Hamiltonian

2eC. hw
G VG + NC

Z(a +a")(ni — ny)

H = howya'a —
N
+ Y [2¢7C; " (n; — ng)* — 2E cos5]

N
+ 3 4 (i — ng)(nj — ny). (6)

i<j

It is useful to introduce the annihilation (creation) operator
b,-(bg ) of the ith transmon and the quantized Hamiltonian takes
the form (hereafter we set i = 1)

w,wEcC? N
. + qWr c T A
H=waa+1 2C NG E: (a+a")(bi = b;)

—i—qubb— DN AR AR AN

i<j

where Ec = €%/2Co, 8 = 2./Ec]wy(bi + b)), n; —ny =
—1,/w,/Ec(b; — blT)/4, B=C/(Cy+C), I represents the
imaginary unit, and w, = «/16E¢cE; is the frequency of the
transmon.

In a regime where the anharmonicity of the transmon [91]
is large compared to the detuning between the transmon and
the resonator, we can reduce the transmon to a two-level sys-
tem [92-96] (the specific analysis is shown in the Appendix).
The Hamiltonian can be truncated to the two lowest transmon
levels (]0) and |1)) and written as

EC? Y
wawr Ly Z(a-’_aT)(J; _UiJr)

H=wda+1 | —L"c
wET e +NC) &

Z ‘4 quﬁ" oy — o)) — o))

i<j
_ i Wy, EcC?
@ at\ A +NC)Z( ata)
N
-4 li— \ y y
- Zﬂ J ®)
i=1 i<j
where o7 =1(0; —0;"), 07 = [0)(0] — [1)(1], 0, = [0)(1],

and al.+ = |1)(0| are the Pauli operators describing the ith
transmon qubit. We change o} — o', 67 — —o; in arotating
frame and ignore the long-range interaction, which is small
enough compared with the nearest-neighbor interaction be-
tween qubits. The final quantized Hamiltonian

H = Hr + Hq + Hrqu (9)

where

H, = w,a'a,
o N N-1
e’ z X __x
H, = 5 2 0; +J§ :Oiai-H’
i—1 i=1

N
H,_y=g) (a+aho. (10)

i=1

Here H, is the Hamiltonian of the transmission line resonator,
w, = 21 //L,(C, + NC,) is the frequency of the resonator,
H, is the Hamiltonian of the transmon qubits, J = w,B/2 is
the nearest-neighbor interaction strength between the qubits,
H,_, is the coupling Hamiltonian between the resonator and
the qubits, and g = \/w,w,EcC?/[*(C, + NC,)] is the cou-
pling strength between the qubits and the resonator.

Previous works [17,27,73,77,78] of QBs found that the
superconducting circuit is one of the experimental platforms
for realizing QBs. Next we will define a QB model based on
this superconducting circuit and discuss its charging process.

III. QB MODEL AND ITS CHARGING PROCESS
WITH THREE DECAY CHANNELS

The total Hamiltonian of the QB system can be written as
Eq. (9), where a 1D transmission line resonator H, develops
the role of a quantum charger and N capacitively coupled
transmon qubits H, as a QB. The presence of transmon
qubits induces a strong change in the impedance of the circuit
through which microwave photons propagate, enabling qubit-
photon interactions [97]. In our model the interaction H,_, is
capacitive and plays a key role in the charging process of our
QB.

Similar to other quantum systems, the QB system can be
considered as an open system because of the unavoidable
interaction with the environment. To provide a more realistic
description, we consider the effects of the resonator decay and
the qubit decoherence (mainly resulting from relaxation and
dephasing) during the QB’s charging process. The charging
dynamics of the QB is obtained by solving the quantum mas-
ter equation

p(t) = I[p(t), H] + «L[a] 4+ ' L[J_

where J_ =YV 07, ). = YN 0% pt) = [y @) (¥ ()] is
the density matrix of the considered system, L[A] = ApAT —
(ATAp + pAAT)/2 is the Lindblad operator. There are three
decay channels corresponding to the resonator decay rate «,
the individual qubit relaxation rate I'; and dephasing rate I',,
respectively.

We take the initial state of the QB in its ground state |G)
and the initial state of the resonator in the n, photons’ Fock
state |n,). Thus, the initial state of the entire system is as
follows:

I+ LLJL (1)

[¥(0)) = 1G) ® |n,). (12)
The average of J, can be represented as
(J2) = TrlJzpg(0)], (13)
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FIG. 2. (a)—(c) The time evolution of the charging energy AE(t)
(in unit of 7Ziw) and (d)—(f) the average charging power P(¢) (in
unit of /iw?). The gray dash-dotted curve represents the case of the
closed system other curves represent the cases of open system. We set
g=J=1.

where p,(t) = Tr,[p(¢)] is the reduced density matrix of the
QB. The average at the QB’s initial state can be expressed as
(J2)g- (J2)6/N = p1 — po where po and p are the populations
of the ground state |0) and excited state |1) of the transmon
qubit [54].

When the coupling strength g between the qubits and the
resonator is turned on, the charging process immediately starts
the energy exchange between the qubits and the resonator. The
energy in the QB at time ¢ is given by

E(t) = Tr[H,p,(1)]. (14)

The charging energy at time ¢ is the difference in energy
between the final and initial states

AE®t) = E(t) — E(0), (15)

where E(0) = E; is the ground-state energy of the QB. The
average charging power is given by

P(t) =E(t)/t. (16)

The charging energy AE (t), the average charging power P(¢),
the stable energy E; = AE(00), and the maximum charging
power Ppa.x = max[P(¢)] are used to characterize the perfor-
mance of the QB with decay channels.

In the following, we focus on the resonance regime [w,; =
o, = in Eq. (9)] unless specifically noted. For simplic-
ity, we treat all parameters in units of w and set N = n, =
3,w = 1. Figures 2(a) to 2(c) illustrate the time evolution
of the charging energy in different cases. In a closed sys-
tem, corresponding to x = I'y = I'; = 0, the charging energy
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FIG. 3. The stable energy E; (in units of /iw) and the maximum
charging power Ppa, (in units of /iw?) as a function of the decay
channels (the resonator decay, the qubit relaxation, and the qubit
dephasing). Wesetg=J = 1.

is unstable and is highly oscillatory. In open systems, the
quantum interference, caused by the collective behavior of
the battery, charger, and environment, suppresses this highly
oscillatory phenomenon and can lead to the QB in the steady
states. Such steady states are known as dark states (subradiant
states) [98—100]. As the dark states are decoupled from the
environment, the charging energy of the QB is stable when
the charger is present [56,61]. In particular, as long as the
coupling strength g between the qubits and the resonator is
turned on, the charging process immediately starts but there
is little charging energy. The time evolution of the average
charging power P(t) is shown in Figs. 2(d) to 2(f). When
considering the qubit relaxation or dephasing, at the start of
the energy storage the average charging power of the QB re-
markably increases as the qubit relaxation and dephasing rate
increase, which indicates faster charging process compared
with the closed system.

The effects of the decay channels on the stable energy
E; and the maximum charging power Pp.,x are shown in
Figs. 3 and 4. We observe several phenomenons as fol-
lows. (i) Consistent with the analysis results in Ref. [72],
the qubit dephasing plays a crucial role in the stable and
powerful charging process of our QB. The qubit dephas-
ing, a combination of pure dephasing and energy relaxation,
causes the loss of coherence of a quantum state [91,101].
The pure dephasing part, usually being treated within the
adiabatic approximation, can modify the transition frequency
of the qubit [91]. However, the energy relaxation part breaks
the adiabatic approximation and induces transitions between
the qubit states. This suppresses the qubit energy decay into
the environment so that we can obtain the QB with high stable
energy and short charging time [72], as shown by the blue
line in Figs. 3 and 4(d) to 4(f). (ii) The qubit relaxation plays
an inhibition role in the stable charging process of our QB.
The qubit relaxation, which makes transitions from the excited
state |1) to the ground state |0) of the qubits and suppresses
the population inversion of the quantum states [91,101], leads
to a remarkable decay on the stable energy of our QB, see
the red line in Figs. 3(a) and 4(a) to 4(c). (iii) The res-
onator decay causes photons in the resonator to flow into the
environment. In a Tavis-Cummings QB [63], as photons flow
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FIG. 4. Contour plot of the stable energy E; (in units of Zw) and
the maximum charging power Py, (in units of /iw?) as a function of
the decay channels (the resonator decay, the qubit relaxation, and the
qubit dephasing). We set g =J = 1.

into the environment, the absorption and radiation of photons
no longer remain in balance. Finally, the charging energy of
the Tavis-Cummings QB will be exhausted with the photons
of the resonator completely leaked [63]. In our QB system,
we use dark states to tune qubits into a decoherence-free
subspace [102—104], thus achieving a stable charging process
in the presence of resonator decay. The stable energy and
the maximum charging power are almost unchanged as the
resonator decay rate increases in Fig. 3 (the olive green line)
and Figs. 4(a) to 4(c).

For a clearer and more comprehensive understanding of
the performance of our QB, we further investigate the sta-
ble energy E; and the maximum charging power Pp,x as a
function of the nearest-neighbor interaction strength J and the
coupling strength g shown in Fig. 5. It is interesting to note

E P
30 60 30 = 9.0
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25 50 25 7.5
2.0 40 20 6.0
0l5 3.0001.5 45
1.0 20 1.0 3.0
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FIG. 5. Contour plot of the stable energy E; (in units of Aw) and
the maximum charging power Py, (in units of %iw?) as a function
of the nearest-neighbor interaction strength J between the qubits and
the coupling strength g between the qubits and the resonator. We set
K :F| :Fz = 10_].
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FIG. 6. (a) The population difference and (b) the energy spec-
trum dependent on the nearest-neighbor interaction strength J. The
blue line represents the population difference of the ground state and
excited state of each qubit at the QB’s initial state. The red line, green
line, and gray lines represent the energy E, for the ground state, first
excited state, and other excited states of the QB system, respectively.

that in our model the nearest-neighbor interaction (whether
repulsive or attractive) always has a positive impact on the
stable energy. This is because the initial state of each qubit
which makes up our QB system is the superposition state
and the population of qubit’s excited state always increases
with the nearest-neighbor interaction increasing, see Fig. 6(a).
However, as the coupling strength increases, the maximum
charging power only significantly increases in the fully nonde-
generate ground-state region, i.e., —1 < J < 1 in the energy
spectrum [as shown in Fig. 6(b)]. When the QB is initially
prepared in the nearly degenerate ground-state regime, the
maximum charging power hardly changes with the coupling
strength due to the nearly gapless energies leading to the
breakdown of the adiabatic condition and the formation of
nonadiabatic excitations [109].

IV. EVALUATE THE PERFORMANCE OF THE QB UNDER
EXPERIMENTAL PARAMETERS

Superconducting circuits are shown to be an excellent
platform to study light-matter interactions in the microwave
regime of frequencies [97]. Early studies [89,110] of qubit-
resonator systems found that a superconducting qubit inter-
acting with a microwave resonator follows cavity quantum
electrodynamics. Above we propose a QB composed by N
capacitively coupled transmon qubits and a 1D transmission
line resonator as charger, with the transmon qubit playing
the role of an artificial atom and the 1D transmission line
resonator emulating the cavity.

In this section, we evaluate the charging performance of
our QB in two different situations: the collective charging (the
QB with interaction between transmon qubits and qubits are
collectively charged by a shared resonator) and the parallel
charging (the QB without interaction between the transmon
qubits and each qubit is charged by an independent res-
onator) [36,46]. Our simulation is based on Refs. [97,105—
108] and we set N = n,, = 3. The simulation results are shown
in Table I. In the strong-coupling regime (SC) and the weak
ultrastrong-coupling regime (USC), the stable energy E; and
the maximum charging power Pp,x in the collective charg-
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TABLE I. The stable energy E; and the maximum charging power Py,.x of the QB under experimental parameters.

Ref. /27 w,/2n  g/2m  «/2m T'1/2m T,/2x g/w, (Coupling charging J/27 E; Prax
(GHz) (GHz) (MHz) (MHz) (MHz) (MHz) regime) scheme  (MHz) (neV) eV/s)
Ref. [105] 5.7 6.9 105 0.25 1.8 1.0 0.020 (SC) Parallel 0 2.2574 x 10! 7.0347 x 10°
Collective 105  2.4003 x 10> 1.8178 x 10*
Ref. [106] 6.92 6.92 173.5 0.30 0.094 0.227 0.025 (SC) Parallel 0 1.9964 x 10> 6.7230 x 10*
Collective  173.5  6.0026 x 10> 9.4678 x 10*
Ref. [107] 6.23 3.586 455 29.3 38 0 0.071 (SC) Parallel 0 1.7015 x 10> 2.9198 x 10*
Collective 455  3.3901 x 10> 8.2112 x 10*
Ref. [108] 4.603 10.67 897 3 20 0 0.195 (USC) Parallel 0 5.7195 x 10> 1.5266 x 10°
Collective 897 1.1007 x 10°  3.4661 x 10°
Ideal case 1 5 10 2500 1 1 1 0.500 (USC) Parallel 0 1.5508 x 10* 9.9804 x 10°
Collective 2500  3.2328 x 10* 1.5388 x 10°
Ideal case 2 5 10 5000 1 1 1 1.000 (DSC) Parallel 0 3.5445 x 10*  2.5253 x 10°
Collective 5000  5.7538 x 10* 3.0394 x 10°

ing process is significantly higher than that in the parallel
charging process. Moreover, when we consider the nearest-
neighbor interaction in the strong USC and the deep-strong
coupling regime (DSC), the stable energy E; and the maxi-
mum charging power Pp,x are greatly optimized, as shown
in the ideal cases of Table 1. Experimentally, the strong USC
and the DSC have now been observed using superconducting
circuits with flux qubits [111-117]. Meanwhile, the cir-
cuit quantum electrodynamics realized the U/DSC between
transmon qubits and the microwave field inside an on-chip
transmission-line resonator have been extensively studied in
recent years [89,110,118-120]. We believe that our QB will
be realized with the gradual development of experimental
techniques in the future.

V. DISCUSSIONS AND CONCLUSION

The decoherence processes of the QB, caused by the
inevitable interactions with the environment, generally deacti-
vate the QB’s charging-storing-discharging process, which is
called aging of the QB [6,7]. A good QB should have not only
ultrasmall size, ultralarge capacity, and ultrafast charging, but
also ultraslow aging which requires that the quantum systems
constituting the QB have a long lifetimes. In contrast to other
quantum systems, the superconducting circuits offer flexi-
bility, tunability, scalability, and strong coupling to external
fields, but have relatively short lifetimes (< 1 ms) because of
the macroscopicity of circuit design [81]. However, the QB’s
charging-storing-discharging process can be driven faster than
the superconducting qubits lifetimes. Examples of systems
relevant to our analysis include the Xmon qutrit QB and the
transmon qutrit QB [73,77]. The charging-storing-discharging
process of the Xmon qutrit QB takes only 3 us, which is far
less than the QB lifetimes of 6-9.5us [77]. The transmon
qutrit QB’s stable charging process is achieved within 0.3 us
when the QB operates at 51.4-79.4kHz decay rates [73].
Similarly, we can control the energy storage process of our
QB in the range of 10-100ns, which is much faster than
the superconducting qubits lifetimes (< 1 ms). Under such a
condition, the aging of our QB is slow.

Nowadays, quantum technologies are still in their infancy
and there is a long way to go before QBs can be implemented
in practice. Besides the widely studied powerful charging and

stable energy storage processes, there are two challenges also
worth mentioning. (i) One challenge is the additional cost
of schemes, for example, the cost of the preparation process
of the initial state [32,56,63,68-70], the switching operation
on the charger [54], and the sequential measurement process
for stabilizing open QBs [121]. (ii) Another challenge is the
capability to fully transfer the stored energy to consumption
centers in a useful way (the skill of extracting useful work)
[34,59,122]. Some researchers pointed out that it may find
key uses in future fusion power plants, which require large
amounts of energy to be charged and discharged in an instant
[40]. In our scheme, we can construct a quantum charger-
battery-load circuit [74] to efficiently extract energy. When
the coupling between the QB and the load is open while the
coupling between the charger and the QB is closed, the energy
in the QB can be extracted to the load by transitioning the QB
from the steady state back to its ground state.

In summary, we proposed an implementation scheme of
a QB on superconducting circuits platform and discussed
the QB’s charging performance with three decay channels
(the resonator decay, the qubit relaxation, and the qubit de-
phasing). Our results showed that the presence of the decay
channels suppresses the high oscillation of energy storage
process, thereby realizing a QB with a stable and powerful
charging process. Compared with the other two decay chan-
nels, the qubit dephasing shows a counterintuitive advantage
and plays a crucial role in our QB. It induces transitions
between the qubit states and suppresses the qubit energy de-
cay into the environment so that we can obtain a QB with
high stable energy and short charging time. We also investi-
gated how the nearest-neighbor interaction strength and the
coupling strength affect the QB’s charging performance. We
found that the nearest-neighbor interaction (whether repulsive
or attractive) always has a positive impact on the stable en-
ergy because the initial state of each qubit which makes up
our QB system is the superposition state. However, as the
coupling strength increases, the maximum charging power
only significantly increases in the fully nondegenerate ground-
state region. When the QB is initially prepared in the nearly
degenerate ground-state regime, the maximum charging
power hardly changes with the coupling strength due to the
nearly gapless energies. Moreover, we demonstrated that our
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TABLE II. The behaviors of CPB and transmon in different pa-
rameter regimes.

E;/Ec o Behavior
CPB <1 Large « Two-level system [87-89,110,123]
Transmon > 1 o> |A| Two-level system [92-96]
o <L |A| Weakly anharmonic oscillator

(Multilevel system) [124—128]

implementation scheme is feasible by evaluating the perfor-
mance of our QB under experimental parameters. Our results
provide an implementation scheme for realization of the effi-
cient QB in future experiments.
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APPENDIX: BEHAVIORS OF THE TRANSMON
IN DIFFERENT PARAMETER REGIMES

The crucial design distinguishing the transmon from the
Cooper pair box (CPB) is a shunting connection of the two
superconductors via a large capacitance Cp, accompanied by
a significantly increase in the ratio of Josephson energy and
charging energy E;/Ec. The price to pay for this increased
E;/Ec¢ is the reduced anharmonicity o of the transmon qubit
[90,91]. The anharmonicity « is an important parameter used
to characterize the behaviors of CPB and transmon in different
parameter regimes, as shown in Table II. Here, « = Ej, — Ey
is the anharmonicity [91], A = fi(wg; — w,) is the detuning
between the superconducting qubit and the resonator, and
E,mi+1y and @y, on,+1) are the transition energy and the tran-
sition frequency from |m;) state to |m; + 1).

In the small transmon-resonator detuning regime, i.e., « >
|Al, the transition frequency wp,m+1) from states |m;) to
|m; + 1) for any m; > 1 is strongly off-resonant from res-
onator frequency w,. Therefore, the resonator photons are
blocked from exciting the transmon to states |m; > 2) and
the transmon behaves like a quantum two-level system when
it interacts with the resonator [92-96]. The anharmonicity
o decays only algebraically in E;/Ec, as compared to the
exponential suppression of the sensitivity to charge noise
in Ej/Ec [91,94]. Thus, the transmon can be engineered
to have a large-enough anharmonicity «, such as «/2mw ~
200-500 MHz [94-96,129]. In this case, it is reasonable to
treat the transmon as a two-level system only involving the
ground state |0) and the first excited state |1).

Differently, in the regime o < |A|, the transitions between
states |m; + 1) and |m;) are almost equally likely to be ex-
cited by the resonator, causing unwanted transitions to higher
excited states. Therefore, the transmon behaves almost like

6.0
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FIG. 7. (a) The time evolution of the charging energy AE(¢) (in
units of 7iw) and (b) the average charging power P(¢) (in units of
hw?). The red curve represents the case of the qubit-resonator QB
and the green curve represents the case of the qutrit-resonator QB.

a weakly anharmonic oscillator [125-128]. In this case, we
consider three energy levels of the transmon (including the
ground state |0), the first excited state |1), and the second
excited state |2)) since the main leakage out of the qubit basis
comes from the third energy level [124,130]. The Hamiltonian
of the qutrit-resonator system can be expressed as

H' =H/+H, +H_,

(A1)
where

/— i
H. = w,a'a,

N
. - -
Hy= g ) STST+10 Y (ST = S)S7 =S,
i=1 i<j
N
H_, = IgZ(a +a")(s; =85,

i=1

(A2)

here we treat the annihilation operator of the weakly anhar-
monic oscillator as b = [0)(1] + +2|1) (2| + v/3|2)(3| + - - -
[131] and let S~ = |0)(1| + +/2|1)(2| in the qutrit-resonator
system. H, H,;, H_ , are the Hamiltonian of the transmission
line resonator, the transmon qutrits, and the coupling between
the resonator and the qutrits, respectively. Similarly, we de-
fine the resonator H, developing the role of a quantum charger
and N capacitively coupled transmon qutrits HC; as a QB.
The definitions of the initial state, the charging energy, and
the average charging power during the charging process
are the same as those in Sec. III. For simplicity, we con-
sider a closed system and set N =3,n, =2N, 0w, = 0, =
w=1,g=J=1. The time evolution of the charging en-
ergy AE(¢) and the average charging power P(¢) are shown
in Fig. 7. We find that, compared with the qubit-resonator
QB [Eq. (9)], the qutrit-resonator QB [Eq. (A1)] can store
higher energy and charge faster. This phenomenon in Fig. 7
demonstrates that the transition to the second excited state can
improve the performance of our QB.
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