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Towards global time distribution via satellite-based sources of entangled photons
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We propose a satellite-based scheme to perform clock synchronization between ground stations spread across
the globe using quantum resources. We refer to this as a quantum clock synchronization (QCS) network. Through
detailed numerical simulations, we assess the feasibility and capabilities of a near-term implementation of this
scheme. We consider a small constellation of satellites equipped only with modest resources. These include quan-
tum devices such as spontaneous parametric down conversion sources, avalanche photodetectors, and moderately
stable on-board clocks such as chip-scale atomic clocks. In our simulations, the various performance parameters
describing the hardware have been chosen such that they are either already commercially available or require
only moderate advances. We conclude that with such a scheme, establishing a global network of ground-based
clocks synchronized to subnanosecond level (up to a few picoseconds) of precision would be feasible. Such
QCS satellite constellations would form the infrastructure for a future quantum network, able to serve as a
globally accessible entanglement resource. At the same time, our clock synchronization protocol provides the
subnanosecond level synchronization required for many quantum networking protocols, and thus can be seen as
adding an extra layer of utility to quantum technologies in the space domain designed for other purposes.
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I. INTRODUCTION

The ability to measure, hold, and distribute time at high
precision determines the limits of our scientific explorations.
From a technological point of view, precise time measurement
and synchronization is an indispensable feature of commu-
nication and networking protocols, navigation and ranging,
astronomical, geological and meteorological measurements,
among others. The goal of this paper is to assess the fea-
sibility and quantify the capabilities of a concrete protocol
to synchronize clocks based on the distribution of entangled
photons by a constellation of satellites orbiting the Earth. The
synchronization method used is a two-way optical scheme
that exploits the features of spontaneously down-converted
photon pairs to provide high-security time transfer. The basics
of this method were proposed and described in Refs. [1,2]
and a proof-of-principle experimental demonstration has been
performed for ground-based static clocks [3], achieving syn-
chronization precision of 51 ps in 100 s (data acquisition time)
with relatively low pair rates, of order 200 s−1 for rubidium
clocks separated by up to 50 meters (also see Refs. [4–6] for
more recent demonstrations). We call this method quantum
clock synchronization (QCS) since it utilizes single-photon
detection, the fundamentally random timing of the photon pair
production, and, for added security, the polarization entangle-
ment between the photon pairs.

Important questions arise when trying to extend this pro-
tocol to include satellites in relative motion with ground
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stations. These questions are related to both propagation
effects—such as atmospheric losses, refraction, background
counts, beam spreading, relativistic effects, etc.—as well as
questions related to network scale and connectivity—e.g.,
what the farthest points on Earth are that can be synced and
how often the sync will occur for a concrete network. To
answer these questions, we develop (building upon previous
work by some of us [7]) a software infrastructure to simulate
the evolution of a satellite network and compute the real-time
quantum data communication rates between ground stations
and satellites, from which we can quantify the capabilities of
the network and study its optimization. We show that such a
timing system is capable of providing higher timing accuracy
than achievable with traditional global navigation satellite
system (GNSS) such as the global positioning system (GPS)
at a global scale with a modest amount of resources.

The QCS network we consider here could achieve sub-
nanosecond to picosecond accuracy utilizing a constellation
of nanosatellites carrying lower stability, but very low size
weight and power (SWaP) atomic clocks, such as the chip
scale atomic clock (CSAC) [8]. These satellite clocks are
then regularly and securely synchronized via optical links
to a small group of much more stable ground-based refer-
ence atomic clocks. Such an architecture will derive a direct
benefit from state-of-the-art atomic clock technology without
the requirement that these clocks be low SWaP and space
qualified. In addition, the use of low-cost nanosatellites would
allow for cost effective upgrades of the system and robustness
against hostile action against the constellation. Even though
in the present paper we use satellites as intermediaries to
synchronize ground stations, we envision global synchro-
nization between satellites themselves and with stable
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ground-based clocks, forming a master clock to which inter-
ested clientele (smaller, less stable clocks) can have access to.

To put our paper in perspective, we now give a brief survey
of the abilities and drawbacks of classical clock synchroniza-
tion techniques in the context of providing a high-precision
secure global time standard. State-of-the-art optical clocks
can achieve a fractional frequency instability below 1 × 10−18

[9] as measured by the clock’s Allan deviation (ADEV) in-
tegrated over a period of an hour [10]. Additionally, great
leaps have also been made towards synchronizing such high-
precision, high-stability clocks. Researchers have recently
developed sophisticated two-way time-stamping methods us-
ing radio frequency pulses that have been optimized to
achieve a synchronization precision of up to tens of picosec-
onds [11]. Although these methods require a high degree of
computational overhead due to the required radio frequency
propagation modeling and data processing, at the highest
achievable precision, there are state-of-the-art research results
with classical optics-based protocols using optical frequency
combs that can provide subfemtosecond precision time trans-
fer with a stability of tens of femtoseconds (over a period of
several days) through a few kilometers of atmospheric tur-
bulence [12,13]. Such coherent techniques, however, become
extremely difficult to implement over long distances and in
high loss settings [14]. On the other hand, time over internet
protocols such as the network time protocol and the precision
time protocol (PTP) have global coverage but can achieve
synchronization only to a few milliseconds and tenths of a
microsecond, respectively, over long periods of time [15].
More recently, the White Rabbit protocol (a refinement of
PTP developed at CERN) has achieved subnanosecond time
distribution over fiber networks over distances of hundreds of
kilometers [16].

At the submicrosecond level of precision, much more read-
ily available is the use of GPS signals which can be used to
provide almost continuous synchronization with an error of
tens of nanoseconds (<40 ns, 95% of the time) [17]. While
originally developed by the U.S. Department of Defense for
precision global navigation and positioning to support military
applications, GPS has become a defacto global time standard.
In fact, a study in 2017 stated that of the estimated $1.4 trillion
of economic benefits that GPS has generated since it was
made available for civilian and commercial use in the 1980s,
well over half are directly based on precision timing and syn-
chronization [18]. The ubiquity of GPS time information has
been an important factor in the explosion of applications and
technologies that rely on such a global time standard, e.g., 5G
telecommunication networks. However, there are well-known
issues regarding the security of GPS, e.g., the relative ease
of jamming and spoofing GPS timing signals. In addition,
while the nominal performance of GPS is impressive, future
technologies such as 6G+ communication and quantum net-
works will require clock synchronization better than provided
by GPS or other GNSSs [19,20].

Beyond the performance of GPS and other GNSS, another
drawback is the high cost of these systems. The satellites
required are very costly, with their large size required so as
to contain the highly stable atomic clocks needed to achieve
the required degree of synchronization. GPS satellites are
regularly synchronized to each other by updates from ground

stations. However, to maintain the system’s specified time
accuracy with sufficient holdover to bridge these updates, the
GPS satellite atomic clocks require stability on the order of
10−14 to 10−15 in terms of frequency accuracy [21]. Given
these constraints, in this paper we propose a QCS network
with the purpose of complementing existing classical tech-
niques such as the GPS in providing a more precise, robust,
and secure global time standard.

This paper is organized as follows. Section II describes
the protocol used to synchronize satellite and ground-station
clocks and to determine the clock offset from the two-way
time-stamp correlation functions. Section III discusses the
necessity and advantages of using a satellite constellation for
building a global QCS network. Section IV gives a detailed
account of our numerical simulations to estimate the perfor-
mance of QCS networks and also provides a concrete example
in the form of the QCS network servicing the continental U.S.
at a subnanosecond time sync precision. In Sec. V, we summa-
rize the key takeaways from our simulations. We then move on
to Sec. VI that collects the main conclusions, discusses some
shortcomings of the techniques used in this paper, and also
proposes directions for future explorations.

II. QUANTUM CLOCK SYNCHRONIZATION PROTOCOL

This paper is primarily related to the question of time trans-
fer or estimating the time offset between two separate clocks.
We use the term QCS to describe the process of the exchange
of quantum signals to estimate the time offset between remote
clocks (see Refs. [1,22–27] for pioneering ideas on this field).
The QCS protocol is a type of optical two way time and
frequency transfer (O-TWTFT) scheme. Recall that a general
O-TWTFT method uses signals transmitted symmetrically in
both directions between Alice’s and Bob’s clocks to estimate
the relative clock offset and frequency difference (sometimes
referred to as frequency skew) between them. The central
component of the clock offset estimation is the calculation of
the cross correlations between the local time stamps of the
photons produced by Alice and those received by Bob, and
vice versa, out of which one can obtain the clock offset, as we
explain below.

In the case of the QCS protocol, the classical optical signals
are replaced with pairs of individual photons created via spon-
taneous down-conversion (SPDC) by pumping a nonlinear
optical crystal. Due to conservation of energy, the time of birth
of the photons are very highly correlated with each other, typi-
cally on the order of 10–100 fs [25,28]. In addition, the SPDC
pair production process is quantum mechanically random with
photon pair production following a Poisson distribution. The
photon pair production time is itself used as the random code
to be shared between Alice and Bob (truly random as opposed
to pseudorandom in the classical case). Alice and Bob each
have a SPDC source and locally detect one photon of each pair
produced, recording a time stamp of each detection. The other
photon from each down-converted pair is then transmitted to
the other party and its detection is time stamped. The clock
offset is then estimated by the difference of the two cross-
correlation peaks as with the classical O-TWTFT scheme.
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FIG. 1. Schematic for experimental implementation of the QCS protocol using entangled photons (details of this example setup are not
important for the following discussion and are included for completeness). Alice and Bob each have a source of polarization entangled pairs
(|ψ−〉) produced by spontaneous parametric down-conversion (SPDC) and a set of single photon detectors within their secure laboratory
(denoted by a solid line). Each mode of propagation of the photons ends in a detector cluster able to perform polarization measurements but
only the cluster labeled as A1 is fully represented in the figure. One member of the SPDC pair is detected locally at detector cluster A1 on Alice’s
side (cluster B1 on Bob’s side). The other member of the pair is sent into a single mode fiber and propagated through a channel controlled by
an adversary, Damon. Each of the propagating photons has a chance of being detected on the remote side by B2 (A2) for pairs originating at
Alice’s (Bob’s) side. Times of arrival for all detected photons are recorded in each laboratory with respect to a local clock. Detectors A3 and
B3 are under the control of either Alice or Bob and are included for completeness but do not play a part in the discussion. The detector cluster
illustrated for A1 represents a possible passive measurement scheme for a CHSH inequality. It uses a beam splitter followed by two polarizing
beam splitters oriented at the appropriate angles for projection into the desired polarization state.

A. Clock offset estimate

Here we summarize the QCS protocol, as reported in
Ref. [2] and with an experimental demonstration by Lee et al.
[3] (See Fig. 1.) The reader is referred to these references and
Ref. [1] for details omitted here. Following Ho et al. [1], we
denote the numbers measured by Alice’s (Bob’s) local clock
by t (t ′) with a subscript denoting a particular indexed event. If
Alice and Bob were at the same spatial location detecting the
same pair event, the difference between the times of detection
as measured by their local clocks would be δ = t − t ′, and this
δ would be the time offset that we aim to determine. If Alice
and Bob are at separate locations, the time of propagation of a
signal between Alice and Bob is denoted as �tAB (�tBA for
propagation in the opposite direction). The round-trip time
of a signal originating from either Alice or Bob is �T =
�tAB + �tBA.

To calculate the absolute time difference between clocks,
δ, consider a photon pair produced at Alice’s site. One of the
members of the pair is detected locally at detector1 A1 and the
other member of the pair travels to Bob accumulating a travel
time �tAB and getting detected at B2. For any particular photon
pair event produced at Alice’s site, the difference between the
time labels recorded at Alice and Bob will be

t ′ − t = �tAB + δ.

Similarly, for any photon pair produced at Bob’s site:

t − t ′ = �tBA − δ.

1Alice has two detectors, A1 and A2, one dedicated to measure
photons produced locally by Alice and the other to detect photons
received from Bob. The same is true for Bob.

The differences between the time labels can be extracted by
calculating a cross correlation between events at both sides.
Consider first events produced at Alice’s site. The detection
events are translated into a distribution as

a(t ) =
∑

i

δ(t − ti )dt, b(t ′) =
∑

j

δ(t ′ − t ′
j )dt ′,

where i and j index arbitrary detection events which can arise
either from the production of entangled pairs of photons or
from other detector triggers such as stray light, dark counts,
etc. The cross correlation is computed as

cAB(τ ) = (a � b)(τ ) =
∫

a(t )b(t + τ )dt,

and, for sufficiently high signal-to-noise (SNR) ratio, will
have a maximum at τ = τAB = �tAB + δ. Likewise, if we con-
sider those pairs created on Bob’s site, we can extract another
cross correlation,

cBA(τ ) = (b � a)(τ ) =
∫

b(t )a(t + τ )dt,

which will have a maximum at τ = τBA = �tBA − δ. As-
suming channel reciprocity, i.e., �tAB = �tBA = �t , from
the above equations we can extract both the round-trip time
(�T ) and the absolute time difference between clocks without
knowledge of the path length between Alice and Bob:

�T = τAB + τBA, δ = 1
2 (τAB − τBA).

From this, we can see that the accuracy of the clock offset
estimate is determined by the accuracy of estimates for each
of the cross-correlation peaks.

Note that the quantum entanglement of photon pairs cre-
ated at Alice’s and/or Bob’s locations does not play a direct
role in determining the clock offset estimate, except that the
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production of entangled pairs by SPDC ensures that the pho-
tons in each pair are generated within a time window typically
of a few 100 fs—several orders of magnitude smaller than the
timescales involved in the synchronization protocol. However,
the entanglement between photon pairs can be used to increase
the security of this protocol to malicious attacks.

Notice also that the protocols rest on the assumption of
reciprocity in the time travel of light from Alice to Bob. In the
case of free-space optical channels through the atmosphere,
only very small deviations from full reciprocity are typi-
cally incurred. For instance, between a medium earth orbiting
(MEO) satellite and ground station, the maximum error due
to turbulence-induced nonreciprocity is predicted to be less
than 10 fs [29,30]. Partial reciprocity and other nonidealities
of practical implementations would likely place a limit on
the achievable secure accuracy of the clock synchronization
protocol.

III. SATELLITE-BASED QCS

The technical requirements of QCS, while not as stringent
as most quantum communication tasks, does share many of
the same features, e.g., the requirement of a sufficiently high
entangled bit (ebit) rate between communicating parties. A
significant amount of current research and development is
focused on the use of satellites to go beyond the limitations
of terrestrial fiber-based quantum communication networks.
For example, the quantum repeaterless fiber optic-based secret
key rate bound is surpassed beyond 215 km for a satellite at
altitude of 530 km [31,32]. This means for distances beyond
a few hundred kilometers between commmunicating parties,
and in the absence of quantum repeaters, free-space commu-
nication via satellites will provide higher ebit rates. A key
role in developing feasible long-distance quantum communi-
cation implementations has been played by the transition to
hybrid space-terrestrial quantum communication network ar-
chitectures combining satellites and ground stations equipped
with optical telescopes with metropolitan scale fiber optic
networks (see Fig. 2). This is because longer distance real-
izations of fully terrestrial quantum networks are hindered by
the exponential losses associated with ground-based commu-
nication channels (primarily fiber optic cables) [7]. Unlike the
classical information encoded in classical optical signals, the
quantum information encoded via quantum communication
protocols cannot be amplified due to fundamental limits on
copying quantum information. This places fundamental limits
on directly transferring quantum information through lossy
channels. A large number of high-fidelity quantum repeaters
and/or quantum memories could improve the situation to
some extent, but their current performance levels are below
those needed for mature applications [32] and, furthermore,
it would very likely be impractical to place such devices in
difficult terrain, e.g., mountains or oceans.

Recent free-space QKD experiments over long distances
[33–35] and seminal experiments through the Micius satel-
lite have indeed shown the effectiveness of a satellite-based
quantum communication channel for large-scale quantum
networks [31,36,37]. We quote a most striking observation
from this seminal work to point out the inevitability of shift-
ing to satellite-based platforms: “As a comparison, using the

FIG. 2. A constellation of satellites used for global time dis-
tribution. Each satellite is equipped with an entangled photon-pair
source along with photodetectors and transceivers (figure adapted
from Ref. [7]). The satellites transmit and receive quantum signals
to and from ground stations through a bidirectional quantum com-
munication channel (downlink and uplink channels), which is used
to synchronize onboard satellite clocks with terrestrial clocks using
the QCS protocol mentioned in Sec. II.

same four photon sources and sending the teleported pho-
ton through a 1200 km telecommunication fibre with loss of
0.2 dB km−1, it would take 380 billion years (20 times the
lifetime of the Universe) to witness one event, assuming the
detectors have zero dark counts” [36] (It is assumed that quan-
tum repeaters are not used. Progress has been made toward
implementing quantum repeaters but the technology is far
from mature [32]). Other groups are also currently working to
use small satellites to perform basic quantum communication
tasks such as quantum key distribution (QKD) [32,38].

Consider now that Alice and Bob are separated in a way
that makes it inefficient to exchange photons directly between
the two parties. A quantum network between different cities is
an example of such a scenario. The distances are large enough
(≈1000 km) to make direct communication through standard
optical fiber channels (even with repeaters) less efficient and
resource consuming than communication through a network
of intermediary satellites in low Earth orbits. The satellites are
to be used as intermediaries in the sense that ground station
A can be synced to a satellite and then the same satellite
could be synced to ground station B. This can either happen
simultaneously, as shown in Fig. 3, or if the ground stations
are too far apart, the two clock offsets can be sequentially
estimated and compared after the satellite passes within range
of both. In the latter case, the maximum time allowed between
sync at stations A and B is determined by the stability of the
satellite clock and is quantified by the hold over time τ . If
all three clocks involved are relatively stable within the time
this protocol is executed, then the clocks at A and B can be
successfully synchronized in either case. This time includes
the acquisition times (Ta) needed for individual sync events
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FIG. 3. Dual-link depiction for simultaneous clock synchroniza-
tion between two ground stations (g1 and g2) with geodesic distance
d between them (adapted from Ref. [7]). A LEO satellite at altitude h
with asymmetric link distances L1 and L2 to the two ground stations.

at A and B plus the hold over time τ . Thus, the elementary
task of this protocol is to synchronize a ground station and
a satellite. In other words, we do not consider intersatellite
communication, and therefore the sync between two ground
stations must be established through a common satellite. This
situation is of interest as a low-resource way of synchronizing
users that span up to a continent-sized geographical area—
e.g., a handful of select cities across the contiguous U.S.

In the discussion above, we have assumed a static situa-
tion with no motion between Alice and Bob. In the case of
inertial relative motion the effect will be to spread out the
correlation function by an amount proportional to the time
over which the estimate is made, i.e., over the acquisition
time. This acts essentially as an additional effective clock drift
between Alice’s and Bob’s clocks. The length of the required
acquisition time, the time-stamp resolution, and the relative
velocity, will determine the effect that the motion has on the
cross-correlation peak. If the relative velocity is known to
within a maximum error, then the time-stamp data can be
corrected to compensate for this “stretching” effect with some
residual uncertainty. For example, if the relative velocity is
known to a maximum error of 1 cm/s, for an acquisition
time of 250 ms, the residual uncertainty in the correlation
peaks will be less than 10 picoseconds (assuming that for
short enough acquisition times the relative velocity remains
constant). On the other hand if the relative velocity is not
known to high precision, a parameter search can be performed
over the time-stamp data to estimate both the velocity and
the constant clock offset using methods already indicated in
Ref. [1].

IV. SIMULATION RESULTS

The analysis of a QCS network as described in Secs. I
and III is a complex task given that there are a number of
variables involved. At the level of the fundamental QCS link
between a satellite and ground station, one must first analyze
the role of hardware parameters such as receiving and trans-
mitting telescope radii, detector efficiencies, clock stability
and source rates, etc. At the same time, one must also model
a dynamic quantum communication link, since the satellite-

ground station distance is constantly changing (also a satellite
is not always visible from a given ground station), effectively
changing the transmissivity of the channel. Further, at the
level of the network, the number of design parameters such as
number of satellites, orbit selection (altitude, inclination etc.)
is also large. This complexity makes this problem suitable to
be computer simulated and we use this route to model the
dynamical quantum communication link and to analyze quan-
titatively the performance of various network configurations
or designs. As we discuss in detail in the next section, our
code has the ability to simulate different scenarios in terms of
resource constraints. The code is written in Python and uses
parallelization in order to simulate large network sizes with
tens of satellites and several cities across the globe.

Section IV A describes our simulations to characterize the
performance of the QCS protocol for the purpose of synchro-
nizing ground stations via small Low Earth Orbit (LEO) (also
MEO) satellites. We will simulate the real-time motion of
satellites relative to ground stations and obtain the periods of
time along the day over which synchronization is possible. To
quantify the capabilities of the network, rather than computing
the cross-correlation functions described in Sec. II A, we will
use quantum data communication rates [measured as entan-
gled bits (ebits) shared per second] between satellites and
ground stations as a proxy for sync precision. We will require
a minimum ebit threshold for the sync to be able to occur at
all. The use of ebit rates is highly convenient, since it provides
an efficient tool to compute coverage area for time distribution
from each satellite. This allows us to perform the simulations
for a large number of network nodes (ground stations) and
over long timescales, since the cross-correlation functions
need not be simulated photon by photon. Nonetheless, we
will justify a posteriori the use of ebit rates as proxy for sync
precision through static simulations in Sec. IV C.

A. Dynamic simulation

This scenario takes into account the motion of satellites
and ground stations around the globe to evaluate the periods
of time along the day that ground stations are in view of satel-
lites. This is done at the level of quantum data communication
rates (ebits shared per second) without looking at the actual
correlation functions. As summarized above, ebit rates are
used as a proxy for the level of achievable precision, using the
intuition that larger ebit rates correspond to higher correlation
function peaks and hence higher precision. This intuition is
backed up by static simulations in Sec. II A, where the actual
correlation functions are simulated. As we show ahead, our
simulations provide useful estimates for the capabilities of
the network, in terms of the quantity of resources (number of
satellites, number of orbits, etc.) needed to perform specific
sync tasks. The results from Table III in Sec. IV C indicate
that for the range of link losses encountered for a LEO orbit
(500 km altitude) the protocol is always successful if the ebit
rate is greater than approximately 200 ebits/s. From these
observations, it follows that, if the sync is considered suc-
cessful only if the clock offset can be evaluated better than
(or equal to) 1 ns precision, then setting the cutoff for the
quantum communication rate between the ground stations and
satellites at 200 ebits/s ensures success of the protocol. The

022615-5



STAV HALDAR et al. PHYSICAL REVIEW A 107, 022615 (2023)

small acquisition time requirement (250 ms) also justifies the
use of ebit rates as a proxy for sync precision.

1. Details of the simulation technique

Our first goal is to apply the protocol described above to
synchronize a satellite (Alice) and a single ground station
(Bob) via a bidirectional quantum communication channel,
i.e., a downlink and an uplink, and then use it to synchronize
two ground stations that come in view of the same satellite.

We need to address two sets of questions: (i) character-
ization of the quantum communication channel, which will
ultimately limit quantum data rates, and (ii) the dynamics
of orbiting satellites. First, we look at the quantum commu-
nication channel between a ground station and the satellite.
For concreteness, let us focus on a downlink channel; sim-
ilar results hold for the uplink. We consider only a lossy
channel assuming clear skies and ignoring any background
noise from spurious sources—this can be incorporated later
by introducing SNR thresholds or by choosing a higher cutoff
rate.2 Photons are either transmitted through the channel or
lost in transmission. We characterize various loss mechanisms
by their transmittance values η, which is the fraction of the
received optical power to the transmitted power. The dominant
sources of loss are (i) beam spreading (free-space diffraction
loss, pointing error, etc.), ηdwn

fs (L, h), (ii) atmospheric absorp-
tion or scattering, ηdwn

atm (L, h), and (iii) nonideal photodetectors
on the satellite and on the ground, with efficiencies given by
κsat and κgrd, respectively. The superscripts refer to the down-
link. The transmittances are functions of the link distance L
(physical distance) between satellite and receiver and h which
is the satellite altitude. Simple, analytic formulas are used to
estimate ηdwn

fs and ηdwn
atm , following Ref. [7]. Then, given an

onboard source which generates entangled photons at an aver-
age rate of R ebits per second, we can estimate the quantum
data communication rate (ebit rate) between a satellite and a
ground station for the downlink by

Rdwn = R ηdwn
fs ηdwn

atm κsat κgrd.

The precision to which Alice and Bob can synchronize
their clocks depends on the amount of successfully detected,
correlated photons transmitted through the bi-directional com-
munication channel over some acquisition period. Hence, the
quantum data rate pair Q := (Rdwn,Rup) serves as a useful
performance metric for the clock synchronization protocol.
We generalize this to a network of satellites and ground sta-
tions by indexing the quantum data rate pair as Qi j , where the
first index corresponds to the ith satellite and the second index
corresponds to the jth ground station.

Next, we incorporate dynamics into the communication
channel. Since the satellites are in motion with respect to
the ground stations, the quantum data rates will generically
change as a function of time, since the transmittance val-
ues are a function of the physical distance L (and visibility)

2While estimating the cutoff rate using static simulations in
Sec. IV C, a dark count rate of 1000 Hz was assumed, hence the
cutoff rate Rc = 200 ebits/s includes the effect of noise due to dark
counts. Similarly, the effect of stray light can be included by raising
the cutoff further.

FIG. 4. Connection traces (uplink ebit rates) for two cities in
the U.S.: New York City (blue—light grey line) and Los Angeles
(red—dark grey line). The satellite network is comprised of ten
satellites—two tilted polar orbits (50◦ and −50◦ to the Earth’s axis
of rotation) of five satellites each in a 500 km LEO. Connection is
considered established when the ebit rate exchanged between the
satellite and ground station is greater than the cut off rate of 200
ebits/s. Each sharp vertical line corresponds to a single satellite pass
(which would be a broader curve if we zoomed in to a smaller
timescale), and consecutive vertical lines correspond to passes of
consecutive satellites within an orbit. The bunching of vertical lines
is due to the fact that there are many satellites in each orbit. The re-
currence of this bunch occurs after a six-hour period (approximately
20 000 seconds after the first bunch in the trace), when an orbit comes
in view of the cities. The separation between the peaks for the two
cities indicates the fact that satellites pass over these cities at different
times.

between the satellite and ground station. For simplicity, we
assume circular orbits for all satellites. We adapt and extend
software previously created by authors in Ref. [7] to simu-
late satellite and ground-station motion and compute physical
distances between them as functions of time. These distances
are then used to evaluate transmittances and the quantum
data rates Qi j . For more details regarding the physical as-
pects of these simulation techniques, see Appendix A. In our
simulations, the parameters describing the hardware design
have been reasonably chosen based on recent demonstrations
[31,38] and are representative of the current state of the art.
The operating wavelength of the sources was chosen to be
810 nm, while the source strength was set to 10 million
pairs per second. The detectors onboard the spacecraft are as-
sumed to be noncryogenic, passively quenched, Geiger-mode
avalanche photodiodes (GM-APDs) that are 45% efficient at a
wavelength of 800 nm. For this design study, detector efficien-
cies were set to 50% as a representative value for a broad class
of APDs. Lastly, the apertures for the satellite and ground-
station telescopes were chosen to be of 10 cm (fill factor of
80%) and 60 cm, respectively, which represent typical optical
communications sizes that are used for classical LEO laser
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communications [39–41]. Apart from these fixed hardware
parameters, we also have several other variable parameters
such as orbit altitude, number of satellites, distribution of
satellites among orbits, orbit inclination, stability of satellite
clocks (quantified by the hold over time τ ), and cutoff rates
Rc.

We study the effect that a change in these parameters has
on the performance of the network, which we assess through a
few simple figures of merit defined in the following sections.
The fundamental output of our simulations is the connection
trace between satellites and individual ground stations, which
is the quantum data communication rate for uplinks (which
is always weaker than the downlink, primarily because of the
smaller receiving telescope onboard the satellite) as a function
of time. For example, Fig. 4 shows the connection trace for
uplinks from New York and Los Angeles to a constellation of
ten satellites distributed equally into two tilted polar orbits.

The connection traces provide information about the num-
ber of ebit pairs available at any given time that could be
utilized to synchronize a ground station with a satellite.

Nonetheless, all these ebits are not useful for the synchroniza-
tion between two ground stations. To estimate the sync quality
between two ground stations, we must only consider ebits
which are shared between two ground stations and a common
satellite. To that end, from the overlap between connection
traces of two cities we can compute sync traces. This overlap
can be either instantaneous or over a time window τ , where τ

is equal to the hold over time of the clock onboard the satellite.
More concretely, the sync trace for a city is different from zero
at a given time only if the other city also receives an ebit rate
above the threshold from a common satellite. This can happen
if a common satellite has been in view of both cities within a
time interval τ . If Q1 j and Q2 j are the uplink ebit rates from
ground stations 1 and 2 to some common satellite (index j),
then the sync trace Q1(t ) for city 1 is given by (also similarly
defined for city 2):

Q1(t ) = max
j

Q1 j (t ),

where

Q1 j (t ) =
{

Q1 j (t ), if Q1 j (t ) > Rc and max
{t−τ<t ′<t+τ }

{Q2 j (t ′)} > Rc

0, otherwise.

The sync traces for New York City and Los Angeles (for
the same satellite configuration used in Fig. 4) are shown in
Fig. 5 for a hold over time of 600 seconds (standard rubidium
clocks can hold time at 1 ns precision for around 600 s, even
smaller CSACs can do so for around 60–100 s. For refer-
ence, an ordinary quartz crystal wrist watch can hold time at
around 1 ms precision for 100 s [42]). Simply put, sync traces
are chopped up versions of the connection traces, indicating
regions of simultaneous connection (or nonsimultaneous but
within time τ of each other). Larger τ implies more common
connections (also see Fig. 9).

Analyzing these connection traces and sync traces, we can
address questions regarding the performance of the time dis-
tribution protocol under varying practical constraints. Some
of which are: How do the quantum data communication rates
change with satellite altitude and other input parameters? If
there are resource constraints on the quantity of satellites in
orbit and constraints on the quality of their onboard compo-
nents, to what precision can two ground stations synchronize,
and how often can this synchronization be accomplished?
Given various satellite configurations (e.g., using polar orbits
or different constellation designs), how often do users in spec-
ified geographical areas have access to the time distribution
service per day? Such questions are complicated to answer
generically due to the large parameter space that we need to
explore to address them and due also to the nontrivial inter-
dependence of these inquiries. In the subsequent sections, we
provide specific tools and techniques which we can leverage to
address these questions and also provide analyses for specific
case studies.

We begin our analysis by illustrating the effect of satellite
altitude h on the ability to make ground station connections
and exchange entangled bits. Network scale is determined by

the largest distance between ground stations that can be suc-
cessfully synced at subnanosecond precision. As mentioned
earlier, this is achieved whenever communication between the
satellite and both ground stations is simultaneously achieved
at an ebit rate greater than Rc. Since uplinks are weaker
than downlinks, they determine the success of the network.
Figure 6 summarizes the average entangled bit rate over one
day as a function of ground-station distance separation for
differing satellite altitudes. Two ground stations are placed
equatorially some distance d apart with one equatorial satellite
placed overhead (as depicted in Fig. 3). For a given satellite
altitude h, the ebit rate averaged over the course of a day
is recorded (the product of two uplink ebit rates from each
ground station to the satellite is used, which is the same
as assuming τ = 0). This procedure iterates with varying
ground-station separation distances and satellite altitudes to
create this figure. We see for low altitudes more entangled bits
are exchanged when the ground stations are relatively close
together, as one would expect. But as ground-station separa-
tion passes 3000 km, the lowest altitude satellite is no longer
able to establish connection and, consequently, no ebits are
exchanged (if the average ebit rate is zero, the instantaneous
rate must also be zero all through the day). As the orbit is
moved to higher altitudes, this does allow for the satellite to
connect simultaneously to more distant ground stations, but
at the cost of losing some fraction of ebits due to increased
transmission losses. It is clear from Fig. 6 that there is a
trade-off in choosing satellite altitudes that depends on the
objective of the timing network. While a lower satellite can
effectively deliver a higher bit rate due to smaller transmission
losses, the amount of time ground stations can remain in view
of the satellite diminishes, particularly as the ground stations
become more distant.
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FIG. 5. Sync traces for a pair of cities in the U.S.: New
York City–Los Angeles. The satellite network is comprised of ten
satellites—two tilted polar orbits (50◦ and −50◦ to the Earth’s axis
of rotation) of five satellites in a 500 km LEO. The sync trace of
a city is nonzero only when it is in view of a satellite (with ebit
rate above the threshold), and the other city from the pair has also
been (or will have also been) in view of the same satellite within an
interval equal to the hold over time of the clock onboard the satellite.
For this figure, τ = 600 s. Sync traces are chopped up versions of
the connection traces, indicating regions of simultaneous connection
(within a τ window). Compare with Fig. 4.

To further expound the effects of satellite constellation al-
titudes as well as ground-station separation distances, we look
at Fig. 7 to compare the change in the amount of time the satel-
lite is simultaneously connected to both ground stations when
varying these parameters. As in Fig. 6, equatorial ground sta-
tions are incrementally separated and attempt synchronization
through an equatorial satellite orbiting at a particular altitude.
The ratio of time that the satellite is connected to the two
ground stations divided by the total time within one orbital
pass (roughly 90 minutes) is plotted. This is done for several
satellite altitudes over a separation distance between ground
stations in the interval 500 and 5000 km. Of note here is
that the connection time ratio scales linearly as a function of
ground-station distance up until connection can no longer be
established. Also, as satellite altitude is increased, this time
ratio increases as the ground stations continue to stay in view
of the satellite for longer. This highlights that if establishing
connections for longer times with at least some minimum
number of exchanged entangled bits is favored over having
an increased number of exchanged ebits in far apart smaller
time windows, satellite constellation altitude is one parameter
to consider.

It is clear from Fig. 6 that for a given satellite altitude
and cutoff rate, there exists a critical distance beyond which
two ground stations cannot connect to the same satellite. This
motivates us to introduce an intuitive visual tool to understand
the previous plots in a simple manner, alleviating some of the
complexity originating from the large number of parameters

FIG. 6. Average ebit rate (of the product of two uplink rates)
calculated over one day as a function of the arc distance separation
between two ground stations for different satellite altitudes, for a
value of τ = 0 (poor onboard clock). The two ground stations lie
along the equator and the satellite is also in an equatorial orbit. A
sharper drop-off is seen for low satellite altitudes while for larger al-
titudes the drop is less pronounced. In this double-link configuration,
we see good performance for ground-station separation distances at
or below 3000 km but a sharp drop in performance above this range.

involved. Consider a single satellite. At a given time, it will be
able to synchronize with all ground stations for which it has
a ebit exchange rate larger than the threshold Rc = 200. But
since the exchange rate decreases with the satellite-to-ground
station distance, this threshold can be translated to a region
on the surface of the Earth below the satellite, which we call
the shadow. As one moves toward the center of the shadow,
concentric regions indicate regions of better sync precision.
Hence, the higher the cutoff rate Rc, the smaller the shadow.
With this picture in mind, it is easy to understand that two
ground stations would be able to sync at a given level of preci-
sion by means of an intermediary satellite whenever they both
simultaneously fall under the satellite’s shadow. Furthermore,
if the clock onboard the satellite is able to hold time at the
required precision for an interval τ , the shadow effectively
elongates, covering a larger area on the Earth’s surface di-
rectly proportional to τ . See Fig. 8. Since LEO satellites are
fast moving (≈8000 m/s), even small values of τ translate to
large ground-coverage areas. For the effect of satellite clock
stability on the sync traces, see Fig. 9.

Next, we briefly discuss the effects of increasing the num-
ber of satellites in a particular orbit, the number of orbits
utilized, and the orbit type (or inclination from the Earth’s axis
of rotation) on constellation design. In Fig. 10, satellite-to-
ground sync traces are provided between two ground stations
based in Atlanta (ATL) and NYC for a varying number of
satellites in a single LEO, over the course of a two-day simula-
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FIG. 7. Ratio of connected time to the total time for a single
orbital pass (∼90 min) as a function of ground station arc distance
separation for different satellite altitudes. A linear relationship is
seen for all altitudes. The average connection time increases with
increasing altitude, but average ebit rates fall (Fig. 6).

tion. As the number of satellites is increased, the opportunity
for connections to occur also increases up to a threshold.
Beyond this point, adding additional satellites for a particular
ground station pair does not increase the connection time,
although it does allow for higher ebit rates. The particular
satellite chosen at each instant to sync the ground stations is
based on which provides the least transmission loss at that
particular time. Further, in Fig. 11 we show the effect of
orbit inclination on the sync trace between NYC and LA. By
orienting the satellite shadow along the line joining the two
cities network, one can improve outcomes such as quantum
data rates, connection time averages, etc.

The previous discussion illustrates the complexity of the
problem of optimization of a network of satellites arising from
the vast space of parameters. The study of the design space
are, in part, predicated on which ground stations are important
to synchronize, whether some quality of service is to be ex-
pected at individual locations, and what type of constraints in
terms of costs or resource availability are actually considered
in the construction and launch of such a constellation. This
leads us, in the next subsection, into considering a concrete
network scenario and exploration of time distribution within
the imposed constraints.

B. A QCS network for continental U.S.

As a concrete scenario, we consider the requirement to
synchronize cities lying within the continental United States
(see Fig. 12) at a subnanosecond precision. The constraints are
the availability of moderately stable satellite clocks onboard
(τ of a few minutes), a small number of LEO satellites, and the

absence of quantum communication links between satellites
(satellites can only communicate to ground stations)

We assess the performance of our network by the following
two criteria:

(i) How well can we synchronize? We quantify this by the
average uplink and downlink loss when a connection is estab-
lished between a satellite and a ground station. The intuition
is straightforward: lower loss leads to a higher number of ebits
exchanged, which leads to better statistics for the timing offset
calculations; see Sec. II A. This all, in turn, leads to higher
precision of the QCS protocol.

(ii) How often can we synchronize? Or, similarly, how
often do a pair of ground stations get a common satellite in
view? The longer the gap between two synchronization events
is, the more stable a ground-station clock must be to maintain
synchronicity. To address this notion of revisits quantitatively,
we introduce the connection time fraction, calculated as the
fraction of time a satellite is connected to the ground station
divided by the total simulated time, and the longest con-
nection time gap, calculated as the longest time interval a
ground station has to stay without a connection to a satellite.
The higher the connection time fraction, the higher the total
number of ebits shared between the satellite and the ground
station. We point out that, when synchronization occurs more
frequently (e.g., higher satellite traffic over some terrestrial
region), ground stations can leverage lower quality clocks if
desired (compared to other ground clocks which sync after
long gaps of time and hence must have long stability (hold
over) periods). Hence, appropriately addressing questions of
revisits can also help to relax certain resource requirements.

For this concrete requirement, we assess the feasibility of
synchronizing ground stations located at the four corners of
the contiguous United States (NYC: New York City; LA:
Los Angeles; SEA: Seattle; ATL: Atlanta). To begin, let us
consider a single satellite in a tilted orbit (−50◦ angle com-
pared with the Earth’s axis of rotation) with a modestly stable
onboard clock; τ = 500 s. This constellation configuration,
as sparse as it is, does allow for successful QCS among the
four cities, as long as the local ground-station clocks are
sufficiently stable. The average uplink signal loss for ground
station pairs range between 27 and 32 decibels. The downlink
losses range between 23 and 30 decibels, slightly lower than
the uplink losses due to smaller receiving telescope aper-
ture on the satellite3 (also see Refs. [31,43] for experimental
and simulation results reporting similar values of the loss).
For a source emitting 107 entangled pairs per second and a
satellite at 500 km altitude, this translates to between 10 000
and 15 000 ebits exchanged per second on average; roughly
105 ebits total per satellite pass. Since we are using a single
satellite, the connection time percentages are low and range
between 1.3% and 2.8% of a day; i.e., between 20 and 40
minutes in total. The longest disconnected intervals between
revisits by the satellite range from 15 to 20 h. So, ground
stations whose clocks have a relative frequency drift no bigger

3Also, dispersion effects in lower atmosphere lead to beam broad-
ening; this would affect the uplink losses more. We do not consider
the effects of turbulence in our simulations.
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FIG. 8. Illustration of the shadow of a satellite, and the effect of varying hold over time (τ ). For the limiting case of no hold over time (a),
only what the satellite (red dot) has under the instantaneous shadow may be connected and synchronized. As the time window is increased to
τ ≈ 225 s, the satellite track length increases (red line) and includes more distant locations that can then connect and synchronize (b). In this
representation, as the hold over time is increased to τ ≈ 450 s (c), ground stations (black dots) LA and NYC can be synchronized with one
another. (Figure is not to scale.)

than 1 × 10−14 connected via this type of constellation—
one satellite—can provide quantum time transfer capabilities
down to 1 ns precision. Therefore, using our simulations
we find that an orbit tilt of around 50◦ about the equatorial
plane can provide coverage across the entire contiguous U.S.
(also see Fig. 11). For larger values of τ , a smaller tilt is
required and vice versa. Thus, we show that we are able to
extract information about the orbit resources (orbit space and
orientation) needed to service specific geographical regions.
In effect, this allows us to establish generic network sizes
in terms of geographical area covered by the network. This
could also be intuitively understood using the shadow picture
developed earlier in the section. In this specific case, choosing
Rc = 200 ebits/s and h = 500 km translates to approximately
35◦ angular diameter for the shadow spot, and the choices of
τ = 100 s and τ = 600 s give angular lengths of the shadow
equal to around 38◦ and 75◦, respectively (which translate
approximately to distances of 4000 km and 8000 km, respec-
tively). Now, consider the contiguous U.S.: The longitudinal
extent of the cities considered here is around 50◦ and the
latitudinal extent is only around 15◦. The shadows of polar
satellites with no tilts, in this case, will have longitudinal and
latitudinal extents of around 35◦ and 75◦, respectively. Hence,
an orbit tilt of around 50◦ [arccos(50/75)] about the equatorial
plane orients the shadow so as to cover the entire contiguous
U.S.

Next, Table I provides the results for a satellite constel-
lation of two tilted orbits (50◦ and −50◦ to the Earth’s axis
of rotation) of five satellites each with the same ground sta-
tions as above. A larger τ allows not only for lower signal
losses but also higher connected time percentages and shorter
revisit times. This effect is more pronounced for ground sta-
tions with larger separation distances. The takeaway is that
the stability of a satellite’s onboard clock can markedly en-
hance the geographical extent to which ground stations can

be synchronized. On the other hand, a larger ebit threshold
reduces the connected time percentages and elongates revisit
times. All these results can be intuitively understood by using
the picture of the shadows of each satellite, and the way
the shadow changes with both the ebit rate threshold Rc

and the hold over time τ , already explained in the previous
section.

Further, in Table II we summarize the figures of merit for a
similar MEO (medium Earth orbit) constellation at 5000-km
altitude. Clearly, at the expense of having larger losses, longer
connectivity can be obtained. (This, however, should not be
thought of as a trade-off between sync precision and the size
of the coverage area, since whenever the ebit rate is above
the threshold value the required precision can be achieved.)
Due to larger instantaneous shadows cast by MEO satellites,
to cover a similar geographical area (contiguous U.S. in this
case) the requirement on τ is much smaller (lower stability
satellite clocks can be used).

C. Static simulation

The goal of these static simulations will be to quantitatively
determine a practical lower bound (ebit threshold) Rc for the
ebit rate to yield a clock offset estimate at a certain precision.
The simulation is static in the sense that the relative motion
between the satellite and ground station is not included; rather,
an appropriate fixed value for channel transmissivity is chosen
[acquisition time required to perform the sync protocol is
small (Ta ≈ 250 ms), the link distance and hence the losses
do not change at this time scale]. Monte Carlo simulations
are performed to generate photon time stamps and thereby the
correlation functions defined in Sec. II A. However, relative
clock drift can be included in the simulation.

The static simulation of the performance of the QCS
protocol uses a Monte Carlo simulation of the photon pair
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FIG. 9. Satellite-to-ground sync traces for Los Angles (red line) and New York City (blue line) as the hold over time τ is increased from
(a) hold-over time τ = 0 s, to (b) τ = 100 s, (c) τ = 200 s, and, finally, in (d) τ = 600 s. While τ remains low, it is not possible for these
ground stations to synchronize. As clock performance onboard the satellite is improved and τ increases, the potential for synchronization (ebit
rate) as well as the overall time connected increases. (One orbit of −50◦ tilt with five satellites at 500 km altitude is used for this depiction.)

production, the link loss, photon detection, and detection
time stamping. The simulation parameters include the time-
correlated photon pair source rate (Poisson-distributed pair
production with a specific rate), the (fixed) losses in the
optical links (dB), detector efficiencies (fixed, no dead time
is modeled), detector dark count rates (Hz), timing jitter
(ps, FWHM), time-stamp resolution (ps), the clock drift rate
for each clock (fractional frequency accuracy), and the total
acquisition time during which the photons are detected (sec-
onds). For each set of these parameters, a different true clock
offset is uniformly randomly chosen in the interval between 0
and 1 ms and 100 different time-stamp data sets are generated

for each value. Thus, we simulate 100 instances each for a
range of QCS scenarios each with a fixed clock offset. Once
the time stamps are generated and detected in each instance,
fast Fourier transforms (FFTs) of the resulting times series
are performed to find the required cross correlation functions.
Successful cases are those whose simulated clock offset esti-
mate is within 1 ns of the true value.

Although the simulation is static in that there is no relative
motion between the two clocks, a constant velocity between
them will have the effect of inducing an apparent relative
clock drift between the clocks. The relative velocity between
ground stations and satellites can be considered constant if
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FIG. 10. Satellite-to-ground sync traces of New York City and Los Angeles (uplinks) as the number of satellites per orbit (1 orbit of −50◦

tilt at 500 km altitude and τ = 100 s in this depiction) is varied from (a) n = 1 to (b) n = 2, (c) n = 5, and (d) n = 8. As the number of satellites
increase in this particular configuration, the density of viable connections increases; see (a)–(c). Beyond a threshold number of satellites (five
in this case), the amount of connection time does not benefit significantly (d).

the required acquisition time is small enough. Therefore, if
this relative velocity is known to sufficient precision, the ef-
fect of motion can be corrected by applying a compensating
transformation to the recorded time-stamp data. Alternatively,
with a sufficient data rate, one can estimate both the clock
offset and relative clock drift rate directly from the time-stamp
data. In this way, only limited external information about
the satellite’s motion would need to be used. This would
be preferred in the case that the time distribution network
functions independently of GPS or other GNSS constellations.
For more details about these techniques, we refer the reader to
Ref. [1].

Note that the acquisition time (Ta) used for each in-
dependent clock offset estimate is limited by the effective
(uncompensated motion induced plus intrinsic) relative clock
drift rate. This is because if the effective drift rate times the
acquisition time exceeds the time-stamp resolution, the height
of the cross-correlation peaks rapidly begin to be reduced
since the correlations become spread over many time bins in
the FFT window used for the cross-correlation calculations.
In the simulations, we have chosen an upper limit of Ta = 250
ms. For a time-stamp resolution of 50 ps, this means the
clock synchronization algorithm will have no difficulty with
a relative fractional frequency offset of 2 × 10−10 or less, as

022615-12



TOWARDS GLOBAL TIME DISTRIBUTION VIA … PHYSICAL REVIEW A 107, 022615 (2023)

FIG. 11. Satellite-to-ground sync traces for New York City–Los Angeles as the orbit tilt is varied from (a) 0◦ to (b) 25◦, (c) 50◦, and (d) 75◦

(one orbit with five satellites at 500 km altitude, τ = 600 s). By orienting the satellite orbit along the line joining the two cities, all network
figures of merit, including quantum data rates, connection time averages, and longest connection gap, are improved. ±50◦ appears to be the
optimal tilt for the orbits for this city pair. This is quantitatively justified below using the concept of the satellite shadow as well.

determined by the fractional frequency error of the clock. For
reference, the frequency stability of a CSAC is about 3 ×
10−10 measured over 1 s [8]. Therefore, assuming accurate
enough compensation for the relative motion, the simulation
results below should be consistent with those achievable when
using clocks with short-term stability no better than provided
by CSACs. Note that the frequency stability is measured in
the time domain by the ADEV which is the uncertainty of the
clock’s frequency measured over a specified length of time.
Since the acquisition time used in the simulations are on the
order of 1 s or less, the ADEV at 1 s provides a useful upper
bound on the frequency error as measured by the reference
clock.

The results of the simulations with fixed acquisition time
of 250 ms and varying link losses are given in Tables III–V.
The parameters have been chosen to be representative of re-
alistic components. The simulation sets each of the detector’s
efficiency to 50% with a dark count rate of 1000 Hz. We see
in Table III that in the limiting case of no timing jitter (due to
detectors and time stamper) and a time-stamper resolution of
50 ps, there is a sharp increase in failure rate of the clock offset
estimation as the ebit rate drops below about 100 ebits/s.
As can be seen in Table IV, with a realistic value of 100
ps for the timing jitter, the required ebit rate increases to
about 200 ebits/s. When the number of exchanged ebits falls
much below 50, the clock synchronization algorithm begins
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FIG. 12. Selection of representative ground station cities in the contiguous USA. We choose four cities of >1 M people, separated by close
to the maximum possible distance: Seattle, New York, Atlanta, and Los Angeles. The intercity distances (in km) are presented in the map.

to fail at least as often as it succeeds. Thus, for the chosen
realistic parameters, an appropriate cutoff for the ebit rate is
about 200 ebits/s with an acquisition time of 250–500 ms. In
Table VI, we see the effect of changing the acquisition time
for each offset estimate for a fixed value of the link loss. As
the acquisition time is reduced from 250 ms, the number of
successful offset estimates observed over the 100 simulations
is reduced, while for longer acquisition times such as 500 ms,
the effect of the frequency instability of the satellite clock
increases the width of the cross correlation peak resulting in
a SNR that is roughly identical to the 250 ms case and with
reduced accuracy.

To increase the achievable clock synchronization accuracy,
the individual estimates from each acquisition window can be
averaged. This will reduce the random errors due to timing
jitter and other random system noise as a function of the
integration time. While for LEO satellites this integration time
will be limited to a few hundred seconds, for many locations
this should allow the synchronization accuracy to approach
the time-stamp resolution. The stability of the clock on the
satellite will also determine the length of optimal integration
time since the uncertainty in the clock’s drift rate will place an
upper bound on the optimum integration time.

V. SUMMARY OF RESULTS

The goal of this paper is to quantitatively evaluate the
performance capabilities of a satellite-based scheme to per-
form clock synchronization between ground stations spread
across the globe using quantum resources. We have devel-
oped a software infrastructure to simulate the evolution of a
satellite network from which we can compute the real-time
quantum data communication rates between ground stations
and satellites. All aspects of the network regarding synchro-
nization capabilities can be extracted from these real-time
quantum data communication rates. To put these tools in

action, we have considered a representative example, con-
sisting of assessing the feasibility of synchronizing ground
stations located at the four corners of the contiguous United
States (NYC: New York City; LA: Los Angeles; SEA: Seattle;
ATL: Atlanta). We show through numerical simulations that a
single satellite in a LEO orbit can provide 1 ns sync precision
between ground clocks in such a network. The range of pa-
rameters chosen for this paper are either commensurate with
off-the-shelf equipment or will be available for commercial
use in the near-term. We then analyze the effect of different
hardware and constellation design parameters on three key
performance measures, the sync precision achieved, the scale
of the network, and the time gaps between successive connec-
tions. The important takeaways in this regard are as follows:

(i) The sync precision achieved between clocks located in
a given region on the Earth’s surface is determined by the rate
at which ebits can be exchanged between the ground stations
and a common satellite. Thus, setting an ebit rate threshold—
minimum rate of ebit exchange between ground stations and
satellites at which connection is considered established, trans-
lates to a requirement on minimum achievable precision, e.g.,
a threshold of 200 ebits/s translates to a ensuring a sync
precision of at least 1 ns between a ground station and a
satellite (see Table III, 100% of simulations are successful
with a mean error of less than 50 ps). Higher jitter, noise,
and/or dark counts lead to a higher threshold requirement at
the same level of precision (see Table IV). At a fixed level of
jitter and noise, increasing the threshold translates to higher
precision requirement. At the same time, since the ebit rate
falls with increasing distance between the ground station and
satellite, the network size falls if a higher threshold or higher
precision requirement is considered. (See Table I.)

(ii) The stability of a satellite’s onboard clock can
markedly enhance the geographical extent (network scale) to
which ground stations can be synchronized, e.g., in the case
of a single satellite in 500 km LEO orbit, if the satellite clock
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TABLE I. QCS network figures of merit for ground station pairs in the contiguous US with a constellation of 10 LEO satellites (2 tilted
polar orbits of 5 satellites each). Orbit altitudes are set to 500 km, ebit connection rate threshold Rc and hold over time τ are varied. Average
ebit losses for up and downlink are reported from each ground station in decibels (this includes detector inefficiencies ≈6 dB). An average loss
of 30 decibels converts to a ebit loss fraction of 10−3. Therefore, if the entangled source rate is 107 ebits/s then, on average, 10 000 ebits are
detected between the satellite and ground station per second when a connection is established.

Ground station Average uplink ebit Average downlink Percent of day Longest connection
pair (GS1/GS2) loss(dB/dB) ebit loss (dB/dB) connected gap (hours)

h = 500 km, Rc = 200 ebits/s, τ = 100 s

NYC/LA 42/42 41/41 0.6% 17
NYC/SEA 44/44 43/43 0.1% 15
NYC/ATL 27/28 23/24 19% 6
LA/SEA 28/29 24/25 16% 6
LA/ATL 33/33 31/31 5% 6
SEA/ATL 39/37 37/36 1.5% 11

Rc = 200 ebits/s, τ = 200 s

NYC/LA 33/33 23/24 3% 10
NYC/SEA 36/38 24/30 2% 16
NYC/ATL 27/28 24/24 21% 6
LA/SEA 28/29 24/26 19% 6
LA/ATL 28/28 24/25 8% 6
SEA/ATL 33/30 29/25 4% 8

Rc = 200 ebits/s, τ = 500 s

NYC/LA 27/28 23/24 11% 16
NYC/SEA 28/31 23/29 8% 16
NYC/ATL 27/28 23/24 21% 6
LA/SEA 28/29 24/25 19% 6
LA/ATL 28/28 24/24 15% 6
SEA/ATL 31/28 27/24 12% 10

Rc = 500 ebits/s, τ = 100 s

NYC/LA 42/42 41/41 0.1% 21
NYC/SEA ∞/∞ ∞/∞ 0% ∞
NYC/ATL 26/27 22/23 17% 6
LA/SEA 28/28 24/25 15% 6
LA/ATL 33/33 31/31 3% 7
SEA/ATL 38/37 37/36 0.8% 18

Rc = 500 ebits/s, τ = 200 s

NYC/LA 33/33 31/31 2% 17
NYC/SEA 36/37 35/36 1% 16
NYC/ATL 27/28 23/24 19% 6
LA/SEA 28/28 24/25 17% 6
LA/ATL 28/28 25/25 7% 7
SEA/ATL 33/30 31/28 3% 17

Rc = 500 ebits/s, τ = 500 s

NYC/LA 27/27 23/24 9% 17
NYC/SEA 27/31 23/29 7% 16
NYC/ATL 27/28 23/24 19% 6
LA/SEA 28/28 24/25 17% 6
LA/ATL 27/28 24/24 13% 7
SEA/ATL 30/28 27/24 10% 10

has no ability to hold time, two cities at most ≈2000 km apart
along the equator can be connected (simultaneous links to
both the cities are needed in this case (see Fig. 3). Whereas
if a CSAC with the ability to hold time at 1 ns precision for
around 100 s is onboard, this scale doubles to around 4000 km
(and hence covering the contiguous U.S.). See Figs. 6 and 8.

(iii) Satellites in higher orbits give smaller ebit rates but
longer connectivity and larger network coverage areas. This
means there is a nontrivial trade-off between precision and
coverage areas (see Figs. 6 and 7). Our results show that for
a 1 ns precision requirement, MEO satellites with smaller
onboard clock stability can provide better connectivity for the
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TABLE II. QCS network figures of merit for ground-station pairs in the contiguous U.S. with a constellation of ten MEO satellites (two
tilted polar orbits of five satellites each). Orbit altitudes are set to 5000 km, ebit connection rate threshold Rc at 200 ebits/s and hold over time
τ at 100 s. Average ebit losses for uplink and downlink are reported from each ground station in decibels (this includes detector inefficiencies
≈6 dB). An average loss of 30 decibels converts to an ebit loss fraction of 10−3. Therefore, if the entangled source rate is 107 ebits/s then,
on average, 10 000 ebits are detected between the satellite and ground station per second when a connection is established. Figures of merit
show considerable increase in the connectivity even for a modest hold over time. Also, the losses are more uniform—all cities now operate at
around the same precision as against the LEO case in Table I where the losses range from 26–44 dB. Although some cities now receive lower
ebit rates than the LEO case, setting the cutoff rate guarantees better than 1 ns precision.

h = 5000 km, Rc = 200 ebits/s, τ = 100 s

Ground station Average uplink ebit Average downlink Percent of day Longest connection
pair (GS1/GS2) loss(dB/dB) ebit loss (dB/dB) connected gap (hours)

NYC/LA 37/38 37/37 60% 4
NYC/SEA 37/38 37/38 60% 3
NYC/ATL 37/37 37/37 89% 1
LA/SEA 38/38 38/37 91% 0.8
LA/ATL 37/37 37/37 68% 3
SEA/ATL 38/37 37/36 66% 3

contiguous U.S. network, compared to LEO satellites with
more stable clocks (compare Tables I and II). This also trans-
lates to an increase in the coverage area when moving from a
LEO to a MEO constellation, for the same choice of onboard
hardware parameters.

(iv) Optimal orientation of the orbit leads to increase in
network scale (e.g., a tilted orbit at −50◦ angle with the
Earth’s axis of rotation lets us cover the continental U.S.
whereas a nontilted polar orbit fails to do so). See Fig. 11.

(v) Adding more satellites in an orbit (up to a threshold
number) gives higher connected time percentages by reducing
the length of short gaps between connections, and a larger
number of orbits reduces the longer time gaps between satel-
lite and ground station connections (see Figs. 5 and 10). Since
intersatellite links are not considered in this paper, two ground
stations can only be connected if they are in view of a common
satellite. It should thus be noted that adding satellites to the
constellation cannot enhance the scale of the network.

Finally, in Sec. IV C, by using static simulations, we justify
the use of ebit rate thresholds as a proxy for sync precision and
show the relationship between these quantities. We also study
the effect of loss, dark counts, and jitter on the sync precision.
We further establish that the acquisition times required to
perform the sync at subnanosecond levels is around 250 ms.

An important implication of this short acquisition time is
that since relativistic effects produce less than a nanosec-
ond of relative clock drift per second between the satellite
and ground station [17], they can be safely ignored for the
QCS protocol if the sync requirements are at the nanosecond
level.

VI. DISCUSSION AND FUTURE WORK

This paper contains a study of the feasibility and per-
formance capabilities of a QCS protocol to distribute time
across the globe using networks of satellites equipped with
quantum resources. The protocol comes with the added ad-
vantage that it can sync clocks independent of ranging (i.e.,
knowledge of distances) and hence is more robust to tra-
jectory inaccuracies and delay attacks, in addition to the
extra layer of quantum security associated with the polar-
ization state entanglement. We find that large-area networks
of synchronized clocks can be established with modest re-
sources of a handful of quantum-enabled satellites with
modest equipment onboard, with expected sync precision
of a few nanoseconds going up to tens of picoseconds—
higher than the GPS. In particular, these satellites do not
need to have intersatellite communication capabilities and

TABLE III. Static simulation results: Varying link loss with fixed acquisition time (Ta = 250 ms), 50 ps time-stamp resolution, no timing
jitter, satellite clock frequency accuracy of 3 × 10−10, and 1000 Hz dark count rate with 50% detection efficiency per detector. The simulation
includes no loss between the photon pair source and local detectors. Successful cases are those whose simulated clock offset estimate is within
1 ns of the true value.

Link photon Success Mean ebit Mean cross Mean clock offset Mean offset error
loss (dB) rate (%) rate (ebits/s) correlation SNR error (ps) successful cases (ps)

34.0 100 995 76.8 ± 6.0 29 ± 0 Same
36.0 100 628 59.2 ± 5.4 28 ± 0 Same
38.0 100 396 44.7 ± 5.2 39 ± 0 Same
40.0 100 250 28.2 ± 4.3 48 ± 16 Same
42.0 100 158 19.6 ± 3.3 36 ± 25 Same
44.0 97 100 15.2 ± 3.4 (0.2 ± 1.2) ×106 43 ± 0
46.0 54 63 11.1 ± 2.1 (2.3 ± 7.8) ×106 33 ± 0
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TABLE IV. Static simulation results: Varying link loss with fixed acquisition time (Ta = 250 ms), 50 ps time-stamp resolution, 100 ps
detector timing jitter (FWHM), satellite clock frequency accuracy of 3 × 10−10, and 1000 Hz dark count rate with 50% detection efficiency
per detector. The simulation includes no loss between the photon pair source and local detectors. Successful cases are those whose simulated
clock offset estimate is within 1 ns of the true value.

Link photon Success Mean ebit Mean cross Mean clock offset Mean offset error
loss (dB) rate (%) rate (ebits/s) correlation SNR error (ps) successful cases (ps)

34.0 100 995 23.2 ± 2.5 42 ± 42 Same
36.0 100 628 18.8 ± 2.7 42 ± 45 Same
38.0 100 396 14.5 ± 2.3 43 ± 53 Same
40.0 80 250 11.3 ± 1.9 (0.7 ± 5.3) × 106 47 ± 51
41.0 67 199 10.4 ± 1.6 (0.5 ± 10.1) × 106 25 ± 60
42.0 35 158 9.8 ± 1.3 (1.4 ± 9.2) × 106 22 ± 39
44.0 1 100 9.2 ± 0.7 (3.7 ± 13.6) × 106 145

need only to have relatively stable clocks, satellite-ground
(uplink and downlink) quantum communication capabilities,
and reasonable quantum hardware (entangled photon-pair
sources and photodetectors). These ingredients are common
to the requirements of current space missions which seek to
establish quantum communication links (e.g., long-distance
QKD). Hence, our clock synchronization protocol adds an
extra layer of utility to quantum technologies in the space
domain.

A takeaway of our analysis is that, by adding more func-
tionality to the satellites—particularly, intersatellite quantum
communication capabilities—it is plausible that major cities
across the globe can share a quantum-secure, highly syn-
chronized common time, using a modest amount of resources
which could also have other functionality. The advantages of
such a “clock network in the sky” do not come for free, as
this is a configuration that will require more resources. At the
same time, this remains a feasible concept, since the intersatel-
lite communication occurs essentially in vacuum, involving
minimum losses. The limiting factor for such configuration
would still be satellite-ground station communication. In fact,
if we consider that such a master clock has been created,
we can use the simulation developed in this work to as-
sess the network outcomes. In Table VII, we show these
for a representative network of six cities spread across the
globe. The ground stations are based in the cities Seattle
(SEA), USA; New Delhi (DEL), India; London (LON), UK;

Sydney (SYD), Australia; Cape Town (CAP), South Africa;
Rio Grande (RIG), Argentina. The loss figures indicate av-
erage loss for all cities (since the links are independent, all
satellite–ground station links have the same average loss lev-
els). The results are encouraging, suggesting the availability of
almost continuous subnanosecond global time standard using
10 × 4 distribution of 40 LEO satellites. Therefore, further
studies into the feasibility of such a network are germane.

A detailed study of the capabilities of such a network is
an important goal of future work. A first step will be to
study the sync of multiple satellites sharing an orbit. This
is a relatively straightforward task: satellites do not move
significantly relative to each other, and each satellite only
needs to sync with the nearest neighbor to achieve global
synchronization among all satellites in the orbit (robustness
can be increased by interlinking to farther neighbours). Such
a simple satellite configuration should be able to sync ground
stations distributed across much larger areas by synchronizing
each customer with the closest satellite in view. The next step
will be to study the sync of satellites in different orbits, where
relative velocities will need to be taken into account. Once
such a master clock is established, as shown in the preliminary
results, global time distribution can indeed be achieved by
using a small constellation of LEO satellites.

Another interesting future work direction would be the
study of security for the QCS network. Note that the quantum
entanglement of photon pairs created at Alice’s and/or Bob’s

TABLE V. Static simulation results: Varying link loss with fixed acquisition time (Ta = 250 ms), 100 ps time-stamp resolution, 200 ps
detector timing jitter (FWHM), satellite clock frequency accuracy of 3 × 10−10, and 1000 Hz dark count rate with 50% detection efficiency
per detector. The simulation includes no loss between the photon pair source and local detectors. Successful cases are those whose simulated
clock offset estimate is within 1 ns of the true value.

Link photon Success Mean ebit Mean cross Mean clock offset Mean offset error
loss (dB) rate (%) rate (ebits/s) correlation SNR error (ps) successful cases (ps)

34.0 100 995 14.9 ± 1.6 39 ± 82 Same
36.0 100 628 12.2 ± 1.7 59 ± 105 Same
38.0 98 396 9.8 ± 1.3 (0.5 ± 3.9) ×106 43 ± 97
40.0 54 250 8.3 ± 1.1 (0.3 ± 1.2) ×107 52 ± 122
41.0 26 199 7.9 ± 0.8 (0.7 ± 18.2) ×106 47 ± 158
42.0 10 158 7.9 ± 0.6 (0.5 ± 2.2) ×107 14 ± 118
44.0 2 100 7.9 ± 0.5 (0.5 ± 2.0) ×107 128 ± 0

022615-17



STAV HALDAR et al. PHYSICAL REVIEW A 107, 022615 (2023)

TABLE VI. Static simulation results: Varying acquisition time with a fixed link loss between the satellite and ground station (41 dB) and
no loss for the local signal, satellite clock frequency accuracy of 3 × 10−10, 50 ps time-stamp resolution, 100 ps detector timing jitter (FWHM),
and 1000 Hz dark count rate with 50% detection efficiency per detector. The simulation includes 0 dB of loss between the photon pair source
and local detectors. Successful cases are those whose simulated clock offset estimate is within 1 ns of the true value.

Acquisition Success Mean ebit Average Mean cross Mean clock offset Mean offset error
time (ms) rate (%) rate (ebits/s) total ebits correlation SNR error (ps) successful cases (ps)

100 13 199 20 10.9 ± 1.1 (0.6 ± 1.4) ×107 68 ± 56
150 30 199 30 10.5 ± 1.3 (0.2 ± 1.2) ×107 41 ± 52
200 42 199 40 10.3 ± 1.5 (0.2 ± 1.0) ×107 44 ± 52
250 67 199 50 10.4 ± 1.6 (0.5 ± 10.0) ×106 25 ± 60
500 96 199 99 11.0 ± 1.6 (0.4 ± 2.5) ×106 80 ± 52

locations does not play a direct role in determining the clock
offset estimate, except that the production of entangled pairs
by SPDC ensures that the photons in each pair are gener-
ated within a time window typically of a few 100 fs, several
orders of magnitude smaller than the timescales involved
in the synchronization protocol. However, the entanglement
between photon pairs plays a crucial role in increasing the
security of this protocol to malicious attacks since it can
be used to directly verify the detected photons used for the
clock offset estimates. Violation of Bell’s inequality implies
that the correlations in the photon pair’s polarization could
not have been fully copied and therefore spoofed by an ad-
versary. Under the assumption of channel reciprocity (i.e.,
that the propagation time is the same in each direction), this
verification ensures the security of the estimated clock offset.
This follows due to the bidirectional nature of the two-way
QCS protocol since reciprocity implies that symmetric delays
introduced into the channel by an adversary will have no
effect on the estimated clock offset. In the case of free space
optical channels through the atmosphere, only very small
deviations from full reciprocity are typically incurred. For
instance, between a Medium Earth Orbiting (MEO) satellite
and ground station, the maximum error due to turbulence-
induced nonreciprocity is predicted to be less than 10 fs
[29,30]. Partial reciprocity and other nonidealities of practical
implementations would likely place a limit on the achievable
secure accuracy of the clock synchronization protocol. Thus,
an analysis of the system requirements for using the detected
entangled photons to warrant a specified level of security for

the distributed time information is also the focus of future
work.

The present paper also contains several limitations. We
have used the quantum communication rates as a proxy for
sync performance and considered the effects of a possible
constant relative velocity between the ground stations and
satellites. In a real situation, however, these relative velocities
are not constant and, as discussed in Secs. II A and IV, to
quantify the effects they have on the sync precision, one needs
a real-time calculation of correlation functions. Although such
calculation goes beyond the scope of this paper, our analysis
shows that the time needed for a ground station to synchronize
with a satellite (what we have called the acquisition time) is
sufficiently short for the relative velocities to be well approxi-
mated by a constant value. Although the concrete value of the
acquisition time depends on the losses and noise levels (other
hardware parameters remaining fixed), our calculations show
that typical values are not more than a few hundred millisec-
onds. This interval is short enough for the relative velocity
between satellite and ground stations to remain constant.

Similarly, we have not included the impact of relativistic
effect in this paper. One could have the impression that, since
relativist effects play an important role in other satellite-based
synchronization systems and, in particular, for the GPS, they
should play an even more important role in the protocol we
study in this paper, since it aims at a better sync precision.
Again, the key observation is that the acquisition time re-
quired to establish synchronization is estimated to be not more
than a fraction of a second, and such an interval is not long

TABLE VII. QCS network figures of merit (FOM) for a global QCS network. The representative ground stations are based in the
cities Seattle, USA; New Delhi, India; London, UK; Sydney, Australia; Cape Town, South Africa and Rio Grande, Argentina. Constellation
configurations at 500 and 1000 km orbit altitudes. Configurations are shown as n × o, where n represents the number of satellites in a particular
orbit while o represents the number of distinct orbits, e.g., 10 × 4 should be interpreted as a total of 40 satellites distributed in four polar orbits of
ten satellites each. The rate cutoff is set at Rc = 100 ebits/s. Note that the entries in the table written as ranges indicate that the quantities vary
across the cities within that range. For example, 60–80% connection fraction range in the 10 × 4 configuration indicates that the connection
fraction varies from the lowest of 60% of the day for New Delhi to the highest of 80% of the day for Rio Grande.

Altitude Network FOM 10 × 1 5 × 2 10 × 4 5 × 8

500 km Average uplink/downlink loss (dB/dB) 29/25 29/25 29/25 27/23
Connection time (% of the day) 15–22 15–20 60–80 43–44
Longest connection gap (hours) 8.5–9.5 3.0–3.5 0.1–0.7 0.18–0.19

1000 km Avg. uplink/downlink loss (dB/dB) 30/29 31/29 29/27 29/27
Connection time (% of the day) 27–41 30–45 98–100 65–69
Longest connection gap (hours) 6.5–8.5 1.0–2.5 0.02–0.03 0.12–0.14
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enough for relativistic effects to build up significantly [17].
Conversely, if synchronization can be established fast enough
in a realistic setting, the QCS network could be thought of as a
precise measurement device for relativistic effects around the
Earth. Many of the leading and higher order relativistic effects
could be in the range of measurement through a near-term im-
plementation of the ideas proposed here. This, in turn, would
also provide a way to measure the effects of weak gravity on
quantum systems, complementing dedicated studies [44–49].
These and other extensions—such as the use of realistic orbits,
aspects of the extra security layer added by the entanglement
in polarization of photons, etc.—will be the focus of future
work.
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APPENDIX A: LOSS MODELS USED IN THE SIMULATION

Here we describe the loss model used in our simulations
of the uplink and downlink closely following Khatri et al. [7].
We consider both the free space links as pure bosonic loss
channels (erasure channel). This is done both for simplicity
and also motivated by the fact that the QCS protocol only
uses the tight time correlations between the entangled state
photons and not their polarization correlations. For a more
detailed and exact noise model, see Vasylyev et al. [50]. The
change in the quantum state of the photons as they traverse
through the channels is thus not very important for the QCS
protocol, only whether or not they arrive at the detectors at the
other end is relevant. The state of each of the photons as they
travel through the channel evolves as follows:

ρ → ηρ + (1 − η) |0〉 〈0| , (A1)

where η is the uplink or downlink transmissivity, i.e., the
probability with which a photon gets transmitted through the
channel. |0〉 is the vacuum state (no photon). The transmissiv-
ity η has three factors:

(i) Free space transmittance: This includes effects of beam
broadening and finite apertures of the transmitting and receiv-
ing telescopes. The free space transmittance thus follows an
inverse square fall off law with the link distance and is given
by

ηfs(L) = 1 − exp

(
− 2R2

w(L)2

)
, (A2)

where R is the receiving telescope’s radius and w(L) is the
beam waist after traversing the link distance L. The latter is
given by

w(L) := w0

√
1 +

(
L

LR

)2

(A3)

and the Rayleigh range LR := πw2
0λ

−1. λ is the source wave-
length and w0 is the initial beam-waist radius. w0 = 0.8r,
where r is the transmitting telescope’s radius and we use a
80% fill fraction. The above relation holds under the approxi-
mation of the beam as a zeroth order Gaussian spatial mode.

(ii) Atmospheric transmittance: Here we assume the atmo-
sphere to be a homogeneous absorptive medium following
the Beer-Lambert’s Law (transmittance falls exponentially
with increasing distance that is traveled through the medium).
Thus, the atmospheric transmittance is given as

ηatm(L, h) =
{(

ηzen
atm

)sec ζ
, if − π

2 < ζ < π
2

0, if |ζ | � π
2 ,

(A4)

ηzen
atm is the atmospheric transmittance at zenith (ζ = 0) and the

zenith angle ζ for circular orbits is given by

cos ζ = h

L
− 1

2

L2 − h2

RE L
, (A5)

where RE is the radius of Earth.
(iii) Detector inefficiencies: κsat and κgrd are efficiencies of

the detectors at the satellite and ground station, respectively.
Thus the total efficiency of the channel (uplink or down-

link) is given by η = ηatmηfsκsatκgrd.

APPENDIX B: EBIT RATES AS A PROXY FOR SYNC
PRECISION

Throughout this paper, we have used ebit rates as a proxy
for sync precision. The justification for this assumption was
also provided through static Monte Carlo simulations of the
cross-correlation function in Sec. IV C. This can be further
justified by looking at the SNR of the cross-correlation func-
tion peaks which are defined in Sec. II. The SNR can be
calculated by simple physical arguments about the photon
counts at various detectors (also see Ref. [1] for a similar
analysis). Assume the protocol is performed within an acqui-
sition time ta that is small enough to consider constant channel
transmissivity η. The noise in the cross-correlation function is
produced by three different sources of spurious correlations:
(i) photons whose partner (from the ebit) has been lost in
the channel, (ii) the background noise at ground station and
satellite receiving telescopes, and (iii) dark counts at all de-
tectors. Therefore, the total number of spurious time-stamp
correlations is

Nsp = (
R2ηt2

a + RRbkgt2
a + RRdct

2
a

)
, (B1)

where Rbkg and Rdc are the background noise and dark count
rates at the receiving telescopes, respectively (for simplicity,
assuming them to be the same at the satellite and ground
station). The noise in the cross correlations can be calculated
considering that all these photons have uniformly random
time of birth correlations and therefore are uniformly divided
among all the time bins of the cross-correlation function. The
number of time bins is given by n = ta/tbin, where tbin is the
precision at which we want to run the protocol. The mean
height of these spurious correlations is thus given by

Csp = Nsp

n
. (B2)

022615-19



STAV HALDAR et al. PHYSICAL REVIEW A 107, 022615 (2023)

The total number of entangled photon pairs generated in time
interval ta form the signal peak. The height of this peak above
the noise floor created by spurious correlations is given by (the
noise floor height also adds to the signal)

Csg = Rηta
n

, (B3)

where R is the ebit rate for the SPDC source. The SNR of the
cross-correlation peak is thus given by

S := Csg√
Csp

=
√

ηtbin

ta
(
1 + Rbkg+Rdc

Rη

)
.

(B4)

The probability ε that an untrue time offset value gives the
highest peak with SNR equal to S is given by Ref. [1],

ε = n

2

(
1 − erf

(
S√
2

))
, (B5)

Therefore, inverting the relation in equation (B4), we can find
the precision tbin given a required success probability 1 − ε

and the associated SNR given by Eq. (B5). This precision is
given as

tbin = (S)2 ta
η

(
1 + Rbkg + Rdc

Rη

)
. (B6)

It is clear from Eq. (B6) that the sync precision increases when
the source rate R or the channel transmissivity η increase.
This justifies the choice of ebit rates received at the ground
station or the satellite, which is equal to Rη, as a proxy for
sync precision. One of the limitations of this proxy analysis
is the assumption that the acquisition time is fixed. Since the
acquisition time is an experimental choice, this could very
well be the case but, nonetheless, the total available acqui-
sition time depends on dynamic variables such as visibility
of the satellite with respect to the ground station, the rel-
ative velocity between them, and the error in its estimated
value.

APPENDIX C: DETAILS OF THE DYNAMIC
SIMULATION CODE

In this Appendix, we briefly list some computational
aspects of the dynamic simulation of the QCS network.
This closely follows the simulations developed in Khatri
et al. [7], which have been adapted here for the QCS
protocol. They key difference being moving from a dou-
ble downlink scenario (entanglement distribution between
ground stations) to an uplink-downlink scenario for the QCS
protocol.

(i) The coordinates of the satellites and ground stations
are stored in custom data structures in Python referred to as
dictionaries. A dictionary is similar to a structured table with
multiple keys. In our case, the two keys are satellite labels,
viz., the orbit number and the satellite number within the orbit
[i, j]. The satellite coordinates ri, j are stored as S[i][ j] = ri, j .
Each label [i] has an additional index [“axis”], storing the axis
of the ith orbit. Ground stations only have one key indicating
their assigned city number.

(ii) The evolution is done in a time discrete manner. We
choose dt = 1 s for all our simulations. A time-efficient

implementation of dynamics for multiple cities and satellites
requires parallel computing tools. We use the Joblib library
in Python to perform time evolution computations in paral-
lel. Each job finds the coordinates at time t , starting always
from t = 0, such that all jobs remain independent and can
be performed in parallel instead of a sequential evolution.
This is done by multiplying the coordinate vector ri j with
an appropriate rotation matrix Ri(t ), where i refers to the
orbit number and t is the evolution time step. Using 50 cores
(parallel jobs) reduces the run time by at least two orders of
magnitude, and hence allows us to simulate two days of time
evolution for up to 100 satellites and six to ten cities easily in
computation time of a few hours.

(iii) Since generating the time evolution data is the
most time-consuming step of the simulation, we do so
once for a given configuration of satellites and ground
stations. Also, when coordinates are evolved, we find the
distances and inclination angles between cities and ground
stations. Using the definitions of transmissivity η in Ap-
pendix A and the visibility condition, losses for all the
uplinks and downlinks are calculated. The data is also
stored in the form of a dictionary which has the fol-
lowing form: Data[t][“groundstation”][label][“inrange”] =
([(k, l ), d, ηu, ηd , t]). The ground station key indicates that
the data is with respect to a particular ground station. The
label key is the ground-station index. The “inrange” key in-
dicates that the data is stored only for satellites that are in
range of the ground station. A satellite is considered in range
(visible) only if it is above the horizon and if the rate received
is � Rc. (k, l ) are the satellite indices, d is the link length
(distance between ground station and satellite), and ηu and ηd

are the calculated uplink and downlink transmissivity values
for the ([label], (k, l)) ground station–satellite pair. All the
data of the positions and ebit rates, etc. (at all times) are then
stored in a file using the Pickle package in Python, which
is an efficient file handling system for structured data like
dictionaries, allowing its writing and reading with single line
commands.

(iv) Finally, to extract the relevant figures of merit from
the time evolution data, given a cutoff rate Rc and hold-over
time τ , we write the following functions:

(1) Avg ebit rate (uplinks and downlinks): When cal-
culating the ebit rate available at ground station A for
synchronizing it with another ground station B, we make
a separate dictionary with all the satellites that are in range
of both A and B within the holdover time τ . This dictionary
stores the respective uplink and downlink rates. A maxi-
mization is then done over the rates from all the in range
satellites and over the entire hold over window centered
around a given time t . These maximized rates constitute
the sync traces defined in Sec. IV A 1. The average is then
calculated using these maximized rates.

(2) Connected fraction: Once the ebit rates as a func-
tion of time (sync traces) are known, it is easy to find the
total time for which the connection was established (sync
trace was nonzero, since this already includes the effect of
cutoff rates and hold over times).

(3) Longest disconnected times: Similar to the connec-
tion fraction, this figure of merit can also be calculated
easily from the sync traces.
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