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#### Abstract

We study an interacting one-dimensional gas of spin- $1 / 2$ fermions with two-body losses. The dynamical phase diagram that characterizes the approach to the stationary state displays a wide quantum Zeno region, identified by a peculiar behavior of the lowest eigenvalues of the associated non-Hermitian Hamiltonian. We characterize the universal dynamics of this Zeno regime using an approximation scheme based on an effective decoupling of charge and spin degrees of freedom, where the latter effectively evolve according to a non-Hermitian Heisenberg Hamiltonian. We present detailed results for the time evolution from initial states with one particle per site with either incoherent or antiferromagnetic spin order, showing how peculiar charge properties witnessed by the momentum distribution function build up in time.
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## I. INTRODUCTION

Losses are ubiquitous in ultracold gases and in several situations their interplay with quantum physics is at the basis of a remarkable phenomenology. They can be used to detect quantum coherence and the onset of Bose-Einstein condensation [1-3], to stabilize quantum Hall states [4], to cool the gas [5-7], or even to drive it through phases which violate the equilibrium thermodynamic Tan relation [8].

Several experiments have studied the dynamics of correlated one-dimensional (1D) quantum gases in the presence of two-body losses, both for bosons [9-15] and for fermions [16-18]. The theoretical characterization of the interplay between the unitary and lossy dynamics has thus emerged as an important challenge and has recently attracted attention [19-26]. In the presence of spinful gases, the stationary states can be highly nontrivial as a consequence of spin conservation, and an incoherent mixture of entangled Dicke states is stabilized by losses, possibly useful for metrological purposes [27-30]. However, despite various experiments with molecular $[16,17]$ and atomic gases [18] that have been performed to realize such incoherent mixtures of entangled Dicke states, they were not able to certify the properties of the produced stationary states. Moreover, when losses are strong, the quantum Zeno (QZ) regime sets in, and a counterintuitive increase of the gas lifetime takes place as the loss rate is augmented [31-43]. As such, a many-body hard-core constraint takes place and atoms and molecules behave as fermionized (hard-core) fermions [17], where the losses are interpreted as fast and unread measurements. Whereas a theory of the dynamics of spinless bosonic gases in this QZ regime has been

[^0]developed [22,24], the same is not true for spinful fermionic gases: This constitutes a fundamental hurdle both for the exploitation of the entangled stationary states and for the interpretation of existing experiments.

In this paper we consider a spin-1/2 interacting fermionic gas in the presence of two-body losses. Several theoretical works have addressed various aspects of the model and of its dynamics [16-18,27-30]. In particular, Ref. [30] addressed the weakly interacting and weakly dissipative regime, highlighting the impact of spin conservation on the full dynamics, going beyond determining the stationary properties. Here, we rather focus on the QZ regime, presenting a dynamical theory in such a regime based on a spin-charge separation assumption. The numerical study of the associated non-Hermitian Hamiltonian and of the full master equation allows us to identify a QZ regime emerging when the system is strongly dissipative or strongly interacting. For a given initial state, a rescaling of times shows that the QZ dynamics is universal; we develop a simple and predictive theory for this, using the key assumption that spin-charge separation takes place, where the spin degrees of freedom are dissipatively cooled according to a slow non-Hermitian Heisenberg Hamiltonian, and with a cooling rate set by the charge correlations of the gas. By considering two experimentally relevant initial states, and by presenting predictions on the dynamics of several experimental signatures, such as the density of the gas, its magnetic correlations, and its momentum distribution function, we aim to trigger a different generation of quantitative experimental studies.

The paper is organized as follows. In Sec. II we introduce the model and in Sec. III we study its dynamical phase diagram. Then, in Sec. IV we focus on the QZ regime characterized by hard-core fermionic particles, that we describe by means of spin-charge separation. In Sec. V we present
our dynamical theory for the dynamics in the QZ regime. Next, we compare the prediction of our theory to full quantum simulations regarding the density of the gas, its momentum distribution function, and spin correlations (Sec. VI). Furthermore, we also present a particular case of our general theory in Sec. VII, valid for the state with incoherent spin order. Finally, in Sec. VIII we draw our conclusions.

## II. THE MODEL

We consider a lossy gas of spin- $1 / 2$ fermions trapped in a 1D optical lattice and prepared with one particle per site; several spin configurations will be considered. At time $\tau=0$ the optical lattice is lowered so that particles can tunnel to neighboring minima; two-body losses can take place when two particles occupy the same site; our paper can model experiments with fermionic molecules $[16,17]$ or with atomic ytterbium in a metastable excited state [18]. In Ref. [27] it was shown that the stationary states of this loss process are incoherent mixtures of Dicke states.

Our goal is to characterize the dynamics of the gas, which is described by a Lindblad master equation for $\rho$, the density matrix of the system:

$$
\begin{equation*}
\dot{\rho}=\mathcal{L}[\rho]=-\frac{i}{\hbar}[H, \rho]+\sum_{j} L_{j} \rho L_{j}^{\dagger}-\frac{1}{2}\left\{L_{j}^{\dagger} L_{j}, \rho\right\} \tag{1}
\end{equation*}
$$

The 1D Hubbard Hamiltonian models the optical lattice in the single-band approximation:

$$
\begin{equation*}
H=-t \sum_{j, \sigma}\left(c_{j, \sigma}^{\dagger} c_{j+1, \sigma}+\text { H.c. }\right)+U \sum_{j} n_{j, \uparrow} n_{j, \downarrow} \tag{2}
\end{equation*}
$$

local two-body losses are described by the jump operators $L_{j}=\sqrt{\gamma} c_{j, \uparrow} c_{j, \downarrow}$. The $c_{j, \sigma}$ operators satisfy canonical anticommutation relations ( $j$ labels the site and $\sigma$ the spin) and the density operator is $n_{j, \sigma}=c_{j, \sigma}^{\dagger} c_{j, \sigma}$; the hopping amplitude is $t, U$ is the interaction parameter, and $\gamma$ is the loss rate. The problem depends on two effective parameters: $\hbar \gamma /(2 t)$ and $U / t$. The spin of the gas is described by

$$
\begin{equation*}
\vec{S}=\sum_{j} \vec{S}_{j}=\frac{\hbar}{2} \sum_{j} \sum_{\tau, \tau^{\prime}} c_{j, \tau}^{\dagger} \vec{\sigma}_{\tau \tau^{\prime}} c_{j, \tau^{\prime}} \tag{3}
\end{equation*}
$$

where $\vec{\sigma}$ are the three Pauli matrices. The dynamics conserves the spin, as it can be deduced from the jump operators, that annihilate a spin singlet [27].

## III. DETAILS ABOUT THE PHASE DIAGRAM

The specific focus of this paper is the study of the dynamics in Eq. (1) in the QZ regime. In order to define it in simple terms, we consider the non-Hermitian Hamiltonian associated to the problem [44]:

$$
\begin{equation*}
\tilde{H}=H-(i \hbar / 2) \sum_{j} L_{j}^{\dagger} L_{j} \tag{4}
\end{equation*}
$$

As $L_{j}^{\dagger} L_{j}=n_{j, \uparrow} n_{j, \downarrow}$, this corresponds to the Hubbard model with complex interaction $\xi=U-i \hbar \gamma / 2$. The decay times of the system depend on the imaginary part of the eigenvalues of $\tilde{H}$, which we compute numerically using the package QUSPIN $[45,46]$. The asymptotic lifetime of the gas is determined


FIG. 1. Imaginary part (with opposite sign) of the eigenvalues of the non-Hermitian Hamiltonian $\tilde{H}$ in the sector with $N=L=8$ and $S_{z}=0$ for $U=0$ (left) and $\hbar \gamma=0.1$ (right). Green dashed vertical lines mark the boundaries of the MF region, while red dot-dashed lines mark the QZ one.
by those eigenvalues the negative imaginary part of which is closest to zero. The analysis of the complex eigenvalues shows the existence of two well-defined regions (see for instance the plot in Fig. 1), which will be analyzed in the next two subsections.

## A. Mean-field universality

In the weakly dissipative and weakly interacting regime appearing approximately for $|\xi| / t \lesssim 2$, the imaginary part of all eigenvalues increases linearly with $\gamma$ [see Fig. 1 (left panel)]. The plot in Fig. 2 shows the mean-field (MF) region and marks the boundary line $|\xi| / t=2$ with a dot-dashed line. In the right panel of Fig. 2 we show the collapse of the curves by the appropriate rescaling with $\gamma$.

## B. Quantum Zeno regime

The QZ regime appears approximately for $|\xi| / t \gtrsim 8.0$, as marked in Fig. 1, where there is a group of eigenvalues the imaginary part of which decreases as $\hbar \gamma \times t^{2} /|\xi|^{2}$ (see


FIG. 2. Left: The parameter space and the QZ region marked by $|\xi| / t>8.0$; the markers indicate the points of the phase diagram for which the Lindblad dynamics in Eq. (1) has been numerically studied. Right: Universal QZ dynamics of the density of the gas for an initial Néel state according to the Lindblad equation (1): Different markers correspond to different points in the QZ region of the parameter space. The collapse is obtained by rescaling time with $\gamma$. Simulations are performed for $L=6$.


FIG. 3. Left: The parameter space and the QZ region marked by $|\xi| / t>8.0$; the markers indicate the points of the phase diagram for which the Lindblad dynamics in Eq. (1) has been numerically studied. Right: Universal QZ dynamics of the density of the gas for an initial Néel state according to the Lindblad equation (1): Different markers correspond to different points in the QZ region of the parameter space. The collapse is obtained by rescaling time with $\Gamma$ in Eq. (5). Simulations are performed for $L=6$.

Appendix A), so that the lifetime of the gas increases with $\gamma$ or with $U$. This result is more general than the standard QZ effect because it takes place also for small $\gamma$. In general, this increased lifetime follows from the absence of doubly occupied lattice sites, so that losses are less effective. This can be the consequence of strong elastic interactions or of losses; in both cases, at long times, the gas is composed of long-lived hard-core fermionic particles which never occupy the same site in pairs.

The plot in Fig. 3 (left) shows the QZ region and marks the boundary line $|\xi| / t=8.0$ with a dot-dashed line. We verify the existence of the QZ regime also in the master equation beyond non-Hermitian physics by performing a numerical simulation of the dynamics in Eq. (1) with the package QUTIP $[47,48]$. As a simple example, we initialize a Néel state with one particle per site and staggered spin structure, $\left|\Psi_{\mathrm{N}}\right\rangle=|\ldots \uparrow \downarrow \uparrow \downarrow \uparrow \downarrow \ldots\rangle$, and evolve it with parameters such that $|\xi| / t>8.0$ : The results are shown in Fig. 3 (right) and the densities $n(\tau)$ collapse by rescaling the time $\tau$ with the typical Zeno rate:

$$
\begin{equation*}
\Gamma=\gamma \times \frac{t^{2}}{|\xi|^{2}} \tag{5}
\end{equation*}
$$

In between the MF and QZ regions lies an intermediate one which acts as a crossover. The latter is characterized by different behaviors and no appropriate rescaling of time to obtain the collapse of the dynamics has been found so far. A thorough investigation of the model in the whole phase space is particularly interesting, and could help understanding whether another transient behavior is "hidden" between the MF and QZ regimes. We leave this study for future work. Now that the QZ regime has been properly defined, we focus on the dynamics of the gas in this limit.

## IV. ZENO LIMIT AND HARD-CORE FERMIONS

The QZ regime is characterized by an extensive subspace of long-lived hard-core states with at most one fermion per
site. The effective master equation in this limit is given by [27]

$$
\begin{equation*}
\dot{\rho}=\mathcal{L}^{\prime}[\rho]=-\frac{i}{\hbar}\left[H^{\prime}, \rho\right]+\sum_{j} L_{j}^{\prime} \rho L_{j}^{\dagger^{\prime}}-\frac{1}{2}\left\{L_{j}^{\dagger^{\prime}} L_{j}^{\prime}, \rho\right\} . \tag{6}
\end{equation*}
$$

We introduce the hard-core fermion (HCF) operators $f_{j, \sigma}$ that satisfy all the properties of the $c_{j, \sigma}$ and in addition the constraint $f_{j, \uparrow} f_{j, \downarrow}=0$. The Hamiltonian of the HCFs is the restriction of $H$ in Eq. (2) to the space of HCFs, and coincides with the Hubbard model in the $U \rightarrow \infty$ limit: $H^{\prime}=$ $-t \sum_{j, \sigma}\left(f_{j, \sigma}^{\dagger} f_{j+1, \sigma}+\right.$ H.c. $)$. The jump operators follow from the judicious application of the dissipative Schrieffer-Wolff transformation $[49,50$ ] to the original model and are accompanied by the appearance of the loss rate $\Gamma$ in Eq. (5), proper for the QZ regime (see Appendix A):

$$
\begin{equation*}
L_{j}^{\prime}=\sqrt{\Gamma / 2} \sum_{\mu= \pm 1}\left(f_{j, \uparrow} f_{j+\mu, \downarrow}-f_{j, \downarrow} f_{j+\mu, \uparrow}\right) \tag{7}
\end{equation*}
$$

The new jump operator annihilates spin singlets on neighbor sites $(j, j+1)$ and/or $(j-1, j)$.

In order to solve the HCF dynamics we decouple the spin and charge sectors, and propose an ansatz for the density matrix that is a product of the two:

$$
\begin{equation*}
\rho(\tau)=\rho_{\mathrm{c}}(\tau) \otimes \rho_{\mathrm{s}}(\tau) \tag{8}
\end{equation*}
$$

This spin-charge separation is motivated by the well-known results for the Hamiltonian in the $U \rightarrow \infty$ regime, that have been recently extended in Ref. [28] to the non-Hermitian Hamiltonian $\tilde{H}$. Whereas this decoupling does not automatically ensure that during the dynamics correlations between the two parts will not be created, we have observed a posteriori that this ansatz provides a good quantitative description of the dynamics.

Several methods have been proposed to deal with spincharge separation at $U \rightarrow \infty$, which are tailored on the specific properties of HCFs [51-58]; we use here one that is due to Zvonarev et al. [59]. The Hilbert space of $N$ HCFs on a lattice of length $L$ is mapped to a one-dimensional model of $N$ spinless fermions on a lattice of length $L$ tensored with a spin- $1 / 2$ chain of length $N$. For instance, the state with $L=4$ sites and $N=2$ particles $|\uparrow \circ \circ \downarrow\rangle$ is mapped onto the state $|\bullet \circ \circ \bullet\rangle \otimes|\uparrow \downarrow\rangle$. The key point is that the spin chain carries information about the spin of each particle in an ordered way, from left to right, and the HCF dynamics can swap the spin order only on the long timescale of the super-exchange coupling and can be neglected in several situations.

We introduce the canonical spinless fermionic operators $a_{j}$ and the spin- $1 / 2$ operators $\vec{\Sigma}_{j}$ in order to describe the emerging charge and spin degrees of freedom, and reformulate the master equation in this novel language. The Hamiltonian $H^{\prime}$ acts only on the charge and is just a free-fermion model, easily solved in momentum space: $H^{\prime}=-2 t \sum_{k} \cos k a_{k}^{\dagger} a_{k}$. The jump operator $L_{j}^{\prime}$ removes two particles from neighboring sites if they are in a spin singlet; in the new language it must take the form $L_{j}^{\prime}=\Lambda_{j} a_{j}\left(a_{j+1}-a_{j-1}\right)$, where $\Lambda_{j}$ is an operator that checks whether the particles are in a spin singlet state and the explicit expression of which is not necessary.

Since the dynamics of the charges is much faster than the loss rate, as expressed by the inequality $t \gg \hbar \Gamma$, we employ a time-dependent generalized Gibbs ensemble (GGE)
approximation for the charge sector (see Refs. [22,60-63] for other examples of time-dependent GGE formalism applied to weakly dissipative systems). The density matrix associated to the charge sector takes the form $\rho_{\mathrm{c}}(\tau) \sim \prod_{k} e^{-\beta_{k}(\tau) a_{k}^{\dagger} a_{k}}$, and it is fully determined by the occupation numbers $n_{k}(\tau)$, determined by the inverse temperatures $\beta_{k}(\tau)$, and given by $n_{k}(\tau)=\left\langle a_{k}^{\dagger} a_{k}\right\rangle_{\tau}$. The problem is now reduced to finding an evolution equation, i.e., a rate equation, for the $n_{k}(\tau)$

## V. RATE-EQUATION DISSIPATIVE SPIN COOLING

The evolution of the occupation numbers $n_{k}(\tau)$ from the master Eq. (6) is given by

$$
\begin{equation*}
\frac{d}{d \tau} n_{k}(\tau)=\left\langle\sum_{j} L_{j}^{\prime \dagger}\left[a_{k}^{\dagger} a_{k}, L_{j}^{\prime}\right]\right\rangle_{\tau} \tag{9}
\end{equation*}
$$

An inspection of the jump operator in Eq. (7) elucidates the following.
(a) Losses do not simply take place when two particles get close by: It is also necessary that they are in a spin singlet.
(b) The action of $L_{j}^{\prime}$ on the state gives rise to quantum correlation only among a fraction of the whole (spinful) fermionic modes, according to the their initial spin structure.

Let us first analyze point (a): Using the spin-charge decoupling we define the spin-singlet projection operator $\Pi_{j, j+1}=$ $\left(1-\frac{4}{\hbar^{2}} \vec{\Sigma}_{j} \cdot \vec{\Sigma}_{j+1}\right) / 4$ on two neighboring sites of the spin chain, that represents the spins of the $j$ th and $(j+1)$ th particle and checks that they are in a spin singlet. In general, whether the two particles are neighboring depends on the charge part of the ansatz. Yet, we know that if they get close by, it is the operator $\Pi_{j, j+1}$ that checks if they are in a spin singlet. We define the density of spin singlets between consecutive fermions at time $\tau, \Pi(\tau)=\frac{1}{L} \sum_{j}\left\langle\Pi_{j, j+1}\right\rangle_{\tau}$, and we impose that the global rate of decaying of fermions is replaced as $\Gamma \rightarrow \Gamma \Pi(\tau)$ for any momentum $k$.

Point (b) instead requires us to notice that losses can create correlations in general only on a fraction $\delta_{\Psi_{0}}$ of fermions. Let us consider for example an initial state with antiferromagnetic spin order (see Fig. 4). In this case, after applying the operator $L_{3}^{\prime}$, spin-down fermions develop spatial quantum correlations (one fermion with spin down, highlighted in red, is indeed delocalized over two sites), while fermions with spin up remain in a product state. Since one loss process has created spatial correlations for half of the fermions, namely, those with spin down, we have $\delta_{\Psi_{\mathrm{N}}}=1 / 2$, i.e., the factor $\delta_{\Psi_{0}}$ takes into account the fraction of fermions among which spatial correlations are created after the action of the loss operator (7).

In order to understand why we need to use $\delta_{\Psi_{0}}=1 / 2$ for the Néel state, let us now consider an explicit calculation. We apply a jump operator to $|\uparrow \downarrow \uparrow \downarrow \uparrow \downarrow\rangle$; if we take $j=3$, the state is turned into a linear superposition:

$$
\begin{equation*}
\frac{|\uparrow \circ \circ \downarrow \uparrow \downarrow\rangle-|\uparrow \downarrow \circ \circ \uparrow \downarrow\rangle}{\sqrt{2}} \tag{10}
\end{equation*}
$$

see also the sketch in Fig. 4. Now, it is easy to see that if we compute the momentum distribution function for spins $\uparrow, n_{k, \uparrow}=n_{\uparrow}=1 / 3$. The other spin component, instead, features spatial correlations: $n_{k, \downarrow}=n_{\downarrow}-\cos (2 k)$. In this case, the spins $\uparrow$ do not develop any spatial correlations, and for


FIG. 4. Sketch of a loss process taking place on $\left|\Psi_{\mathrm{N}}\right\rangle$ at site $j=3$. After the action of the jump operator $L_{3}^{\prime}$, the state of the system is proportional to that written at the bottom. In this state, space correlations are created only for the fermions with spin down (highlighted by red), implying the value $\delta_{\Psi_{0}}=1 / 2$ in (12) for the antiferromagnetic state $\left|\Psi_{\mathrm{N}}\right\rangle$. Right: Dynamics of the number of particles $n(\tau)$ for an initial $\left|\Psi_{\mathrm{N}}\right\rangle$ state. The dashed curves for $L=10$ and 12 are full simulations of the effective master equation for the hard-core states (6). The RE-DSC produces a very good description of the process, and the $\tau^{-1 / 3}$ is a fitting function.
them a simple mean-field equation would be sufficient. On the other hand, the spins $\downarrow$ feature spatial correlation; of course, the situation would be reverted if the jump operator had acted on another site. This implies the use of $\delta_{\Psi_{\mathrm{N}}}(\tau=0)=1 / 2$.

It is simple to generalize to generic spin states: $\delta_{\Psi_{0}}$ is given by the expectation value of the operator

$$
\begin{equation*}
\hat{\delta}=\frac{1}{2 N} \sum_{j}\left[P_{j}^{\uparrow} P_{j+1}^{\downarrow} P_{j+2}^{\uparrow}+P_{j}^{\downarrow} P_{j+1}^{\uparrow} P_{j+2}^{\downarrow}\right], \tag{11}
\end{equation*}
$$

with $P_{j}^{\uparrow}$ and $P_{j}^{\downarrow}$ the spin-up and -down projectors for the spin $\vec{\Sigma}_{j}$ of the $j$ th fermion.

We shall therefore decompose the right-hand side of Eq. (9) into a part proportional to $1-\delta_{\Psi_{0}}(\tau)$ where fermionic $k$ dependence is integrated away and a part proportional to $\delta_{\Psi_{0}}(\tau)$ where the full momentum structure of the fermionic expectation value (the computation of which is reported in Appendix D) is kept.

We are then in a position to combine the two observations to obtain the following rate equation (for a full derivation see Appendix B):

$$
\begin{align*}
\frac{d}{d \tau} n_{k}(\tau)= & -4 \Gamma \Pi(\tau) \int_{-\pi}^{\pi} \frac{d q}{2 \pi}\left\{\left[1-\delta_{\Psi_{0}}(\tau)\right]+\right. \\
& \left.+\delta_{\Psi_{0}}(\tau)(\cos k-\cos q)^{2}\right\} n_{q} n_{k} \tag{12}
\end{align*}
$$

In order to close the equation and evaluate the time evolution of $\Pi(\tau)$ and $\delta_{\Psi_{0}}(\tau)$, we need to describe the spin dynamics. What happens to spin degrees of freedom is rather simple: The number of singlets decreases with time. This is exactly what is obtained once the spin-charge decoupling is applied to the non-Hermitian Hamiltonian in Eq. (4): $H_{s}=-\Gamma / 2 \sum_{j} \vec{\Sigma}_{j}$. $\vec{\Sigma}_{j+1}$. Noting that $H_{s}=-\Gamma / 2 \sum_{j}\left(1-\Pi_{j, j+1}\right)$ [28,29,64], we obtain a non-Hermitian time evolution [65] applied to an infinite spin chain without considering the fact that losses change the number of particles, since in the thermodynamic


FIG. 5. Dynamics of the number of particles $n(\tau)$ (left) and of the spin correlation function $g^{(2)}(\tau)$ (right) for an initial ordered Néel state. Dashed lines are obtained with numerical simulations of the master equation for $L=10$ and 12. Solid green lines indicate the theoretical predictions obtained with our RE-DSC theory.
limit the number of particles, at any density, is infinite:

$$
\begin{equation*}
\rho_{\mathrm{s}}(\tau)=\frac{e^{-\beta_{s}(\tau) H_{s}} \rho_{\mathrm{s}}(0) e^{-\beta_{s}(\tau) H_{s}}}{\operatorname{Tr}\left[e^{-2 \beta_{s}(\tau) H_{s}} \rho_{s}(0)\right]} \tag{13}
\end{equation*}
$$

where $\rho_{\mathrm{s}}(0)$ is the density matrix describing the initial spin state. Note that $\rho_{s}$ depends on time only via $\beta_{s}$, and we compute $\langle\Pi\rangle\left(\beta_{s}\right)=\operatorname{tr}\left[\rho_{s}\left(\beta_{s}\right) \Pi\right]$ and $\delta_{\Psi_{0}}\left(\beta_{s}\right)=\operatorname{tr}\left[\rho_{s}\left(\beta_{s}\right) \hat{\delta}\right]$ using an algorithm based on matrix-product states [66]. In order to determine how $\beta_{s}$ flows with time, we observe that the spin is cooled each time a loss process takes place, and this depends on whether two particles are close by; hence, $\frac{d \beta_{s}}{d \tau}(\tau)=$ $\operatorname{Tr}\left[\rho_{\mathrm{c}}(\tau) \frac{1}{L} \sum_{j} n_{j} n_{j+1}\right]$, which can be solved numerically together with Eq. (12). The spin degrees of freedom are cooled down by this non-Hermitian evolution with a temperature that flows at a rate that depends on the charge properties of the gas; for this reason we dub Eq. (12) rate-equation dissipative spin cooling (RE-DSC).

## VI. COMPARISON WITH FULL QUANTUM SIMULATIONS

We first consider the system initialized in the Néel state $\left|\Psi_{\mathrm{N}}\right\rangle$. We perform exact simulations of the Lindblad dynamics of Eq. (6) for up to $L=12$ and compare it with our RE-DSC theory with regards to three experimentally accessible quantities: Particle density, nearest-neighbor correlations, and the momentum distribution function.

We show in Fig. 5 (left panel) the dynamics of the density of particles starting from a Néel state. We reproduce well the numerical data, and we fit a decay at intermediate times compatible with the exponent $1 / 3$, i.e., $n(\tau) \sim \tau^{-1 / 3}$. Let us notice that our theory addresses the thermodynamic limit of the model, and since the spin $\left\langle S^{2}\right\rangle$ of the initial state scales as $L$ and not as $L^{2}$, we predict a final vanishing density $n(\tau \rightarrow$ $\infty)=0$, compatible with an algebraic decay [30], as opposed to the finite density of the numerical simulations at finite sizes. The discrepancy at long time is fully under control.

Our theory gives full access to the correlations $g^{(2)}(\tau)$ :

$$
\begin{equation*}
g^{(2)}(\tau)=\frac{1}{L} \sum_{i}\left(\frac{\left\langle n_{i} n_{i+1}\right\rangle_{\tau}}{\left\langle n_{i}\right\rangle_{\tau}\left\langle n_{i+1}\right\rangle_{\tau}}-\frac{4}{\hbar^{2}} \frac{\left\langle\vec{S}_{i} \cdot \vec{S}_{i+1}\right\rangle_{\tau}}{\left\langle n_{i}\right\rangle_{\tau}\left\langle n_{i+1}\right\rangle_{\tau}}\right), \tag{14}
\end{equation*}
$$

which in our spin-charge decoupling is proportional to the density of singlets $g^{(2)}(\tau)=4 \Pi(\tau)$ since $\left\langle n_{j} n_{j+1}\right\rangle=n^{2}$


FIG. 6. Momentum distribution function $n_{k}(\tau)$ computed from the full numerical solution of the Lindblad master equation for $L=$ 10 (squares) and 12 (triangles) at different times and the predictions of (RE-DSC) Eq. (12) (dashed lines). Left: Time evolution from the infinite-temperature spin state. Right: Time evolution from the Néel spin state.
(within the t-GGE scheme) and $\frac{1}{\hbar^{2}}\left\langle\vec{S}_{i} \cdot \vec{S}_{i+1}\right\rangle=1-4\left\langle\Pi_{i, i+1}\right\rangle$ (by definition). We show in Fig. 5 (right panel) the numerical data for $g^{(2)}(\tau)$ computed from the full numerical solution of the master equation starting from a Néel state; the data are in good agreement, up to finite-size effects, with our theoretical prediction obtained solving Eq. (12) with $\delta_{\Psi_{0}}=1 / 2$. The details about the numerical solution of Eq. (12) are presented in Appendix D.

In Ref. [18], the function $g^{(2)}(\tau)$ is fixed by a fitting formula which is then determined via experimental data; here we rather present a microscopic dynamical theory without fit parameters. Moreover, besides giving full access to the charge correlations, our theory predicts an algebraic decay. Notice that this is in contrast with the exponential decay witnessed in numerical simulations of small system sizes. As discussed in Ref. [18], an exponential decay of $g^{(2)}(\tau)$ is necessary to have some population in the stationary state. Finally, the decay of $g^{(2)}(\tau)$ to zero for large $\tau$ indicates the creation of states the spin-wave function of which is a Dicke state, which is one of the most intriguing aspects of this loss process [27,30].

An important aspect of the RE-DSC theory is that it also allows us to compute the momentum distribution function $n_{k}(\tau)$, that could be measured in an experiment. In Fig. 6 we present a comparison of the numerical data with the results of our theory; the agreement is excellent and explains very well the appearance of two peaks at $k= \pm \pi / 2$, which is a distinctive feature of this Zeno regime of strong losses.

We also apply our theory to the initial state with exactly one particle per site and fully incoherent, infinite-temperature $T=\infty$, spin structure. In this case we have $\delta_{T=\infty} \ll 1$ (in fact $\delta_{T=\infty}=1 / 8$; see Appendix C) at small and intermediate times, therefore we witness a much smaller modulation of the momentum distribution $n_{k}$ for this state compared to the Néel state (see Fig. 6), at these intermediate timescales, giving an excellent numerical confirmation of one of the major predictions of Eq. (12); i.e., initial states with large spin order lead to time-evolved states with strong inhomogeneities of $n_{k}(\tau)$ in $k$ space.

We note that the t-GGE state $\rho_{c}(\tau)$ is a fermionic Gaussian state, and thus obeys Wick's theorem. Since $\left\langle a_{k}^{\dagger} a_{q}\right\rangle_{\tau}=$ $\delta_{k, q} n_{k}(\tau)$, this gives direct access also to charge correlation functions of the state. For instance, $\frac{1}{L} \sum_{i}\left\langle n_{i} n_{i+1}\right\rangle=$


FIG. 7. Dynamics of the number of particles $n(\tau)$ (left) and of the spin correlation function $g^{(2)}(\tau)$ (right) for an initial maximally mixed spin state. Dashed lines are obtained with numerical simulations of the master equation for $L=10$ and 12. Solid green lines indicate the theoretical predictions obtained with our MF-DSC theory.
$\frac{1}{L^{2}} \sum_{k, q}[1-\cos (k-q)] n_{k} n_{q}$, and, in particular, for both (left and right panels) momentum distribution functions in Fig. 6 we obtain $\left\langle n_{i} n_{i+1}\right\rangle=n^{2}$. We expect this result to be true more in general when one considers initial states which are product states in the charge degrees of freedom.

## VII. SPIN IDENTITY INITIAL STATE AND MEAN FIELD

Our RE-DSC (12) can therefore be viewed as an extension of the mean-field equation first proposed in Refs. [18,19], $\frac{d}{d \tau} n(\tau)=-\Gamma g_{2}(\tau) n(\tau)^{2}$, which is recovered by Eq. (12) under the simplification $\delta_{\Psi_{0}}=0$, which means that no spatial structure is created during the loss evolution. We now apply our theory to the initial state with exactly one particle per site and fully incoherent spin structure with $T=\infty$. As reported in Appendix C, we have $\delta_{T=\infty}=1 / 8$. It is interesting to approximate the latter to $\delta_{T=\infty} \sim 0$ so that the RE-DSC gives flat occupation of fermions in momentum space (no spatial correlation is created) and it can easily be manipulated into a mean-field type of evolution for the total number of particles $n=\int \frac{d k}{2 \pi} n_{k}:$

$$
\begin{equation*}
\frac{d}{d \tau} n(\tau)=-4 \Gamma \Pi\left[\beta_{s}(\tau)\right] n(\tau)^{2} \tag{15}
\end{equation*}
$$

where the spin temperature flows with time as

$$
\begin{equation*}
\beta_{s}(\tau)=\int_{0}^{\tau} n^{2} d \tau^{\prime} \tag{16}
\end{equation*}
$$

as in a state where $n_{k}(\tau)=n(\tau)$ there are no spatial correlations and thus $\operatorname{tr}\left[\rho_{c}(\tau) \frac{1}{L} \sum_{j} n_{j} n_{j+1}\right]=n(\tau)^{2}$. Knowing $\Pi\left(\beta_{s}\right)$, thus, a Runge-Kutta (RK) integration allows us to compute easily $n(\tau)$. We conclude by displaying the data in Fig. 7, which show the evolution of $n(\tau)$ (left) and $g^{(2)}(\tau)$ (right) as a function of time. We reproduce well the numerical data which show a decay at intermediate times compatible with the exponent $1 / 4$, i.e., $n(\tau) \sim \tau^{-1 / 4}$, after which numerical finite-size effects become too relevant. Let us also mention here that, also for this initial state, we find an algebraic decay of correlations $g^{(2)}$ (Fig. 5) towards zero, indicating again the formation of a Dicke-like spin-wave function.

## VIII. CONCLUSIONS

In this paper, we have presented a theoretical model for the quantum Zeno dynamics of a spin-1/2 gas in the presence of two-body losses. Our approach is based on a spin-charge decoupling that holds for strong losses or strong interactions, and it is benchmarked against numerical simulations of the full master equation for small systems up to 12 lattice sites. Our model is based on the interplay between (i) a nonHermitian spin dynamics and (ii) the buildup of a nontrivial momentum distribution function induced by losses; our paper shows that it describes very well several observables at intermediate times. The main open point is whether it can describe the properties of the system at asymptotically long times, and we leave this for future inspection. Our theory goes beyond previous studies by predicting the behavior in real time of several observables: Density, spin correlations, and the momentum distribution function; they can be tested in cold-atom experiments.

Note added. Recently, we became aware of an experimental paper studying the dynamics of a $S U(6)$ gas in the presence of two-body losses [67]. We believe that methods similar to those presented here could be used to describe that gas in the regime of strong losses. Recently, we also became aware of a work discussing a different initial state for a $S U(N)$ dissipative gas [68].
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## APPENDIX A: DERIVATION OF THE EFFECTIVE MASTER EQUATION FOR HARD-CORE FERMIONS

In this section we present some details about the derivation of the effective master equation governing the dynamics in the quantum Zeno regime analyzed in the main text, that was called $\dot{\rho}=\mathcal{L}^{\prime}[\rho]$. We follow the method employed in Ref [20]; the final result has already been presented in Ref. [17] without derivation.

We regroup the terms of the master equation

$$
\begin{equation*}
\frac{d \rho}{d \tau}=\left(\mathcal{V}+\mathcal{L}_{\text {int }}\right) \rho \tag{A1}
\end{equation*}
$$

in the following manner:

$$
\begin{equation*}
\mathcal{V}[\rho]=-\frac{i}{\hbar}\left[H_{t}, \rho\right], \quad \mathcal{L}_{\text {int }}[\rho]=-\frac{i}{\hbar}\left[H_{U}, \rho\right]+\mathcal{D}[\rho] \tag{A2}
\end{equation*}
$$

where the Hamiltonians are

$$
\begin{equation*}
H_{t}=-t \sum_{j, \sigma}\left(c_{j, \sigma}^{\dagger} c_{j+1, \sigma}+\text { H.c. }\right), \quad H_{U}=U \sum_{j} n_{j, \uparrow} n_{j, \downarrow} \tag{A3}
\end{equation*}
$$

and the dissipation is

$$
\mathcal{D}[\rho]=\sum_{j} L_{j} \rho L_{j}^{\dagger}-\frac{1}{2}\left\{L_{j}^{\dagger} L_{j}, \rho\right\}, \quad L_{j}=\sqrt{\gamma} c_{j, \uparrow} c_{j, \downarrow} .
$$

(A4)
This rewriting is useful to highlight the different orders of magnitude of the various terms: $\mathcal{V}$ is a perturbation of order $t$, and we assume that in the quantum Zeno limit $|U-i \hbar \gamma / 2| \gg$ $t$. In the following we are going to tackle the problem by means of a perturbative approach.

Let us start by focusing on the properties of $\mathcal{L}_{\text {int }}$, a non-Hermitian operator with infinitely many eigenstates. Exploiting a generalized version of Kato's method [49] it is possible to expand, $\mathcal{L}_{\text {int }}=\sum_{i} \lambda_{i} \mathcal{P}_{i}$, using a complete set of projector operators with the following properties:

$$
\begin{equation*}
\mathcal{P}_{i} \mathcal{P}_{j}=\delta_{i j} \mathcal{P}_{i}, \quad \sum_{i} \mathcal{P}_{i}=1 . \tag{A5}
\end{equation*}
$$

$\mathcal{P}_{0}$ projects the density matrix over the HCF subspace, which is stable. We call $\rho_{0}$ the density matrix restricted to the subspace. With perturbative techniques, it is now possible to construct the effective master equation governing the dynamics for the dominant term $\rho_{0}(t)$ :

$$
\begin{equation*}
\frac{d}{d \tau} \rho_{0}=\left(\mathcal{L}_{1}+\mathcal{L}_{2}\right) \rho_{0} \tag{A6}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{L}_{1}=\mathcal{P}_{0} \mathcal{L}_{\mathrm{int}} \mathcal{P}_{0}, \quad \mathcal{L}_{2}=\sum_{c}-\frac{1}{\lambda_{c}} \mathcal{P}_{0} \mathcal{V} \mathcal{P}_{c} \mathcal{V} \mathcal{P}_{0} \tag{A7}
\end{equation*}
$$

## 1. First-order corrections: Hard-core fermions

Let us start by analyzing the first-order corrections given by $\mathcal{L}_{1}$. It can be shown [20] that $\mathcal{L}_{1}$ is equivalent to a Hamiltonian that has been projected within states without double occupancies. This is precisely a hard-core fermion gas under unitary Hamiltonian evolution $\mathcal{L}_{1}\left[\rho_{0}\right]=-\frac{i}{\hbar}\left[H^{\prime}, \rho_{0}\right]$ where

$$
\begin{equation*}
H^{\prime}=-t \sum_{i=1}\left(f_{i+1 \sigma}^{\dagger} f_{i \sigma}+\text { H.c. }\right) \tag{A8}
\end{equation*}
$$

where $f_{i \sigma}^{\dagger}$ and $f_{i \sigma}$ are the HCF operators satisfying the Clifford algebra plus the hard-core constraint. The main result so far is that two-body losses in the strongly dissipative regime lead to a coherent dynamics given by a hard-core fermion Hamiltonian.

## 2. Second-order corrections

The second-order Liouville can be recast in a Lindblad form:

$$
\begin{equation*}
\mathcal{L}_{2}\left[\rho_{0}\right]=\frac{i}{\hbar}\left[H_{2}^{\prime}, \rho_{0}\right]+\mathcal{D}_{2}\left[\rho_{0}\right] \tag{A9}
\end{equation*}
$$

where

$$
\begin{align*}
H_{2}^{\prime} & =-t_{2} \sum_{j} L_{j}^{\prime \dagger} L_{j}^{\prime}  \tag{A10a}\\
\mathcal{D}_{2}\left[\rho_{0}\right] & =\sum_{j} L_{j}^{\prime} \rho_{0} L_{j}^{\prime \dagger}-\frac{1}{2}\left\{L_{j}^{\prime \dagger} L_{j}^{\prime}, \rho_{0}\right\} . \tag{A10b}
\end{align*}
$$

The new set of jump operators describing the lossy dynamics is thus given by
$L_{i}^{\prime}=\sqrt{\frac{\Gamma}{2}}\left[\left(f_{i, \uparrow} f_{i+1, \downarrow}-f_{i, \downarrow} f_{i+1, \uparrow}\right)+\left(f_{i, \uparrow} f_{i-1, \downarrow}-f_{i, \downarrow} f_{i-1, \uparrow}\right)\right]$,
with the coefficients given by
$t_{2}=\frac{4 t^{2} U}{\hbar^{2} \gamma^{2}} \frac{1}{1+\left(\frac{2 U}{\hbar \gamma}\right)^{2}}=\frac{U}{|\xi|}, \quad \Gamma=\frac{4 t^{2}}{\hbar^{2} \gamma} \frac{1}{1+\left(\frac{2 U}{\hbar \gamma}\right)^{2}}=\frac{\gamma}{|\xi|}$,
where we recall $\xi=U / t-i \hbar \gamma / 2 t$ is the adimensional complex interaction defined in the main text.

Concluding, the effective master equation for the HCF has the following form (we dismiss here the notation $\rho_{0}$, that is not used in the main text):

$$
\begin{align*}
\frac{d}{d \tau} \rho(\tau)= & -\frac{i}{\hbar}\left[H^{\prime}+H_{2}^{\prime}, \rho(\tau)\right] \\
& +\sum_{j}\left[L_{j}^{\prime} \rho(\tau) L_{j}^{\prime \dagger}-\frac{1}{2}\left\{L_{j}^{\prime \dagger} L_{j}^{\prime}, \rho(\tau)\right\}\right] . \tag{A13}
\end{align*}
$$

In the main text we do not make any explicit mention of $H_{2}^{\prime}$ because it is completely irrelevant in the study that we carry out. This of course depends on the specific problem that we have chosen to address, and this could not be the case for other situations.

## APPENDIX B: DERIVATION OF THE RATE EQUATIONS: EQ. (12) OF THE MAIN TEXT

In this section we consider the effective master equation for HCFs that we have derived in Appendix A. Our goal is to present a derivation of the rate equations that appear in Eq. (9) of the main text.

As we said in the main text, the Hamiltonian $H^{\prime}$ has a simple form in the language of spin-charge separation:

$$
\begin{equation*}
H^{\prime}=-t \sum_{j}\left(a_{j}^{\dagger} a_{j+1}+\text { H.c. }\right)=-2 t \sum_{k} \cos k a_{k}^{\dagger} a_{k} . \tag{B1}
\end{equation*}
$$

Similarly to what has been done for bosons in Ref. [22] we propose a generalized Gibbs ensemble:

$$
\begin{equation*}
\rho_{\mathrm{c}}(\tau)=\prod_{k} \frac{e^{-\beta_{k}(\tau) a_{k}^{\dagger} a_{k}}}{\mathcal{Z}_{k}(\tau)} \tag{B2}
\end{equation*}
$$

which is fully determined by the occupation numbers $n_{k}(\tau)=$ $\left\langle a_{k}^{\dagger} a_{k}\right\rangle_{\tau}$. Using the master equation, we can take the time derivative of $n_{k}(t)=\operatorname{Tr}\left[a_{k}^{\dagger} a_{k} \rho(t)\right]$, that reads

$$
\begin{align*}
\frac{d}{d \tau} n_{k}(\tau)= & \frac{i}{\hbar}\left\langle\left[H^{\prime}+H_{2}^{\prime}, a_{k}^{\dagger} a_{k}\right]\right\rangle_{t} \\
& +\sum_{j}\left\langle L_{j}^{\prime \dagger} a_{k}^{\dagger} a_{k} L_{j}^{\prime}-\frac{1}{2}\left\{L_{j}^{\prime \dagger} L_{j}^{\prime}, a_{k}^{\dagger} a_{k}\right\}\right\rangle_{t} \tag{B3}
\end{align*}
$$

This expression can be simplified. First, we observe that $\left[H^{\prime}, a_{k}^{\dagger} a_{k}\right]=0$; in fact, a more general relation holds, $\left\langle\left[A, n_{k}\right]\right\rangle_{\tau}=0$, that is valid for any operator $A$. Indeed,

$$
\begin{equation*}
\left\langle\left[A, n_{k}\right]\right\rangle_{\tau}=\operatorname{Tr}\left[\rho(\tau) A n_{k}\right]-\operatorname{Tr}\left[\rho(\tau) n_{k} A\right] \tag{B4}
\end{equation*}
$$

but since $\left[n_{k}, \rho_{\mathrm{c}}(\tau)\right]=0$, using the cyclic property of the trace, we obtain the result. The latter statement is true also for $A=H_{2}^{\prime}$ : Neither of the two Hamiltonians influences the charge dynamics.

Focusing on dissipation, we write

$$
\begin{equation*}
-\sum_{j} \frac{1}{2}\left\{L_{j}^{\prime \dagger} L_{j}^{\prime}, a_{k}^{\dagger} a_{k}\right\}=-\sum_{j} L_{j}^{\prime \dagger} L_{j}^{\prime} a_{k}^{\dagger} a_{k}+\frac{1}{2}\left[L_{j}^{\prime \dagger} L_{j}^{\prime}, a_{k}^{\dagger} a_{k}\right] \tag{B5}
\end{equation*}
$$

and we obtain

$$
\begin{equation*}
\frac{d}{d \tau} n_{k}(\tau)=\left\langle\sum_{j} L_{j}^{\prime \dagger}\left[a_{k}^{\dagger} a_{k}, L_{j}^{\prime}\right]\right\rangle_{\tau} \tag{B6}
\end{equation*}
$$

In order to continue, we need to give an expression to $L_{j}^{\prime}$ in the spin-charge language. We propose the following one:

$$
\begin{equation*}
L_{j}^{\prime}=\sqrt{\frac{\Gamma}{2}} \Lambda_{j} a_{j}\left(a_{j-1}+a_{j+1}\right) \tag{B7}
\end{equation*}
$$

where $\Lambda_{j}$ is a complicated nonlocal object acting both on spin and on charge that we are not able to treat exactly. The role of $\Lambda_{j}$ is to check that not only two particles come close by, but that they are also in a spin-singlet: This condition is necessary for a loss event to occur.

At this stage, we find it impossible to continue our work in an exact way. To begin with, we discuss what happens if we perform two "reasonable" approximations: First, that $\Lambda_{j}$ acts only on spin degrees of freedom, and, second, that it simply checks whether two neighboring particles are in a spin-singlet channel. In particular, since we cannot say which one is the particle that is annihilated at position $j$, we will assume that it measures the average number of spin singlets in the system:

$$
\begin{equation*}
\Lambda_{j}^{\dagger} \Lambda_{j} \simeq \frac{1}{N} \sum_{\ell} \Pi_{\ell, \ell+1}, \quad \forall j \tag{B8}
\end{equation*}
$$

Note that $\Lambda_{j}$ now commutes with any charge degree of freedom. These approximations are sufficient to continue our study.

The state (B2) satisfies Wick's theorem

$$
\begin{equation*}
\left\langle c_{z}^{\dagger} c_{w}^{\dagger} c_{k} c_{q}\right\rangle_{\tau}=\left\langle c_{z}^{\dagger} c_{q}\right\rangle_{\tau}\left\langle c_{w}^{\dagger} c_{k}\right\rangle_{\tau}-\left\langle c_{z}^{\dagger} c_{k}\right\rangle_{\tau}\left\langle c_{w}^{\dagger} c_{q}\right\rangle_{\tau} \tag{B9}
\end{equation*}
$$

and factorization in momentum space, $\left\langle c_{z}^{\dagger} c_{q}\right\rangle_{\tau}=\delta_{z, q} n_{q}(\tau)$, so that

$$
\begin{align*}
& \left\langle c_{z}^{\dagger} c_{w}^{\dagger} c_{k} c_{q}\right\rangle_{\tau}=\left(\delta_{z, q} \delta_{w, k}-\delta_{z, k} \delta_{w, q}\right) n_{q}(\tau) n_{k}(\tau)  \tag{B10a}\\
& \left\langle c_{z}^{\dagger} c_{w}^{\dagger} c_{k} c_{q}\right\rangle_{\tau}=\left\langle c_{q}^{\dagger} c_{k}^{\dagger} c_{w} c_{z}\right\rangle_{\tau}=0 \tag{B10b}
\end{align*}
$$

Within the t-GGE approximation starting from the following formula,

$$
\begin{align*}
n_{k} L_{j}^{\prime} & =\Lambda_{j} n_{k} \sqrt{\frac{\Gamma}{2}} \frac{1}{L} \sum_{w, q} e^{i(q+w) j} 2 \cos (w) a_{w} a_{q} \\
& =\Lambda_{j} \sqrt{\frac{\Gamma}{2}} \frac{1}{L} \sum_{w, q} e^{i(q+w) j} 2 \cos (w) a_{w} a_{q}\left(n_{k}-\delta_{k, w}-\delta_{k, q}\right) \tag{B11}
\end{align*}
$$

we obtain

$$
\begin{equation*}
\left[n_{k}, L_{j}^{\prime}\right]=-\sqrt{\frac{\Gamma}{2}} \frac{2}{L} \Lambda_{j} \sum_{q} e^{i(q+k) j}[\cos (k)-\cos (k)] a_{k} a_{q} \tag{B12}
\end{equation*}
$$

from which

$$
\begin{align*}
L_{j}^{\prime \dagger}\left[n_{k}, L_{j}^{\prime}\right]= & -\frac{2 \Gamma}{L^{2}} \Lambda_{j}^{\dagger} \Lambda_{j} \sum_{q, w, z} e^{i(q+k) j}[\cos (k)-\cos (k)] \\
& \times \cos (w) a_{z}^{\dagger} a_{w}^{\dagger} a_{k} a_{q} \tag{B13}
\end{align*}
$$

If we now sum over $j$ we are left with an expression where spin and charge are well separated:

$$
\begin{align*}
\sum_{j} L_{j}^{\prime \dagger}\left[n_{k}, L_{j}^{\prime}\right]= & -\frac{2 \Gamma}{L^{2}}\left(\frac{1}{N} \sum_{\ell} \Pi_{\ell, \ell+1}\right) \\
& \times \sum_{q, w, z} \delta_{k+q, w+z}[\cos (k)-\cos (k)] \\
& \times \cos (w) a_{z}^{\dagger} a_{w}^{\dagger} a_{k} a_{q} \tag{B14}
\end{align*}
$$

Moving to expectation values, we get

$$
\begin{align*}
& \frac{d}{d \tau} n_{k}(\tau) \\
& \quad=-\frac{2 \Gamma}{L} \Pi(\tau) \sum_{q}[\cos (k)-\cos (q)]^{2} n_{q}(\tau) n_{k}(\tau)= \\
& \quad=-2 \Gamma \Pi(\tau) \int_{-\pi}^{+\pi} \frac{d q}{2 \pi}[\cos (k)-\cos (q)]^{2} n_{q}(\tau) n_{k}(\tau) \tag{B15}
\end{align*}
$$

Yet, with a more careful analysis, one finds that it is possible to give a better description of the dynamics by mixing the obtained rate equations with a mean-field behavior:

$$
\begin{align*}
\frac{d}{d \tau} n_{k}(\tau)= & -2 \Gamma \Pi(\tau) \int_{-\pi}^{+\pi} \frac{d q}{2 \pi}\left\{\left[1-\delta_{\Psi_{0}}(\tau)\right]\right. \\
& \left.+\delta_{\Psi_{0}}(\tau)[\cos (k)-\cos (q)]^{2}\right\} n_{q}(\tau) n_{k}(\tau) \tag{B16}
\end{align*}
$$

We verified the theoretical predictions given by Eq. (B16) with exact numerical simulations of the effective master equation (A13) using the stochastic quantum trajectories approach; we have used the PYTHON-based QUTIP package $[47,48]$ that allowed us to push our analysis up to $L=12$ sites with high statistics ( $N_{\text {traj }} \geqslant 10^{3}, N_{\text {traj }}$ being the number of trajectories).

## APPENDIX C: EVALUATION OF PARAMETER $\delta_{\Psi_{0}}$ FOR THE INFINITE-TEMPERATURE STATE

Let us now discuss how to compute the parameter $\delta_{\Psi_{0}}=$ $1 / 8$ for the initial state that is an incoherent superposition of all spin states, also called the infinite-temperature state. We consider a single jump operator:

$$
\begin{equation*}
L_{j}^{\prime}=\sqrt{\frac{\Gamma}{2}}\left(f_{j, \uparrow} f_{j+1, \downarrow}-f_{j, \downarrow} f_{j+1, \uparrow}+f_{j, \uparrow} f_{j-1, \downarrow}-f_{j, \downarrow} f_{j-1, \uparrow}\right) \tag{C1}
\end{equation*}
$$

which acts on the three sites $j-1, j$, and $j+1$. There are eight possible spin configurations on the three sites, and in a spin incoherent state all of them are possible with equal
probability. The jump operator (C1) has a different action on each of them:

$$
\begin{align*}
& L_{j}^{\prime}|\uparrow \uparrow \uparrow\rangle=0,  \tag{C2a}\\
& L_{j}^{\prime}|\uparrow \uparrow \downarrow\rangle=-\sqrt{\frac{\Gamma}{2}}|\uparrow \circ \circ\rangle,  \tag{C2b}\\
& L_{j}^{\prime}|\uparrow \downarrow \uparrow\rangle=+\sqrt{\frac{\Gamma}{2}}|\uparrow \circ \circ\rangle-\sqrt{\frac{\Gamma}{2}}|\circ \circ \uparrow\rangle,  \tag{C2c}\\
& L_{j}^{\prime}|\uparrow \downarrow \downarrow\rangle=-\sqrt{\frac{\Gamma}{2}}|\circ \circ \downarrow\rangle,  \tag{C2d}\\
& L_{j}^{\prime}|\downarrow \uparrow \uparrow\rangle=+\sqrt{\frac{\Gamma}{2}}|\circ \circ \uparrow\rangle,  \tag{C2e}\\
& L_{j}^{\prime}|\downarrow \uparrow \downarrow\rangle=-\sqrt{\frac{\Gamma}{2}}|\downarrow \circ \circ\rangle+\sqrt{\frac{\Gamma}{2}}|\circ \circ \downarrow\rangle,  \tag{C2f}\\
& L_{j}^{\prime}|\downarrow \downarrow \uparrow\rangle=+\sqrt{\frac{\Gamma}{2}}|\downarrow \circ \circ\rangle,  \tag{C2g}\\
& L_{j}^{\prime}|\downarrow \downarrow \downarrow\rangle=0 . \tag{C2h}
\end{align*}
$$

In two situations, those of Eqs. (C2c) and (C2f), the outcome state of the loss process has developed spatial quantum correlations, similarly to what was discussed for the Néel state in Eq. (10). In the other six situations, the outcome state does not feature any spatial quantum correlations. In summary, the probability that a spin- $\uparrow$ particle develops spatial quantum correlations is $1 / 8$; the same is true for a spin- $\downarrow$ particle. This implies the use of $\delta_{T=\infty}(\tau=0)=1 / 8$ for the dissipative rate equations for an initial state that is a fully incoherent spin mixture.

We conclude by remarking that in general the parameter can be expressed as the expectation value $\delta_{\Psi_{0}}=\langle\hat{\delta}\rangle_{\Psi_{0}}$ of a string of spin projectors; namely, given $P_{j}^{\uparrow}$ and $P_{j}^{\downarrow}$ as the spinup and -down projectors on the fermion $j$, the operator

$$
\begin{equation*}
\hat{\delta}=\frac{1}{2 N} \sum_{j}\left[P_{j}^{\uparrow} P_{j+1}^{\downarrow} P_{j+2}^{\uparrow}+P_{j}^{\downarrow} P_{j+1}^{\uparrow} P_{j+2}^{\downarrow}\right] . \tag{C3}
\end{equation*}
$$

This expression can then be used to time evolve the parameter under non-Hermitian spin evolution, as presented in the next section.

## APPENDIX D: NON-HERMITIAN SPIN DYNAMICS: TIME-DEPENDENT SPIN TEMPERATURE $\boldsymbol{\beta}_{s}(\tau)$ AND TIME EVOLUTION OF $\boldsymbol{\delta}_{\Psi_{0}}$

In order to solve the rate equations for the charge in (B15), that is, Eq. (9) in the main text while solving self-consistently the spin dynamics, we need to consider the spin dynamics. The non-Hermitian spin dynamics is governed by a ferromagnetic Heisenberg Hamiltonian, namely,

$$
\begin{equation*}
H_{s}=-\frac{\Gamma}{2} \sum_{\ell} \vec{\Sigma}_{\ell} \cdot \vec{\Sigma}_{\ell+1}, \quad \Gamma>0 . \tag{D1}
\end{equation*}
$$



FIG. 8. Non-Hermitian evolution for the spin-singlet projection operator for (left) a maximally mixed spin state and (right) an ordered Néel state. Dashed lines: MPS data of the non-Hermitian Heisenberg evolution. Dotted lines: Long-time behavior.

Within this framework [65], we propose the following ansatz for the density matrix for the spin degrees of freedom:

$$
\begin{equation*}
\rho_{\mathrm{s}}(\tau)=\frac{e^{-\beta_{s}(\tau) H_{s}} \rho(0) e^{-\beta_{s}(\tau) H_{s}}}{\operatorname{Tr}\left[e^{-2 \beta_{s}(\tau) H_{s}} \rho(0)\right]} \tag{D2}
\end{equation*}
$$

where $\rho(0)$ is the initial spin state, and in the paper we have explicitly considered $\rho(0)=\mathbf{1} / d$ (with $d$ a normalization constant) for the maximally mixed spin state, and $\rho(0)=$ $\left|\Psi_{\text {Neel }}\right\rangle\left\langle\Psi_{\text {Neel }}\right|$ for the ordered Néel state.

We employ a matrix-product-state based algorithm [66] using the package ITENSOR [69] to reconstruct the expectation value of the operator

$$
\begin{equation*}
\Pi=\frac{1}{N} \sum_{\ell} \Pi_{\ell, \ell+1} \tag{D3}
\end{equation*}
$$

for every value of $\beta_{s}$, so that the function $\Pi(\beta)$ is obtained; two examples are given in Fig. 8.

The dynamics of $\beta_{s}(\tau)$ is given by

$$
\begin{align*}
\beta_{s}(\tau) & =\frac{1}{L} \sum_{j} \int_{0}^{\tau}\left\langle n_{j} n_{j+1}\right\rangle\left(\tau^{\prime}\right) d \tau^{\prime} \\
& =\int_{0}^{t} d \tau^{\prime} \int_{-\pi}^{\pi} \frac{d q}{2 \pi} \int_{-\pi}^{\pi} \frac{d k}{2 \pi} n_{k} n_{q}[1-\cos (q-k)] . \tag{D4}
\end{align*}
$$



FIG. 9. Time evolution of the effective spin chemical potential $\beta_{s}(\tau)$ (orange-dashed lines) compared with the time integral of the squared density (blue solid lines) for a maximally mixed spin state (left) and an ordered Néel state (right). Dotted lines represent the theoretical trends.


FIG. 10. Time evolution of the parameter $\delta_{\Psi_{0}}(\tau)$ for the maximally mixed state (blue) and the Néel state (red).

The specific value of $\Pi$ that should be taken at time $\tau$ thus requires the knowledge of the function $\beta_{s}(\tau)$. This turns the rate equations into a set of integrodifferential equations, for which
we propose a numerical approximate solution. We implement a fourth-order RK algorithm that assumes that $\Pi(\beta)$ is constant during the four intermediate steps of the RK algorithm. First, at fixed $\tau$ we compute $\beta_{\mathrm{s}}(\tau)$ according to Eq. (D4); next we use a simple linear interpolation of the MPS data to obtain the value for $\Pi(\tau)$. Once the latter value has been obtained, we run the four standard intermediate steps of the RK algorithm. We employ an integration step of $d \tau=10^{-2}$ and $N_{\text {steps }}=5 \times 10^{4}$, while we have discretized the $k$ space in $10^{2}$ points in between the range $[0,2 \pi]$, which corresponds to considering a lattice with $L=100$ sites. We conclude by displaying the data in Fig. 9 for the evolution of $\beta_{s}$ as a function of time.

The parameter $\delta_{\Psi_{0}}(\tau)$ also depends on time, according to the same prescription of $\beta_{s}(\tau)$. We have investigated numerically such time evolution following the same procedure mentioned above. In Fig. 10 we show the results. We notice that $\delta_{\Psi_{0}}(\tau)$ is slowly varying in the region of interest, and thus it can be approximated with the value at an initial time. Moreover, for the infinite-temperature state this value remains negligible in the time interval of interest, justifying the meanfield description presented in Sec. VII of the main text for this initial state.
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