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State-resolved ionization dynamics of a neon atom induced by x-ray free-electron-laser pulses
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We present a theoretical framework to describe state-resolved ionization dynamics of neon atoms driven by ul-
traintense x-ray free-electron-laser pulses. In general, x-ray multiphoton ionization dynamics of atoms have been
described by time-dependent populations of the electronic configurations visited during the ionization dynamics,
neglecting individual state-to-state transition rates and energies. Combining a state-resolved electronic-structure
calculation, based on first-order many-body perturbation theory, with a Monte Carlo rate-equation method
enables us to study state-resolved dynamics based on time-dependent state populations. Our results demonstrate
that configuration-based and state-resolved calculations provide similar charge-state distributions, but the differ-
ences are visible when resonant excitations are involved, which are also reflected in calculated time-integrated
electron and photon spectra. In addition, time-resolved spectra of ions, electrons, and photons are analyzed for
different pulse durations to explore how frustrated absorption manifests itself during the ionization dynamics of
neon atoms.
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I. INTRODUCTION

X-ray free-electron lasers (XFELs) [1–5] provide x-ray
radiation with extremely high intensity and ultrashort pulse
durations ranging from a few to a hundred femtoseconds [6].
Interaction with these ultraintense XFEL pulses can induce
x-ray multiphoton ionization dynamics in matter [7]. Enabled
by the high intensity and, thus, the extremely large num-
ber of x-ray photons in a single pulse, multiple sequences
of one-photon ionization accompanied by decay processes
(Auger-Meitner decay and fluorescence), refilling inner-shell
vacancies, can take place. Consequently, atoms or molecules
may become highly ionized during interaction with XFEL
pulses [8–12]. Such x-ray multiphoton ionization dynamics
can be simulated by a rate-equation approach [8,13,14] and
were first investigated both experimentally and theoretically
in neon atoms [8]. Further studies for neon have revealed
the relevance of direct nonsequential two-photon ionization in
excited neon ions [15] and resonant excitations at a specific
photon energy [16]. Moreover, x-ray multiphoton ioniza-
tion dynamics in heavier atoms [9–11,17,18] and molecules
[12,19–21] have been examined in various ways, including
resonant effects [22–25]. Typically, the ionization dynamics
of atoms and molecules have been examined with measure-
ment of ions generated after interacting with an intense XFEL
pulse, but electron spectra [26–28] and photon spectra [11,27–
29] are complementary to ion spectroscopy. Deepening our
understanding of multiphoton ionization dynamics and the
accompanying electronic damage [30–32] is relevant for ap-
plications of XFELs, like serial femtosecond crystallography
[33,34] and single particle experiments [35,36], which are
limited by electronic damage and structural disintegration of
the sample [37].

Most of the theoretical treatments of x-ray multiphoton
ionization dynamics are limited in the way that the states
visited during the ionization dynamics are described only by
electronic configurations in the rate-equation approach. In this
way, transition energies and rates are averaged over individual
electronic states for a given electron configuration. As will
be discussed in detail in Sec. II C, this configuration-based
approach already demands to solve a large set of coupled
rate equations, and the number of rate equations explodes
when resonant excitations are included [11,22,24,25]. The
configuration-based rate-equation approach has been widely
used and successfully applied for interpreting and designing
many XFEL experiments [8–25,27–30,38–40]. However, it
can treat neither individual state-to-state transitions nor de-
tailed state-resolved ionization dynamics.

In this work, we investigate x-ray multiphoton ioniza-
tion dynamics of neon atoms based on individual electronic
states by extending the ab initio electronic-structure and
ionization-dynamics toolkit XATOM [32,41,42]. Recently, a
state-resolved electronic-structure framework, based on first-
order many-body perturbation theory, has been introduced in
XATOM [43]. As a follow-up study, we here embed these im-
proved electronic-structure calculations into the Monte Carlo
on-the-fly rate-equation method for describing ionization dy-
namics [9,27]. This implementation permits us to perform
huge-size rate-equation calculations that are inevitable for
state-resolved ionization dynamics calculations. We compare
both configuration-based and state-resolved approaches for
x-ray multiphoton ionization of Ne. It can be expected that
resonant excitations and spectra should in general profit from
our state-resolved implementation for two reasons. First, as
shown in Ref. [43], the first-order-corrected energies, deliv-
ered by the improved electronic-structure calculations, often
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provide better transition energies. Second, individual states
associated with a configuration generally do not behave the
same during ionization dynamics. Based on the state-resolved
approach, we will also investigate the time evolution of
charge-state distributions (CSDs) and photoelectron, Auger-
Meitner electron, and fluorescence spectra during an XFEL
pulse.

The paper is organized as follows. In Sec. II, we present
our state-resolved Monte Carlo on-the-fly implementation in
XATOM. Additionally, individual state-to-state resonant pho-
toabsorption cross sections, which are missing in Ref. [43],
are addressed. A comparison with a configuration-based
Monte Carlo calculation is the topic of Sec. III, while in
Sec. IV we study the time evolution of ion, electron, and
photon spectra for neon for different pulse durations. We sum-
marize our findings and discuss future perspectives in Sec. V.

II. THEORETICAL DETAILS

A. Improved electronic-structure calculations

Here, we briefly summarize the formalism underlying the
improved electronic-structure calculations, implemented in
XATOM. For more details, the reader is referred to Ref. [43].
XATOM is based on the Hartree-Fock-Slater (HFS) approach
[32,44], in order to keep the calculations feasible and efficient
for heavy atoms also and the inclusion of resonant excitations
(see Sec. II C). The HFS calculations can be improved through
first-order many-body perturbation theory [45,46] for the full
N-electronic Hamiltonian [45]

Ĥmatter =
N∑

i=1

{
−1

2
∇2

i − Z

|�xi|
}

+ 1

2

N∑
i �= j

1

|�xi − �x j | . (1)

Here, �xi is the position of an electron in the atom of nuclear
charge Z , and atomic units are used. In this approach, for
an electronic configuration of interest, the matrix representa-

tion of Ĥmatter is created in the set of electronic Fock states.
The Fock states are antisymmetrized products of spin orbitals
that are eigenstates of the HFS Hamiltonian ĤHFS [47]. The
eigenstates of this matrix provide zeroth-order LS eigenstates
|LSMLMSκ〉 with first-order-corrected energies ELSκ , given
by the eigenvalues. An important feature of the new states
is that they are also eigenstates of the total orbital angular
momentum and of total spin. Therefore, they can be labeled
by the L and S quantum numbers and their projections ML

and MS , respectively. Since the set of (L, S, ML, MS) does not
always uniquely define the state, we need an additional integer
index κ . Note that the states within a term 2S+1L(κ ) share the
same first-order-corrected energy ELSκ .

B. Individual state-to-state resonant photoabsorption
cross sections

Having at hand first-order-corrected energies and zeroth-
order LS eigenstates, we can perform further state-resolved
calculations, e.g., cross sections and transition rates. A
detailed description of state-to-state photoionization cross
sections, Auger-Meitner decay rates, and fluorescence rates
can be found in Ref. [43].

Previous studies of x-ray multiphoton ionization dynamics
have demonstrated the importance of resonant excitations at
certain photon energies for neon [8,16], krypton [17,24,25],
and xenon [10,11,24,25]. Therefore, we present a calculation
of individual state-to-state resonant photoabsorption cross
sections, based on our improved electronic-structure frame-
work. It can be performed in a similar way as the calculation
of individual state-to-state photoionization cross sections (see
Ref. [43]).

Let us consider a bound-to-bound resonant transition of an
electron in the subshell with quantum numbers (nh, lh) to a
higher-lying (nj, l j )-subshell by absorbing a linearly polar-
ized photon with a photon energy ω. The associated initial
zeroth-order LS eigenstate is |LiSiMLi MSi〉 with first-order-
corrected energy ELiSi , and the accessible final target state
is |L f S f ML f MS f 〉 with EL f S f (here, κi and κ f are omitted for
simplicity). Then, the state-to-state resonant photoabsorption
cross section can be written as

σ
MLi ;ML f

2Si+1Li;
2S f +1L f

(nhlh, n jl j, ω) = 4π2

3ω
αδ

(
EL f S f − ELiSi − ω

)(
εnhlh − εn j l j

)2
l>

×
∣∣∣∣∣
∫ ∞

0
dru∗

n j l j
(r)runhlh (r)

∣∣∣∣∣
2∣∣∣∣∣

∑
j,h

C(lh, l j, 1; ml,h−mlj ,0)〈L f S f ML f S f |ĉ†
j ĉh|LiSiMLi Si〉

∣∣∣∣∣
2

. (2)

In this expression, C(·) represents a Clebsch-Gordan coeffi-
cient [48,49] and l> = max(lh, l j ). The indices h and j denote
the involved spin orbitals in the (nhlh) and (n jl j ) subshells,
respectively, between which the electron is transferred. They
have orbital energies εnhlh and εn j l j , and quantum numbers
(nh, lh, mlh , msh ) and (n j, l j = lh ± 1, mlj = mlh , msj = msh ),
respectively. The relation between their quantum numbers
can be attributed to the selection rules for a dipole transition
with linearly polarized photons [50]. Creation and annihi-

lation operators ĉ†
j and ĉh can be associated with the spin

orbitals [51]. Since the interaction Hamiltonian corresponding
to one-photon absorption [51] does not affect the spin and its
projection, the cross section is independent of the initial and
final spin projections.

According to the energy conservation law, the transition
energy, EL f S f − ELiSi , equals the photon energy ω,

ω = EL f S f − ELiSi . (3)
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Therefore, it is critical to take into account that the pulse has
some energy distribution around a given peak photon energy
ωin. Let us assume a Gaussian pulse profile [22],

G(ω; ωin,	ωin ) = 1

	ωin

√
4 ln 2

π
e
−4 ln 2(

ωin−ω

	ωin
)2

, (4)

where 	ωin is the full width at half maximum (FWHM) of the
bandwidth of the photon energy distribution. After employing
convolution with the pulse profile, the individual state-to-state
resonant photoabsorption cross section for a peak photon en-
ergy ωin is

σ
MLi ;ML f

2Si+1Li;
2S f +1L f

(nhlh, n jl j, ωin )

= σ
MLi ;ML f

2Si+1Li;
2S f +1L f

(nhlh, n jl j, EL f S f − ELiSi )

× G(EL f S f − ELiSi ; ωin,	ωin ). (5)

Here, σ
MLi ;ML f

2Si+1Li;
2S f+1L f

(nhlh, n jl j, ω = EL f S f − ELiSi ) is given by

Eq. (2), but without the delta distribution that vanishes due to
integration over ω.

It is also worthwhile to mention that calculating resonant
photoexcitation cross sections requires additional computa-
tional parameters. First, in order to keep the calculation
feasible, the number of allowed (n, l ) subshells that can be
resonantly excited has to be restricted and checked for com-
putational convergence. In Sec. III, we have used a maximal
n quantum number of nmax = 7 and a maximal l quantum
number of lmax = 2 for Ne calculation at a photon energy of
1050 eV. Second, in order to guarantee an accurate description
of higher-n states the maximum radius employed in the nu-
merical calculation of orbital and orbital energies [32,41] has
to be sufficiently large for both bound and continuum states.
We used rmax = 100 a.u. for both in the following resonance-
related calculations. Third, due to the convolution procedure,
it is necessary to scan the transition energy to search for
all accessible resonant bound-to-bound transitions. However,
the state-resolved calculation of first-order-corrected transi-
tion energies costs a considerable amount of computational
time when a lot of open subshells are included. For instance,
calculating all cross sections for initial Ne3+ (1s02s22p44p1)
costs roughly 2 min in CPU time, due to the scanning of
all resonant excitations with nmax � 7 and lmax � 2 (for com-
parison, the nonresonant calculation of photoionization cross
sections takes less than 3 s). Therefore, when we search for
accessible resonant states, we employ an energy scan cri-
terion based on the zeroth-order transition energies, instead
of the first-order-corrected values. In our calculation for Ne
at 1050 eV, a bandwidth of 1% of the photon energy was
considered. Then, we scan ±157.5 eV (±15% of the photon
energy) to pick up resonant transitions based on the zeroth-
order transition energy. Only for these resonant transitions we
consider whether the first-order transition energy lies within
the photon energy bandwidth. This reduces the computational
time for the upper example to 30 s. Note that the differences
between zeroth- and first-order transition energies are less
than 50 eV in our calculations (see Table IV).

C. State-resolved ionization dynamics calculations

X-ray multiphoton ionization dynamics can be described
by a rate equation approach [8,13,14]. In this approach, the
time evolution of the population PI (t ) of a state I is given by
a set of coupled rate equations,

dPI (t )

dt
=

∑
I ′ �=I

[
I ′→IPI ′ (t ) − 
I→I ′PI (t )], (6)

for all possible states {I}. In this expression, 
I→I ′ is the
rate for a transition from the state I to the state I ′ via
either photoionization, photoexcitation, or relaxation (i.e.,
Auger-Meitner decay or fluorescence). In a configuration-
based approach {I} are defined by all possible electronic
configurations, whereas in our state-resolved approach {I} are
defined by the electronic configurations together with addi-
tional quantum numbers needed for specifying zeroth-order
LS eigenstates (L, S, ML, MS , κ).

There are two ways for solving the set of coupled rate equa-
tions of Eq. (6): either directly with precalculated rates and
cross sections [32] or via a Monte Carlo method [27]. The lat-
ter has been extended to a more efficient on-the-fly approach
[9], i.e., quantities are only calculated when needed, which
will be further explained in the following subsection. The
Monte Carlo on-the-fly method is especially crucial for heavy
atoms, for which the number of coupled rate equations to be
solved becomes extremely large. The number of coupled rate
equations is equivalent to the number of all possible states or
all possible configurations, depending on the definition of {I}.

For the configuration-based approach, an estimate of this
number can be found in Ref. [22] (also see Ref. [24] for the
case of resonant excitations). Let us consider an initial elec-
tronic configuration, 1sN1 2sN2 2pN3 3sN4 3pN5 , . . ., where the
number of electrons is given by Nelec = ∑all

j Nj . During x-ray
multiphoton ionization dynamics, different electronic config-
urations can be constructed by adding zero, one, or up to Nj

electrons for each jth subshell. Here, the index j labels all
subshells that can be ionized by the given photon energy via
one-photon ionization and no resonant excitation is assumed.
The number of all possible configurations is then evaluated by

Nconfig =
∏

j

(
Nj + 1

)
. (7)

For example, Ne has 1s22s22p6 and Nconfig = 3 × 3 × 7 = 63
if all subshells are accessible for one-photon ionization.

For the state-resolved approach, the number of possible
zeroth-order LS eigenstates (equal to the number of electronic
Fock states) can be estimated as follows. For each jth subshell
with (n, l ), there are Nmax

j (= 4l + 2) spin orbitals with differ-
ent ml (∈ {−l,−l + 1, . . . , l − 1, l}) and ms(= ± 1

2 ), which
equals the maximum occupancy. By adding zero, one, or up
to Nj electrons in the jth subshell, the number of possible
states is given by the sum of the numbers of possibilities to
distribute added electrons into Nmax

j spin orbitals (each spin
orbital has a maximal occupation number of one),

N j
state =

Nj∑
k=0

(
Nmax

j

k

)
, (8)
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FIG. 1. Number of configurations Nconfig (red dots) and number
of states Nstate (blue crosses) as a function of the nuclear charge Z ,
assuming that all electrons are actively involved in the ionization
dynamics. Only the nonresonant case is shown and the ground-state
configurations are given by the Aufbau principle. For the resonant
case, solely the point of Nstate for neon (Z = 10) with nmax = 7 and
lmax = 2 is marked (light blue).

where
(a

b

)
is a binomial coefficient. Then, the number of all

possible states is given by multiplying the N j
state for all j (no

resonant excitation is considered),

Nstate =
∏

j

Nj∑
k=0

(
Nmax

j

k

)
. (9)

If we consider the ground-state configuration, all subshells
are fully occupied (Nj = Nmax

j ), except for the outermost shell
(index j′ in what follows), which may be partially occupied.
For a closed subshell (Nj = Nmax

j ), N j
state = 2Nj . Thus, the

number of all possible states is written as

Nstate =
⎡
⎣∏

j �= j′
2Nj

⎤
⎦×

⎡
⎣

Nj′∑
k=0

(
Nmax

j′

k

)⎤
⎦. (10)

If the system has no partially occupied subshells initially and
all the subshells are accessible for one-photon ionization, then
it is further simplified to Nstate = 2Nelec . For example, Ne has 10
electrons and Nstate = 210 = 1024.

If resonant excitations are taken into account, a similar ex-
pression to Eq. (8) can be directly used. Let Nso be the number
of available spin orbitals given by computational parameters
nmax and lmax, and Nelec be the number of accessible electrons
for one-photon ionization or resonant excitation. Then, the
number of states is given by

N res
state =

Nelec∑
k=0

(
Nso

k

)
. (11)

Figure 1 shows the number of configurations and states as a
function of the nuclear charge Z for the nonresonant cases.
The ground-state electronic configurations are constructed by
the Aufbau principle. For all Z the photon energy is assumed
to be large enough to ionize all subshells, including the 1s

subshell. Both Nconfig and Nstate grow exponentially, but Nstate

is much larger than Nconfig for a given Z . For the resonant case,
this number explodes even for a low-Z system like Ne with
limited computational parameters (nmax = 7 and lmax = 2;
Nso = 100). With them, Nstate � 1.9 × 1013, which is marked
in Fig. 1. Therefore, even for low Z it is inevitable to employ
a Monte Carlo on-the-fly scheme for state-resolved ionization
dynamics when including resonant excitations.

D. State-resolved Monte Carlo implementation

In the state-resolved approach, the number of coupled rate
equations [Eq. (6)] that have to be solved is equal to the
number of states [Eq. (10)], as depicted in Fig. 1. We im-
plement a state-resolved Monte Carlo on-the-fly algorithm
within XATOM [42]. This allows us to apply our state-resolved
ionization dynamics framework to heavier atoms, like argon
(Z = 18) or xenon (Z = 54), and to the resonant case.

In general, in a Monte Carlo approach for ionization
dynamics, we stochastically consider many trajectories for
possible ionization pathways, i.e., sequences of repeated
one-photon ionization and inner-shell relaxation events. The
populations of entities, such as charge state, electronic con-
figuration, or electronic state, are then obtained by averaging
over an ensemble of trajectories. A detailed description of
the configuration-based Monte Carlo method can be found
in Ref. [27]. Extending it to a state-resolved Monte Carlo
algorithm basically requires to replace a configuration index
with a combination of configuration and state indexes through
the whole algorithm, i.e., I = Iconfig → I = (Iconfig, ILS ). Here,
Iconfig indicates an electronic configuration and ILS indicates
the additional quantum numbers needed for specifying a
zeroth-order LS eigenstate. Note that we do not include in ILS

the spin projection MS and, hence, do not distinguish between
states with different spin projection. Because of a lack of
spin coupling for all involved interaction Hamiltonians, states
with different spin projections always have the same transi-
tion probabilities and, consequently, behave exactly the same
during the ionization dynamics. Thus, MS can be neglected
in the description of the individual states. Moreover, cross
sections and rates based on configurations need to be replaced
by individual state-to-state cross sections and rates [43].

For the sake of completeness, we sketch our state-resolved
Monte Carlo on-the-fly implementation:

(a) Start with the initial electronic configuration Iconfig,
i.e., that for the neutral atom, and calculate all zeroth-
order LS eigenstates for the initial configuration via the
improved electronic-structure implementation (see Sec. II A
and Ref. [43]). If there is more than one LS eigenstate, the
state with the minimal first-order-corrected energy ELSκ is
selected. If L �= 0, the ML projection quantum number is
randomly chosen as an initial condition for each trajectory.
If S �= 0, then the maximal spin projection is chosen for con-
venience (it does not influence the ionization dynamics). In
this way we set up the initial state I = (Iconfig, ILS ). In order to
reduce the computational effort, store the information about
the electronic structure, so that it can be directly reused for
further trajectories.

(b) Set up an initial value for the time t and the time step
	t .

013102-4



STATE-RESOLVED IONIZATION DYNAMICS OF A NEON … PHYSICAL REVIEW A 107, 013102 (2023)

(c) Calculate all individual state-to-state cross sections σk

and transition rates 
k for all transitions from the current state
I = (Iconfig, ILS ) to the accessible final state Ik = (Ik

config, Ik
LS ).

Transition energies are also calculated based on the first-
order-corrected energies for the current state, i.e., ELSκ , and
the final state, i.e., ELkSkκk . Note that we employ the same
orbital set optimized for the current (initial) state to evaluate
the final state energy [43]. Here, k is used as a label for one of
the processes, running from 1 to the number of all possible
individual state-resolved transitions. The index k in Lk , Sk ,
etc. indicates that the new state is reached via the kth process.
Also, the information about the possible processes is stored
for later use.

(d) Cross sections and rates determine the transition prob-
ability pk at time t for the kth process via

pk =
{

k	t for decay process,
σkJ (t )	t for photoionization/absorption,

(12)

with J (t ) being the time-dependent photon flux.
(e) Select a process k randomly, taking into consideration

the different transition probabilities pk of all possible pro-
cesses (for more details, see Ref. [27]).

(f) Counters for the time-dependent charge-state distri-
bution (CSD) and time-resolved spectra are considered as
follows. The time- and energy-bin counter for the photoelec-
tron, the Auger-Meitner electron, or the fluorescence photon
is increased by one, according to the electron kinetic energy
or emitted photon energy of the selected kth process at a given
time t . This counter will be used for generating time-resolved
spectra in Sec. IV B. Integrating this counter over time corre-
sponds to the spectra after time evolution shown in Sec. III B.
Regarding time-dependent CSDs in Sec. IV A, the charge state
of the given I is examined at every time step of time bins and
the corresponding counter is increased by one.

(g) Continue by proceeding to the kth process. Set up
the new electronic configuration, i.e, Iconfig = Ik

config, and the
new zeroth-order LS eigenstate |LkSkMLk κk〉, i.e., ILS = Ik

LS .
To get proper first-order-corrected energies, a new electronic-
structure calculation has to be performed and stored.

(h) Set up a new 	t based on the total transition probability,
i.e., the sum over all pk’s. The new 	t is smaller than or equal
to the initial 	t chosen in (b). The updated 	t should guar-
antee that the total transition probability stays significantly
smaller than unity when the updated 	t is used. Then go to
the next time step t → t + 	t .

(i) Repeat the time evolution [(c)–(h)], until the total tran-
sition probability is zero. When no process is available any
longer, the Monte Carlo trajectory ends. The counter for the
final charge is increased by one, which will produce asymp-
totic CSDs in Sec. III A.

(j) Run many more trajectories [(a)–(i)] and at every 100
trajectories, or in principle any other step size, check whether
the final CSD is converged. If this is the case, stop the Monte
Carlo iteration.

(k) Results for ensemble-averaged CSDs and spectra are
obtained by dividing the corresponding counters by the total
number of trajectories.

In what follows, we employ a maximal number of Monte
Carlo trajectories of 100 000 and a minimal CSD convergence

of 10−4 for asymptotic results in Sec. III and 5 × 10−5 for
time-resolved results in Sec. IV, respectively. The actual num-
bers of Monte Carlo trajectories, being necessary to achieve
the demanded convergence, range from 12 500 to 50 300. For
time-independent spectra, 1-eV bins are used, whereas 2-eV
bins are used for the time-resolved spectra. For the time-
resolved CSD and spectra, fixed temporal bins are chosen
according to the pulse duration.

III. ASYMPTOTIC RESULTS

We first contrast the configuration-based and state-resolved
Monte Carlo methods regarding temporally asymptotic results
for neon, i.e., CSDs (Sec. III A), and electron and photon
spectra (Sec. III B) at the end of time evolution when the
pulse is over and all decay processes are completed. The
state-resolved calculation is performed with the present imple-
mentation, whereas for the configuration-based calculation,
we employ the original version of XATOM. We do not include
direct nonsequential two-photon absorption [15,52] because
its contribution is much smaller than one-photon absorption
if the latter is available (for example, inner-shell nonse-
quential two-photon absorption versus valence one-photon
absorption). Above-threshold ionization in the x-ray regime
[53] is also negligible in the range of intensities that cur-
rent XFEL facilities can produce. For simplicity, we also
do not include higher-order many-body processes such as
double photoionization [54] and double Auger-Meitner decay
[55] via shake-off and knockout mechanisms. Note that the
branching ratio of double photoionization after Ne K-shell
photoabsorption is about 23% and that of double Auger-
Meitner decay is about 6% [56]. Including shake-off processes
in the rate-equation approach markedly improves compari-
son with experimental CSDs [15,29], especially regarding the
odd-even charge-state relation. Finally, the rate-equation ap-
proach employed here does not capture coherent effects such
as Rabi flopping [57–62]. For a stochastic ensemble of XFEL
pulses based on the self-amplified spontaneous emission prin-
ciple, these are minor effects [57–59].

For x-ray beam parameters, we use a temporal Gaus-
sian pulse envelope with 10 fs FWHM and a fluence of
1012 photons/µm2. Note that these are typical x-ray parame-
ters at current XFEL facilities [1–3]. The volume integration
[63], which is necessary for quantitative comparison with
experimental data, is not considered here. Following Ref. [8],
three different photon energies are examined: (i) 800 eV is
below the 1s threshold of neutral Ne and all Ne ions, (ii)
1050 eV lies in the middle of the 1s threshold region of a
series of Ne ions, and (iii) 2000 eV is above the 1s threshold
of all Ne ions. Note that in case (ii) resonant excitations for
some transiently formed ions play a relevant role [16]. Thus,
we include resonant bound-to-bound excitations in this case.

The computational time was about 6 min for 800 eV
(21 000 Monte Carlo trajectories), about 13 min for 2000 eV
(50 000 trajectories), and about 7 h for 1050 eV (18 400
trajectories) on an Intel Xenon E5-2609 CPU (single core).

A. Comparison of charge-state distributions

Figure 2 presents Ne CSDs at the three different photon
energies. The population probability Pq of the charge state q
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FIG. 2. Comparison of Ne CSDs obtained with the
configuration-based (red) and the state-resolved (blue) Monte
Carlo calculations: (a) 800 eV, (b) 1050 eV, and (c) 2000 eV. In all
cases, the Gaussian-shaped pulse has a duration of 10 fs FWHM and
a fixed fluence of F = 1012 photons/µm2 is used. For (b), resonant
excitations up to nmax = 7 and lmax = 2 are considered and an energy
bandwidth of 1% is assumed. The error bar indicates the statistical
error.

is given by the sum of all PI ’s (configurational population or
state population) belonging to q. The error bars represent the
statistical error estimate [64] for each charge state q, given
by εq = √

Pq(1 − Pq )/(Ntraj − 1), where Ntraj is the number of
Monte Carlo trajectories. Comparison in Fig. 2 shows that
the state-resolved calculation is in overall good agreement
with the configuration-based calculation, in particular, when
the photon energy is off resonance [Figs. 2(a) and 2(c)]. At
2000 eV, population probabilities differ beyond the error bars
only for high charge states. This can be explained by slightly
higher transition probabilities in the state-resolved approach
caused by the use of first-order-corrected energies and the ap-
pearance of a generally nonuniform distribution of individual
states for the intermediate configurations.

On the other hand, the differences between the two ap-
proaches are noticeable when resonant excitations play a role
[Fig. 2(b)]. Resonant photoexcitation cross sections are sensi-
tive to the differences between calculated transition energies
and the given photon energy. As a consequence, different
resonant excitations can be encountered in the state-resolved
and configuration-based ionization dynamics calculations (see
Table IV in the Appendix). For example, the production of
Ne8+ is enhanced in the configuration-based calculation at the
expense of suppression of Ne6+. More detailed analyses re-

FIG. 3. (a) Photoelectron (P) and (b) fluorescence (F) spectra of
Ne at a photon energy of 800 eV. Other x-ray parameters are the same
as used in Fig. 2. The peak labels in (a) are explained in Table I in
the Appendix.

garding relevant resonances are provided later when electron
and photon spectra are discussed in Sec. III B.

B. Comparison of electron and photon spectra

Figure 3 shows (a) photoelectron and (b) fluorescence
spectra at an incoming photon energy of 800 eV and compares
the state-resolved (blue dashed line) and configuration-based
(red solid line) calculations. At this photon energy, 1s ioniza-
tion is not available, so there is no Auger-Meitner spectrum. In
the photoelectron spectrum in Fig. 3(a), some of the dominant
peaks are labeled with roman numbers; the corresponding
physical processes are specified in Table I in the Appendix.
The configuration-based approach employs transition energies
computed from zeroth-order energies, i.e., the sum of orbital
energies according to the involved configurations. On the
other hand, in the state-resolved approach, transition energies
are computed based on the first-order-corrected energies for
the initial and final states. The energy levels that are degener-
ate in zeroth-order energies split up in first-order many-body
perturbation theory. Consequently, peaks in the state-resolved
spectra are not only shifted, but spectra are also broadened
with more peaks. The energy shifts are clearly visible in
Fig. 3(a), except for (viii) 2p ionization where two peaks
coincide. Splittings also clearly manifest in the photoelectron
lines [e.g., peaks (x) in Fig. 3(a)] and in the fluorescence
spectra of Fig. 3(b), where in the configuration-based spectra
many peaks coincide around 22 eV. Note that this behavior of
energy shifts and splittings in the state-resolved spectra is a
general feature, so it can be found at other photon energies as
will be shown below.

Figure 4 shows (a) photoelectron, (b) Auger-Meitner elec-
tron, and (c) fluorescence spectra at 2000 eV with the same
x-ray beam parameters as used for Fig. 2(c). The energy
shifts and splittings with the state-resolved approach are
clearly exhibited in the Auger-Meitner spectrum. Since the
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FIG. 4. (a) Photoelectron (P), (b) Auger-Meitner electron (AM),
and (c) fluorescence (F) spectra of Ne at a photon energy of 2000 eV.
Other x-ray parameters are the same as used in Fig. 2. The peak labels
are explained in Tables I–III in the Appendix.

Auger-Meitner peaks in Fig. 4(b) are not well separated and
they merge within a narrow energy window, resulting in a
complex spectrum, it is critical to apply improved transi-
tion energy calculations to interpret individual peaks. For
the single-core-hole Auger-Meitner line (i), the state-resolved
result shows considerable improvement towards experimental
data as demonstrated in Ref. [43]. The energy shift from
the configuration-based result to the state-resolved result is
−59 eV. For the double-core-hole Auger-Meitner line (iii),
which is also called KK–KLL hypersatellite [65], the en-
ergy shift is somewhat smaller (−6 eV). Even in this case,
the state-resolved value (868.84 eV) is closer to the ex-
perimental values (870.50 eV [65] and 870 eV [66]) than
the configuration-based value (875.27 eV). Note that the
prominent peak of the state-resolved approach at 764 eV
in Fig. 4(b) is the sum of Auger-Meitner lines (ii) and (v)
and other minor contributions that are not assigned here.
Regarding the fluorescence spectra, peak (ii) in Fig. 4(c) is
considerably reduced in the state-resolved approach. This is
because the initial configuration of (ii) has two states, 1P
and 3P (see Table III in the Appendix), and the latter can-
not relax via 2p → 1s fluorescence (final state: 1S) since a
triplet to singlet transition is forbidden in a nonrelativistic
calculation. Once the triplet initial state (Ne8+ 1s12p1 3P) is
formed during the state-resolved dynamics, it has to relax via
2p → 2s fluorescence, giving rise to peak (iii) in Fig. 4(c).
Thus, the changes of the peak heights provide more details
about underlying physical processes between state-resolved

FIG. 5. (a) Photoelectron (P), (b) Auger-Meitner electron (AM),
and (c) fluorescence (F) spectra of Ne at a photon energy of 1050 eV.
Other parameters are the same as used in Fig. 2. The peak labels are
explained in Tables I–III in the Appendix.

and configurations-based ionization dynamics. The fluores-
cence peak positions of (iv) in Fig. 4(c) coincide for both
approaches.

In Fig. 5, we investigate the effects of resonant excitations
on the electron and photon spectra at 1050 eV. The x-ray
beam and computational parameters are the same as used
in Fig. 2(b). In the state-resolved and configuration-based
approaches, different resonant excitations are predominantly
involved in the ionization dynamics at 1050 eV owing to
different transition energy calculations (see Table IV in the
Appendix). The different resonant excitations are all reflected
in the spectra in Fig. 5. For example, photoelectron peak
(vi) in Fig. 5(a), which is prominent in the configuration-
based approach, is absent in the state-resolved approach. This
is because (vi) refers to the 1s ionization of Ne3+ 1s12l6

(l = s, p) and its threshold is higher than the photon energy
in the state-resolved approach. Instead, resonant excitation of
single-core-excited Ne3+ predominantly via a 1s → 4p reso-
nant transition is the alternative process (see Table IV in the
Appendix). The same transition can also occur at Ne6+ 1s22l2

within the state-resolved approach. These 1s → 4p transitions
at Ne3+ and Ne6+ are responsible for the Auger-Meitner
decay involving 4p, which explains the emergence of (xii)
in Fig. 5(b), only in the state-resolved approach. On the
other hand, in the configuration-based approach, the 1s →
3p transition is dominant at Ne5+ 1s12l4 and the resulting
double-core-hole-excited state of Ne5+ 1s02l43p1 relaxes via
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FIG. 6. Time evolution of Ne CSDs at 2000 eV for pulses dura-
tion (FWHM) of (a) 1 fs, (b) 10 fs, and (c) 100 fs. For all cases, the
state-resolved Monte Carlo implementation is employed and a fixed
fluence of 1012 photons/μm2 is used.

Auger-Meitner decay, which corresponds to (x) in Fig. 5(b).
Note that there is no (x) peak in the state-resolved approach
in Fig. 5(b). At Ne7+, further resonant excitation can happen
for both approaches (see Table IV in the Appendix). The re-
sulting single-core-hole-excited Ne7+ is either 1s12p13p1 for
the state-resolved approach or 1s13p1np1 (n = 3, 4, 5) for the
configuration-based approach. The latter can relax via Auger-
Meitner decay [peak (xiii) in Table II], which contributes to
the higher yield of Ne8+ in the configuration-based approach
in Fig. 2(b). However, for the former case, it is most likely that
1s12p13p1 has a 2P state, in which the Auger-Meitner decay
is forbidden. Thus, in the state-resolved ionization dynamics,
the state of Ne7+1s12p13p1 2P has to relax via fluorescence,
giving rise to peak (v) in Fig. 5(c), which also explains why
the yield of Ne8+ is suppressed in the state-resolved approach
in Fig. 2(b). Note that regarding resonances, the state-resolved
approach is in better accordance with the findings in Ref. [16].

For a short summary, photoelectron, Auger-Meitner elec-
tron, and fluorescence spectra provide a plethora of detailed
information on x-ray multiphoton ionization dynamics. We
demonstrate that resonant excitations and spectral information
are described more accurately by the state-resolved imple-
mentation due to a general improvement of transition energies
and the capture of individual state-resolved features, i.e.,
transition probabilities. In the next section, we explore time-
resolved spectra based on the state-resolved Monte Carlo
implementation.

IV. TIME EVOLUTION

We employ the state-resolved Monte Carlo implementa-
tion to examine the time evolution of CSDs and spectra for
different pulse durations. We choose pulse durations of 1 fs,

FIG. 7. Mean number of events for (a) photoionization and
(b) Auger-Meitner decay in Ne at 2000 eV as a function of time.
(c) Mean charge and width (inset) of the time-dependent CSDs of
Ne shown in Fig. 6. For a better comparability, the time relative to
the pulse duration (FWHM) is considered on the x axis.

10 fs, and 100 fs FWHM, covering the range of typical
pulse durations for current XFEL facilities [1–6]. We con-
sider Ne at a photon energy of 2000 eV and a fluence of
F = 1012 photons/µm2, so that in principle all electrons can
be ionized via x-ray sequential multiphoton ionization, i.e., a
repeated sequence of one-photon ionization and inner-shell re-
laxation events. In this case, no resonant excitation is involved
in the ionization dynamics.

A. Time evolution of charge-state distribution

Figure 6 presents the Ne CSDs as a function of time
for pulse durations of (a) 1 fs, (b) 10 fs, and (c) 100 fs
FWHM. The temporal peak is located at t = 0 fs. For clar-
ity, the population of neutral Ne is not included. Note that
the sum of charge populations, including the neutral atom,
is unity at every time step. The charge distribution building
up looks discrete, which indicates that the populations of
odd charges are much smaller than those of even charges.
This is a consequence of the fact that Auger-Meitner decay
follows inner-shell photoionization, when the pulse duration is
sufficiently longer than the Auger-Meitner lifetime. One can
see that the time-dependent CSD is shifted to lower charges
for a shorter pulse duration. For a short pulse duration (1 fs),
the CSD peaks around +4 and highly charged ions are barely
found, as shown in Fig. 6(a). It can be clearly seen that the
charged ions are formed sequentially as time goes by, espe-
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FIG. 8. Time-resolved photoelectron spectra (P) of Ne at a photon energy of 2000 eV for pulse durations (FWHM) of (a and b) 1 fs, (c
and d) 10 fs, and (e and f) 100 fs. In (a), (c), and (e), the peaks belong to 1s ionization, while those in (b), (d), and (f) belong to 2s and 2p
ionization. The peaks are labeled by the involved initial ion, i.e., Neq+: electronic configuration 1s22l8−q for even charges or 1s12l9−q for odd
charges. A fluence of 1012 photons/μm2 is used.

cially near the peak of the pulse. For a long pulse duration
(100 fs), however, the distribution becomes broader with a
less pronounced peak at +8, as shown in Fig. 6(c). These
observations are all indicative of frustrated absorption [21]
or intensity-induced x-ray transparency [8]. The degree of
ionization is reduced for shorter pulse duration (i.e., higher
intensity) because 1s photoionization defeats Auger-Meitner
decay as the intensity increases. This has two consequences.
First, a double-core-hole state is formed and, thus, the 1s
photoionization cross section is reduced (it is zero for 1s0).
In Fig. 7(a), the mean number of photoionization events is
depicted as a function of time for the three pulse durations.
It may be seen that the photoionization number decreases as
the pulse duration becomes shorter. At the same time, the
suppression of ionization is also caused by the reduction of
the number of Auger-Meitner decays, depicted in Fig. 7(b).
These two mechanisms are responsible for the decreased
mean charge [Fig. 7(c)] as the pulse is decreased.

Another interesting observation here is that most changes
in the time-dependent CSD take place within a time interval
of ±1 × FWHM. However, the shorter the pulse, the more
extended the time interval needed to reach the final charge,
because the Auger-Meitner lifetime is often tens of femtosec-
onds (see more details in Sec. IV B). In Figs. 7(b) and 7(c),
the 1-fs curve is not converged to the temporally asymptotic
mean value even at 4 × FWHM, in contrast to the longer pulse
durations. Therefore, in Fig. 6(a), a longer time interval is
considered for the 1-fs result.

B. Time-resolved electron and photon spectra

In order to complete our understanding of the x-ray mul-
tiphoton ionization dynamics, we calculate time-resolved
photoelectron (Fig. 8), Auger-Meitner electron (Fig. 9), and
fluorescence spectra (Fig. 10) for all three pulse durations. For
all figures, the vertical axis is the time, using 0.08 × FWHM
bins, while the horizontal axis is the electron kinetic energy
(Figs. 8 and 9) or the photon energy (Fig. 10), using 2-eV
bins. Note that all the spectra showcase the number of emitted
electrons or photons in a time interval relative to the pulse
duration since the time binning is adapted for each pulse
duration.

Let us start with the time-resolved photoelectron spectra in
Fig. 8. The 1s photoelectron spectra can be grouped according
to the peaks belonging to the ionization of Neq+ in a pos-
sible configuration 1s22l8−q dominantly for even charges or
1s12l9−q dominantly for odd charges (with l = s, p). Note that
the former leads to the formation of single-core-hole states,
while double-core-hole states are produced via the latter. It
is apparent from the spectra that lines corresponding to low
odd charges (Ne1+ and Ne3+) emerge more with shorter pulse
duration in Fig. 8(a). The increased number of outer-shell ion-
izations of lowly charged ions can be observed in Fig. 8(b). On
the other hand, the lines corresponding to the photoionization
of highly charged ions appear more for longer pulse durations
as shown in Figs. 8(c) and 8(e), which is consistent with the
observation in Fig. 6.
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FIG. 9. Time-resolved Auger-Meitner electron spectra (AM) of
Ne at a photon energy of 2000 eV for pulse durations (FWHM)
of (a) 1 fs, (b) 10 fs, and (c) 100 fs. Some peaks are labeled by
the transitions listed in Table II in the Appendix. A fluence of
1012 photons/μm2 is used.

Figure 9 shows the time-resolved Auger-Meitner spectra.
For long pulse durations, Auger-Meitner decay immediately
follows inner-shell ionization and many lines appear in the
spectrum, as shown in Fig. 9(c). Here, immediately is meant
relative to the pulse duration, i.e., when the Auger-Meitner
lifetime is sufficiently short in comparison to both the pulse
duration and the inverse of the resulting inner-shell photoion-
ization rate, so that Auger-Meitner decay can beat further
photoionization. When several Auger-Meitner decays are pos-
sible for an initial ion state, lines for more probable processes
appear a bit earlier in time. When the pulse duration is
decreased, however, Auger-Meitner decay that takes place
on longer time scales than the short pulse duration barely
occurs during the pulse. Consequently, the number of pro-
cesses per time bin is reduced, resulting in weaker lines,
covering a longer time range, in Figs. 9(a) and 9(b). This
reduction of Auger-Meitner decays suppresses refilling of
the 1s shell and, thus, further inner-shell photoabsorption,
which is one of the mechanisms underlying frustrated ab-
sorption as discussed in the previous section. Note that in
our state-resolved calculation the time scales for Auger-
Meitner decay for Ne ions are in the range from 818 as
(Ne2+ 1s02s22p6) to 46 fs (Ne7+ 1s12s12p1). Thus, most
Auger-Meitner decays still take place within 10 fs, as shown
in Fig. 9(b). Yet another interesting point is that the de-
cay of the double-core-hole state of Ne2+, i.e., peak (iii),

FIG. 10. Time-resolved 2p → 1s fluorescence spectra (F) of Ne
at a photon energy of 2000 eV for pulse durations (FWHM) of
(a) 1 fs, (b) 10 fs, and (c) 100 fs. Some peaks are labeled by the
involved initial configurations. A fluence of 1012 photons/μm2 is
used.

is clearly visible for 1 fs and 10 fs, but is almost absent
for 100 fs. This hypersatellite line is located at the highest
energy and is well separated from other lines, which provided
direct evidence of double-core-hole formation [8,65,66]. De-
cays of other double-core-hole states, with lower energies
than peak (iii), can also be observed mainly for short pulse
durations.

Finally, we turn to the fluorescence spectra for inner-shell
relaxation via 2p → 1s transition as shown in Fig. 10. We do
not show the 2p → 2s fluorescence spectra that are mainly
generated long after the pulse on time scales up to ∼10 ns.
For the 2p → 1s fluorescence, we can make very similar
observations as for the Auger-Meitner spectra, even though
Auger-Meitner decay is much more dominant. However, due
to lower fluorescence rates in comparison with Auger-Meitner
rates, relaxation of highly charged ions via fluorescence takes
place on relatively longer time scales even beyond that shown
in Fig. 10. Interestingly, single-core-hole and double-core-
hole spectra for Ne ions are well separated and ordered by
charge, i.e., the higher the charge state, the higher the photon
energy for a fixed number of core electrons. (An analogous
effect was observed in XFEL experiments on warm dense
aluminum [67].) The 1s–2p fluorescence energy is given by
ωfluo = EI − EF , where the initial state I has one or two 1s
holes and the final state F has one 1s hole less than I . When
I has a double 1s vacancy, EI contains a strong Coulomb
repulsion penalty because the two 1s holes are spatially close
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TABLE I. Ionization potentials of selected processes calculated with the state-resolved approach, E (1)
IP , and the configuration-based

approach, E (0)
IP . Photoemission lines in Figs. 3(a), 4(a), and 5(a) are assigned by E = ωin − EIP and their labels are listed below.

Label Process E (1)
IP (eV) E (0)

IP (eV)

(i) Ne, 1s22s22p6 → 1s12s22p6 880 (1S → 2S) 857
(ii) Ne2+, 1s22s22p4 → 1s12s22p4 935 (1D → 2D) 912
(iii) Ne1+, 1s12s22p6 → 1s02s22p6 1001 (2S → 1S) 952
(iv) Ne4+, 1s22s12p3 → 1s12s12p3 1006 (1D → 2D) 983
(v) Ne4+, 1s22s22p2 → 1s12s22p2 1010 (1D → 2D) 986
(vi) Ne3+, 1s12s22p4 → 1s02s22p4 1070 (2D → 1D) 1020
(vii) Ne, 1s22s22p6 → 1s22s12p6 49 (1S → 2S) 43
(viii) Ne, 1s22s22p6 → 1s22s22p5 20 (1S → 2P) 20
(ix) Ne1+, 1s22s12p6 → 1s22s02p6 72 (2S → 1S) 64
(x) Ne1+, 1s22s22p5 → 1s22s12p5 66 (2P → 3P) 64

77 (2P → 1P) –

to each other. Thus, the fluorescence lines from double-core-
hole states are higher than those from single-core-hole states
corresponding to the same charge state. As the charge state
increases, both EI and EF increase, but the increase is less
for EF than EI because in state F there is more screening
by 1s electrons than in state I . Consequently, the fluores-
cence energy gets larger for higher charge states, which are
generated at later times. All these features are demonstrated
in the time-dependent fluorescence spectra: In each panel of
Fig. 10, there are two groups of transition lines—associated
with single- and double-core-hole states, respectively—that
move toward higher energies with increasing time.

V. CONCLUSION

In this paper, we have presented an implementation of
state-resolved Monte Carlo calculations for describing x-ray
multiphoton ionization dynamics. Our implementation in the
XATOM toolkit employs an improved electronic-structure cal-
culation that is based on first-order many-body perturbation
theory. We have compared the new state-resolved and the orig-
inal configuration-based Monte Carlo calculations for neon at
three different photon energies, including a resonant case. The
differences in the CSD are negligible when resonances do not
matter. Therefore, in these cases the original configuration-

TABLE II. Peak assignment in the Auger-Meitner electron spectra [Figs. 4(b) and 5(b)]. Transition energies for the state-resolved approach,
E (1)

tr , and the configuration-based approach, E (0)
tr , are listed for the underlying process.

Label Process E (1)
tr (eV) E (0)

tr (eV)

(i) Ne1+, 1s12s22p6 → 1s22s22p4 801(2S → 1D) 860
795 (2S → 1S) –

(ii) Ne1+, 1s12s22p6 → 1s22s12p5 764 (2S → 1P) 838
→ 1s22s12p5 777 (2S → 3P) –

(iii) Ne2+, 1s02s22p6 → 1s12s22p4 869 (1S → 2D) 875
863 (1S → 2S) –

(iv) Ne2+, 1s02s22p6 → 1s12s12p5 833 (1S → 2P) 856
(v) Ne3+, 1s12s22p4 → 1s22s22p2 764 (2D → 1D) 820

758 (2D → 1S) –
(vi) Ne3+, 1s12s22p4 → 1s22s12p3 733 (2D → 1D) 800

729 (2D → 1P) –
(vii) Ne4+, 1s02s22p4 → 1s12s22p2 826 (1D → 2D) 830
(viii) Ne7+, 1s12s12p1 → 1s22s02p0 673 (2P → 1S) 717
(ix) Ne7+, 1s12s22p0 → 1s22s02p0 654 (2S → 1S) 706
(x) Ne5+, 1s02s22p23p1 → 1s12s12p13p1 – 788
(xi) Ne6+, 1s12p2np1 → 1s22p0np1 690 (n = 4; 1F → 2P) 741 (n = 5)

690 (n = 4; 1D → 2P) 739 (n = 6)
– 737 (n = 7)

(xii) Ne6+, 1s24p2 → 1s22p1 119 (3P → 2P) 125
14 (3D → 2P) 13

(xiii) Ne7+, 1s13p1np1 → 1s12p1 43 (n = 3; 2P → 1P) 44 (n = 3)
1s13p1np1 → 1s12p1 51 (n = 3; 2D → 3P) 119 (n = 5)

– 131 (n = 6)
– 138 (n = 7)
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TABLE III. Peak assignment in the fluorescence spectra [Figs. 4(c) and 5(c)]. Transition energies for the state-resolved approach, E (1)
tr , and

the configuration-based approach, E (0)
tr , are listed for the underlying process.

Label Process E (1)
tr (eV) E (0)

tr (eV)

(i) Ne1+, 1s12s22p6 → 1s22s22p5 834 (2S → 2P) 906
(ii) Ne8+, 1s12s02p1 → 1s22s02p0 919 (1P → 1S) 972
(iii) Ne8+, 1s12s02p1 → 1s12s12p0 10 (3P → 3S) 11

7 (1P → 1S) –
(iv) Ne9+, 1s02s02p1 → 1s12s02p0 1020 (2P → 2S) 1020
(v) Ne7+, 1s12p13p1 → 1s22p03p1 916 (2P → 2P) –
(vi) Ne7+, 1s2np1 → 1s22s1 140 (n = 3; 2P → 2S) 143 (n = 3)

183 (n = 4; 2P → 2S) 188 (n = 4)
203 (n = 5; 2P → 2S) 210 (n = 5)
214 (n = 6; 2P → 2S) 222 (n = 6)
220 (n = 7; 2P → 2S) 230 (n = 7)

based version of XATOM already produces quite good results,
as demonstrated in former studies [9–11,15,17,18]. However,
resonant excitations and spectral information profit from the
improved first-order-corrected transition energies in the new
implementation. Our results have demonstrated that CSD for
the resonance case and calculated electron and photon spec-
tra are improved by using state-resolved ionization dynamics
calculations. Employing the state-resolved Monte Carlo im-
plementation, we have investigated CSDs and spectra of neon
atoms at a photon energy of 2000 eV for three different XFEL
pulse durations. In addition to asymptotic quantities, we have
computed time-resolved CSDs and spectra, which highlight
the mechanisms through which different pulse durations affect
the asymptotic observables. In our example, frustrated absorp-
tion clearly manifests itself in the time-resolved spectra as the
pulse duration gets shorter. Particularly, it is the dynamical
interplay between the suppression of Auger-Meitner decay
and the suppression of inner-shell photoabsorption that lies

at the heart of frustrated absorption—not the suppression of
photoabsorption alone.

We conclude with an outlook. An important next step
could be to employ our state-resolved Monte Carlo imple-
mentation to explore the orbital alignment of the ions [43,68]
produced during the x-ray multiphoton ionization dynamics.
Another promising perspective for further development is to
compare our results on time-dependent quantities with exper-
imental measurements. Experimental methods that may allow
such measurements could be attosecond transient absorption
spectroscopy [69,70] and attosecond streaking measurements
[71–73]. These methods have already been employed to in-
vestigate ionization dynamics under conditions in which only
a few processes were involved [74,75]. Probing dynamics
during x-ray multiphoton ionization may be experimentally
challenging due to a wide variety of involved charge states
and emitted photo- and Auger-Meitner electrons that are not
always well separated, either in time or in energy.

TABLE IV. Dominant resonant excitations at a photon energy of 1050 eV (1% bandwidth). Transition energies and cross sections for the
state-resolved approach, E (1)

tr and σ (1), and the configuration-based approach, E (0)
tr and σ (0), are listed for the underlying process. For brevity,

only a range of transition energies in the state-resolved approach are given instead of individual state-to-state transition energies. For the
same reason, only subshell cross sections, i.e., averages over initial states and sums over all final states, are shown. For Ne3+ (1s12l6), Ne5+

(1s12l4), Ne5+ (1s22l24p1), Ne6+ (1s22l2), and Ne7+ (1s22l1) with l = s, p, similar resonant excitations are also possible for other electronic
configurations than given here, but are not listed for brevity.

Process n E (1)
tr (eV) σ (1) (Mb) E (0)

tr (eV) σ (0) (Mb)

Ne3+, 1s12s22p4 → 1s02s22p4np1 4 1043–1059 6.98 × 10−2 – –
5 1050–1065 7.74 × 10−3 – –

Ne5+, 1s12s22p2 → 1s02s22p2np1 3 – – 1043 1.28 × 10−1

Ne5+, 1s22s24p1 → 1s12s24p1np1 4 1052–1054 2.73 × 10−1 1031 2.62 × 10−5

Ne6+, 1s22s02p2 → 1s12s02p2np1 4 1040–1053 2.85 × 10−1 – –
5 1056–1070 7.60 × 10−3 1041 2.97 × 10−2

6 1065–1069 6.19 × 10−3 1050 1.23 × 10−1

7 – – 1055 4.32 × 10−2

Ne7+, 1s22s02p1 → 1s12s02p1np1 3 1036–1046 1.73 × 10−1 – –
4 – – 1063 6.26 × 10−3

Ne7+, 1s2np1 → 1s13p1np1 3 1064–1067 9.51 × 10−3 1047 8.67 × 10−1

4 1067–1070 1.34 × 10−4 1056 4.84 × 10−1

5 1070 2.44 × 10−6 1061 7.07 × 10−2

6 1070 3.14 × 10−7 1063 1.77 × 10−2

7 1070 7.67 × 10−8 1064 6.85 × 10−3
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APPENDIX: PHYSICAL PROCESSES AND TRANSITION
ENERGIES

For dominant physical processes, calculated ionization po-
tentials and transition energies are listed in Tables I–IV.
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